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Preface 
 

The sixth Los Alamos Space Weather Summer School was held June 6th  – July 29th, 
2016, at Los Alamos National Laboratory (LANL).  With renewed support from the 
Center for Space and Earth Sciences (CSES), formerly the Institute of Geophysics, 
Planetary Physics, and Signatures (IGPPS), we hosted a new class of eight students from 
various U.S. and foreign research institutions. The summer school curriculum includes a 
series of structured lectures as well as mentored research and practicum opportunities. 
Lecture topics including general and specialized topics in the field of space weather were 
given by a number of researchers affiliated with LANL.  This year’s summer school 
included a short-course on the Autoplot software package. 

Students were given the opportunity to engage in research projects through a 
mentored practicum experience. Each student works with one or more LANL-affiliated 
mentors to execute a collaborative research project, typically linked with a larger on-
going research effort at LANL and/or the student’s PhD thesis research. This model 
provides a valuable learning experience for the student while developing the opportunity 
for future collaboration. 

This report includes a summary of the research efforts fostered and facilitated by the 
Space Weather Summer School. These reports should be viewed as work-in-progress as 
the short session typically only offers sufficient time for preliminary results. At the close 
of the summer school session, students present a summary of their research efforts.  

It has been a pleasure for me to serve again as the director of the Los Alamos Space 
Weather Summer School.  I am very proud of the work done by the students, mentors 
and lecturers—your dedicated effort and professionalism are key to a successful 
program.  I am grateful for all the administrative and logistical help I have received in 
organizing the program.  
 
Los Alamos, NM       Dr. Misa Cowee 
November 2016      Summer School Director 
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Yuguang Tong   University of California Berkeley 
Kateryna Yakymenko  University of Saskatchewan, Canada 
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(a) Spatial spectrum at 15:30 LT (b) Spatial spectrum at 16:20 LT

(c) Spatial spectrum at 17:00 LT (d) Spatial spectrum at 17:20 LT

(e) Spatial spectrum at 17:29 LT (f) Spatial spectrum at 18:15 LT
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Understanding and Assessing the Effects of Geomagnetic Preconditioning on the
Severity of Ground-Level Geomagnetic Disturbances during the 22-29 July 2004

Geomagnetic Storm

Rosie Hood

University College London, Gower St, London WC1E 6BT, UK

Jesse Woodroffe

Los Alamos National Laboratory, Los Alamos, New Mexico, 87545, USA

Steve Morley

Los Alamos National Laboratory, Los Alamos, New Mexico, 87545, USA

Abstract

The 22-29 July 2004 geomagnetic storm resulted in ground-level geomagnetic disturbances (GMDs) twice the magni-
tude of previous storms of similar Dst intensities. Here the state of the magnetosphere and its corresponding influence
on the ground via field-aligned currents (FACs) is assessed using the CHAllenging Mini-satellite Payload (CHAMP)
fluxgate magnetometer to derive the latter and magnetospheric indices to infer the former. Several relations are
realised, including a strong correlation between dayside FAC magnetic latitudes and IMF Bz, corresponding to mag-
netopause reconnection, as well as trends with the Sym-H and Auroral Electrojet indices. The most equatorward FACs
occur on the nightside and are shown to depend on storm intensity as defined by the Sym-H index. Finally, time lags,
representative of propagation and response, are introduced to the indices to improve correlations.

Keywords: ground-level GMDs, geomagnetic storms, field-aligned currents, CHAMP

1. Introduction and Motivation

Space weather is one of the most significant natural hazards of the 21st century, posing a risk to both space and
ground infrastructure and modern day civilisation as we know it (see for example: National Research Council (2008);
Royal Academy of Engineering (2013). A key part of this vulnerability are ground effects, where long man-made
framework such as gas pipelines and wiring used in the electrical grid system can conduct induced ground currents
during geomagnetic storms causing pipelines to crack and transformers to overload and melt ( Viljanen et al., 2014;
Lloyds, 2013). The impact of such ground geomagnetic disturbances (GMDs) can be fatal and financially damaging;
an example of the latter is the Quebec power grid failure in 1989 resulting in a 9-hour blackout and $2 billion of
estimated losses (Riswadkar and Dobbins, 2010). It is therefore vital that the ground effects of geomagnetic storms
and their role in space weather are well-understood.

Four geomagnetic storms in 1986, 1991, 1992 and 2004 all had similar values of minimum Dst, an indication
of the storm intensity, but the latter event produced ground GMDs twice the magnitude of the others. A notable
difference between these events is the location of the minimum Dst (or Sym-H) intensity during each multi-dip storm,
defined as a storm where Dst decreases several times over an interval of a few days. Of these four storms, only the
2004 event was comprised of storms of increasing intensity. By assessing the state of the magnetosphere we hope to

Email addresses: rosie.hood.13@ucl.ac.uk (Rosie Hood), jwoodroffe@lanl.gov (Jesse Woodroffe), smorley@lanl.gov (Steve
Morley)
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(a) (b)

Figure 1: FACs defined in the (a) Magnetospheric system (Cowley, 2013), and (b) Ionospheric current system (credit: AGU).

explain this behaviour and its role in dictating the severity of GMDs; for example the 2004 storm was a result of three
sequential coronal mass ejections (CMEs) (Zhang et al., 2007) which may have preconditioned the magnetosphere
to drive larger GMDs in comparison to the other storms. For the purposes of this report we focus on comparing the
three individual storms within the period of July 2004 to assess the significance of a sequence and its potential for
preconditioning the magnetosphere. To do this, we looked at indices indicative of the solar wind and magnetosphere
configuration of the July 2004 storm, and therefore markers of this preconditioning, and compared this to the location
and magnitude of the field-aligned currents (FACs) generating the ionospheric currents and, in turn, the ground GMDs,
where magnitude indicates the magnitude of this driver and location how effective it is. The FACs were calculated
using the CHAllenging Mini-satellite Payload (CHAMP) magnetic field data, as outlined in Wang et al. (2006) and in
Section 2 of this report.

1.1. Current systems: GMDs and FACs

GMDs are part of a complex global and magnetospheric current system, and can be driven by several sources such
as the ring current, electrojets and Chapman-Ferraro currents on the magnetopause. Here we outline their generation
via FACs (this has been observed, see for example Kamide (1982)), which is the focus of this report. Initially the
system is driven by currents in the magnetosphere arising from the IMF or solar wind, for example, which then flow
along geomagnetic field lines (as shown in Figure 1(a) by Region 1) into the ionosphere as FAC sheets (as illustrated
in Figure 1(b); see for example Cowley (2013)). As the currents are fed into the ionosphere they close via a Pedersen
current and induce a Hall current, and it is these currents that are responsible for generating ground fluctuations in dB
inducing the ground GMDs harmful to the electrical grid and gas industries.

As mentioned previously, we are concerned with the FAC magnitude, but its location is also significant - as you
move away from the poles the Pedersen currents are less effective at cancelling out the FACs (for further discussion
see Fukushima (1976)), therefore the more equatorward the latitude the more likely it is to generate severe ground
GMDs. Low altitude satellites can pass through the FAC current sheets and sample the magnetic field from which its
magnitude and location can de derived; this methodology is outlined in Section 2.

2. Data Analysis

CHAMP was a German satellite spanning the years 2000-2010, in a near-polar (inclination=87 ◦) orbit with an
initial altitude of 454km (GFZ, 2009), and aimed at recording high precision atmospheric and geophysical data. In
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Figure 2: Ground and magnetospheric indices for the period 22-29 July 2004. From top: IMF Bz, solar wind speed, the Akasofu Epsilon parameter,
the AE and Sym-H indices (in black) with overlaid 3-hourly Kp (red indicates high geomagnetic activity.

this endeavour its payload included a fluxgate magnetometer measuring the Earth’s magnetic field vector. These
measurements can be used to derive FACs by solving the curl of the magnetic field in Ampere’s law ( Wang et al.,
2006):

jz =
1
μo

(
∂By

∂x
− ∂Bx

∂y

)
(1)

where jz is the current density, Bx and By are the transverse magnetic field vector components generated by the
currents, and μo is the permeability of free space.

The along-track velocity of CHAMP, similar to the velocity v x component due to the inclination of CHAMP’s orbit,
is ∼7km/s, therefore we can assume a stationary current sheet as CHAMP passes through the FAC (see Figure 1(b) for
a visual interpretation of the FAC current ‘sheet’) and view these temporal measurements as spatial. Thus the current
density now relies on discrete data:

jz =
1
μovx

ΔBy

Δt
(2)

where By is the magnetic field vector component parallel to the FAC current sheet and Δt is the sampling time of
CHAMP, typically 1 second. The absolute current density is used, as we are only concerned with the strength of
the FACs and their magnetic latitudes (the latter calculated from the orbit of CHAMP). A threshold is then applied
to ensure the derived values are not quiet-time FACs; here we impose a lower limit of 10μA/m 2]. Note that the
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threshold used by Wang et al. (2006) was one order of magnitude lower, as they found this limit to be indicative of a
storm (Wang et al., 2005); this was used as a guideline and the threshold was increased until a distribution independent
of orbit became apparent.

Figure 3: Ground SuperMAG magnetometer data outlining the geomagnetic disturbances measured by ground stations above 50◦ magnetic latitude
for the storm period 22-29 July 2004. The perturbations are offset so that they are ordered by latitude, and all use the same scaling, with the largest
value of any of the series reaching ∼30 nT/s. The colour wheel indicates the local time sector. The 3-letter acronyms are station codes and a list
giving station names, abbreviations and locations can be found athttp://supermag.jhuapl.edu

2.1. Overview of the 22-29 July 2004 geomagnetic storm

During the 22-29 July 2004 three CMEs reached the Earth ( Zhang et al., 2007) resulting in three high-intensity
geomagnetic storms of increasing minimum Dst peak intensity on the 23rd (-99nT at 02:00UT), 25th (-136nT at
16:00UT) and 27th (-170nT at 13:00UT). These Dst values of ∼-100nT or below indicate that all three storms were
intense events (Gonzalez et al., 1994), though not extreme. During the three events Kp became very active, peaking at
9- soon after midday during the final storm. Figure 2 outlines the magnetospheric and geomagnetic conditions during
this period including: the IMF Bz component (in GSM coordinates), the solar wind speed, the Akasofu Epsilon pa-
rameter representative of the energy input into the magnetosphere and dependent on solar wind speed, IMF magnitude
and IMF clock angle (Akasofu, 1979), and the Sym-H, Kp and the Auroral Electrojet (AE) indices. Note the data is
1-minute averaged high resolution OMNI data, excluding the Kp, which is a 3-hour measurement obtained from the
World Data Center for Geomagnetism, Kyoto.

The initial, main and recovery phases of the storms are described in detail by Pedatella et al. (2008); here a brief
description is given. The first of these storms coincided with a ∼13-hour period of southward IMF Bz, beginning
its main phase around 19UT on the 22nd, where the Kp indicates high geomagnetic activity. A negative Sym-H
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(a)

(b)

Figure 4: Correlation between IMF Bz (line and y-axis in black) and FAC magnetic latitudes (y-axis in red) and respective current density magni-
tudes (from colorbar) for (a) dayside, and (b) nightside FACs. Both variables share the same x-axis. The colorbar indicates the applied threshold to
the FAC magnitude, and is capped at 30μA/m2 to highlight the variation in values.

(a)

(b)

Figure 5: Correlation between the Sym-H index (line and y-axis in black) and FAC magnetic latitudes (y-axis in red) and respective current density
magnitudes (from colorbar) for (a) dayside, and (b) nightside FACs. Both variables share the same x-axis. The colorbar indicates the applied
threshold to the FAC magnitude, and is capped at 30μA/m2 to highlight the variation in values as in Figures4(a) and 4(b).
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(a) (b)

Figure 6: Scatter plots showing the correlation between (a) Sym-H, (b) AE index, (on the y-axis) and FAC magnetic latitudes (on the x-axis) and
respective current density magnitudes (colorbar). Colorbar as before; R2 is the coefficient of determination and indicates the goodness-of-fit of the
plotted linear relation (black line).

index value, as seen in Figure 2, is also suggestive of geomagnetic activity and is used in this study to define each
storm period. Here a southward IMF Bz drives the energy input from the solar wind into the magnetosphere (see for
example, Dungey (1961)). The Sym-H index is then seen to recover to near 0nT after reaching its minimum value in
the early hours of the 23rd. The second storm begins its main phase on the following day at 21:30UT soon after the
alignment of IMF Bz shifts strongly southward for an extended period of ∼16 hours. The final storm has some overlap
with its predecessor but seems to enter its main phase on the 27th at 5UT with intermittent southward IMF Bz for ∼11
hours. Referring to the solar wind speed data, also tied to the severity of the storm (see Gonzalez et al. (2011)), the
shock occurring at the start of the 3rd storm is very large, with speeds reaching ∼1100km/s.

The AE index suggests a strong enhancement of ionospheric currents in the auroral oval, and in turn, energy
deposition and Joule heating. An integration of the Akasofu Epsilon parameter with respect to time is also an
indication of the total energy input into the magnetosphere from the solar wind. For each storm this equates to
0.5, 1.3, 2.4x1012J respectively. The last storm was a very prolonged event, with the recovery phase extending beyond
31st July (Pedatella et al., 2008).

Figure 2 details the ground response during this time period; this shows dB/dt SuperMAG data measured by
ground stations above 50◦ magnetic latitude, with the colour wheel indicating the local time sector. The three encom-
passed storms are seen in the data, with the largest ground GMDs occurring in the nightside (blue) or near where night
meets evening and morning (red and green respectively).

3. Results

3.1. FACs correlation to indices

Figures 4(a) and 4(b) show the correlation between IMF Bz and magnetic latitude of the FACs for the dayside
and nightside respectively, as defined by magnetic local time. The colorbar denotes the absolute magnitude of the
FAC, where a lower threshold of 10μA/m2 and upper limit of 30μA/m2 have been applied to exclude quiet-time FACs
whilst highlighting the variation in values. Figures 5(a) and 5(b) show the correlation between the Sym-H index and
magnetic latitudes of the FACs for the dayside and nightside respectively.

Figure 4(a) shows a strong correlation between IMF Bz and the magnetic latitudes of FACs in the dayside, reveal-
ing the dependence on dayside reconnection where the magnetopause currents are being fed into the FACs ( Ma et al.,
1995). There is, however, no apparent relationship with FAC magnitude. The nightside currents, due to tail reconnec-
tion (Mauk and Zanetti, 1987), are less correlated; indeed the chaotic nature of this system is evident in Figure 4(b).
The FACs penetrate to lower magnetic latitudes on the nightside than the dayside and are thus more likely the cause of
the largest GMDs, this is supported by ground data (see Figure 2) which show the ground GMDs greatest in the night
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local time sector. The locations of the FACs are also sequentially lower, this seems well correlated with the Sym-H
intensities in Figure 5(b), likely due to the auroral oval latitude location depending on storm intensity; that is the auro-
ral oval is moving southwards with storm intensity. The dayside FACs in Figure 5(a) also seem more correlated to the
Sym-H index than the nightside, with the exception of the last storm on the nightside – this latter dip is of particular
interest as it suggests the correlation improving with storm intensity (and perhaps the influence of the ring current in
the system), and is the focus of future work.

A quantitative assessment of these correlations is obtained using Ordinary Least Squares (OLS) linear regression
and the coefficient of determination, R2. This gives the fraction of the variation explained by the linear model and
thus is an indication of the degree to which the data follows a fitted linear regression line. Ranging between 0 and 1,
1 represents a perfect fit and 0 indicates the data are completely uncorrelated. General trends of the magnetospheric
and geomagnetic indices outlined in Figure 2 and their correlations with FAC magnetic latitudes were obtained; here
we present the preliminary findings of a selected few. Figures 6(a) and 6(b) show the linear regression fits for the
Sym-H and AE indices with FAC magnetic latitude respectively; again the colorbar denotes FAC absolute magnitude.
As expected, trends are apparent in the data; low Sym-H and high AE indices values correspond to low FAC magnetic
latitudes, that is, a larger storm expands the auroral oval and forces the FACs more equatorward. Another expected
correlation also seen in the data and not shown here is high solar wind speed correlating well with low magnetic
latitudes.

3.2. Time-lag correlations

With linear regression applied, time lags representative of the response and propagation times were introduced
to indices to see if tighter correlations could be realised. For example, the IMF Bz data was lagged by 4 minutes,
a realistic propagation from the bow shock to FAC system, which improved the correlation between dayside FAC
magnetic latitudes. Time lags were applied to IMF Bz, solar wind speed, Sym-H, the Akasofu Epsilon parameter
and AE index. Figures 7(a) and 7(b) show the IMF Bz data and dayside FAC magnetic latitude linear regressions
before and after introducing a 4-minute lag respectively. An improvement is seen with the lagged data, indeed most
correlations with indices can be improved with some introduction of a time lag. This method was also repeated for
nightside data, however due to the tumultuous nature of the data there seems to be little correlation at this stage of
data processing. However, it is important to note there is some improvement in correlations for larger time lags,
peaking at 45 minutes for IMF Bz, and perhaps suggestive of the longer propagation time needed for the nightside
magnetosphere to respond to the changes in IMF Bz.

(a) (b)

Figure 7: Scatter plots showing the introduction of a 4-minute time lag to the IMF Bz data (on the y-axis) correlation to the FAC magnetic latitudes
(on the x-axis) and respective current density magnitudes (colorbar). (a) Without time lag, (b) 4-minute time lagged. Colorbar as before; R2 is the
coefficient of determination and indicates the goodness-of-fit of the plotted linear relation (black line).

Furthermore to this, underlying processes can be inferred from time-lagging each of the three storms to find the
optimum time lag and thus response time. Focusing on the more correlated dayside, 0-15 minute lags in 1-minute
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increments were introduced to obtain the best correlation using R 2 as the metric of fit. Table 1 outlines the optimum
time lag for each storm and the improvement in R2 in terms of percentage. Here, the propagation and response times
of the storms seem to increase with storm intensity. Physically, we expect the response to be faster with successive
storms as the current system is already in place from each predecessor. However, in Figure 2 the Sym-H gradient
between its initial and main phases seems to be successively less steep, which may be tied to the response times.
Here, a more robust linear regression fit must be applied to ensure the statistics used are reliable, however this is
a preliminary indication that the response is slower with storm strength. Moreover, from this it is evident that the
goodness-of-fit can be improved by separating the storms, which implies the linear relationship between IMF Bz and
FAC magnetic latitudes is changing between events.

Date of Storm Initial R2 Final R2 R2 Improvement (per cent) Time Lag (minutes)
23-24th 0.667 0.787 18 2
25-26th 0.298 0.300 0.7 3
27-28th 0.107 0.394 268 9

Table 1: Response times of each storm in July 2004, with R2 percentage improvement as an indicator of reliability

4. Conclusions & Further Work

A strong correlation between dayside FAC magnetic latitudes and IMF Bz has been demonstrated, in agreement
with Wang et al. (2006). Dayside FACs are better correlated with IMF Bz due to magnetopause reconnection and are
on average higher in magnitude, however the nightside FACs, related to tail reconnection, reach to lower magnetic
latitudes, and the highest ground GMDs are observed during the local night sector. This implies the nightside FACs are
responsible for the highest ground GMDs, and thus the more equatorward the FAC the better it may be at generating
GMDs, with the magnitude of the FAC being secondary to this. General trends between indices and FAC magnetic
latitudes have also been assessed, including the Sym-H and AE indices, with expected results. There is a strong
correlation with the Sym-H index, and evidence of the nightside FACs descending with increasing Sym-H intensity,
suggestive of an auroral oval expansion, and also an indication that the nightside is more organised at intense storms.
This intermittency in Sym-H may also be suggestive of a preconditioner making the ionosphere more susceptible to
large fluctuations, and in turn GMDs. Finally, we note that time lags, related to propagation and response, improve
these correlations.

The next stage of this project aims to improve the robustness of the linear regression fitting, focus on the link
between ground GMDs and FACs using ground data, and verify the CHAMP results with another satellite. This work
is the focus of a paper in preparation.
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Abstract

The generation mechanism of whistler-mode chorus waves remains a subject of debate, even though chorus waves

are known to be responsible for prompt changes in outer radiation belt conditions. For several theories intended

to explain results of empirical studies of wave-particle interaction, validation requires thorough research based on

(and by the use of) precise/accurate datasets. Measurements of electromagnetic waves and particles taken by the

instruments EMFISIS, HOPE and MagEIS on the Van Allen Probes are ideal for such studies. In this paper we aim to

demonstrate the reliability and efficiency of the HOPE instrument from this point of view. A preliminary investigation

of HOPE L1 data’s count rates is shown; the typically low count rates of this instrument requirtes efforts designed to

raise the signal to noise ratios above SNR ≈ 10. In addition, the 5 polar pixels of HOPE have not been inter-calibrated

yet, leading to inaccuracies when these data are combined to obtain pitch angle distribution (PAD) data. We here use

count ratios of neighboring pixels with overlapping pitch angle intervals, to produce pixel-intercalibration data for

the entire mission. Finally, we present a robust method to define isotropy or anisotropy in PADs as these represent

conditions that are needed for theories of chorus wave generation.

Keywords: wave-particle interaction, HOPE, polar pixel calibration

1. Introduction

There has been a lot of development in radiation belts modeling in recent years, particulary due to the availability

of in-situ data from NASA missions such as the Time History of Events and Macroscale Interactions during Sub-

storms (THEMIS), Van Allen Probes (RBSP) and Magnetospheric Multiscale (MMS) missions, which advanced our

understanding of the complex inter-connections of the geospace environment. On the other hand, continuous mea-

surements of these models’ key parameter inputs are integral part of space weather forecast, for which ground-based

measurements can be a more reliable, long-running solution/provision. The PLASMON project is an outstanding

example for efforts to produce important key parameters, like plasmasphere densities, with the use of groundbased

whistler measurements [Lichtenberger et al. (2013)]. As part of PLASMON, AWDANet [Lichtenberger et al. (2008);

Lichtenberger (2009)] is consisting of 28 VLF receiver stations covering low, mid and high latitudes with wide range

of longitudes, detects lightning induced whistler waves. Receivers at stations with magnetic footprint L > 4 can also

record whistler mode chorus emissions.

Coherent chorus emissions are typically observed as rising/falling tones in the frequency range of 0.1 fce < f <
0.8 fce with discontinuity at 0.5 fce, where fce is the electron gyrofrequency [Burtis and Helliwell (1969); Koons and

Email addresses: lilla@sas.elte.hu (Lilla Juhász), rfriedel@lanl.gov (Reinhard H. W. Friedel), blarsen@lanl.gov (Brian

Larsen)
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Roeder (1990); Santolik et al. (2003); Sazhin and Hayakawa (1992) ]. These emissions are typically excited dur-

ing geomagnetic storms close to the magnetic equator in low-density plasmas near outside the plasmapause. Chorus

emissions are known to be generated via wave-particle interactions with an anisotropic distribution of energetic elec-

trons (few keV- 100 keV) injected from the plasmasheet [Kennel and Petschek (1966); Anderson and Maeda (1977);

LeDocq et al. (1998); Meredith et al. (2001); Omura et al. (2009); Santolik et al. (2010);Li et al. (2013); Spasojevic

(2014)]. General consensus has not been reached yet on the exact generation mechanism of chorus waves, but electron

cyclotron resonance seems to be the most accepted [Kennel and Petschek (1966); Kennel and Thorne (1967); Tsuru-

tani and Smith (1974); Nunn et al. (1997); Chum et al. (2007); Katoh and Omura (2007a), Katoh and Omura (2007b);

Omura et al. (2008)]. Anisotropic angular distributions of substorm injected energetic electrons (also called source

population [Jaynes et al. (2015)]) are able to provide free-energy for chorus wave excitation [Thorne et al. (2013), and

references therein] and cause isotropic PAD at the energy range of interacting particles. Attention of radiation belt

modelers recently turned to whistler mode chorus waves due to its role in both accelerating electrons to MeV energies

in the Earth’s outer radiation belt [Horne and Thorne (1998); Summers et al. (1998); Summers et al. (2002); Reeves

et al. (2013); Thorne et al. (2013); Li et al. (2014)] and in pitch angle scattering of electrons into the atmospheric loss

cone [Lorentzen et al. (2001); O’Brien et al. (2004); Thorne et al. (2005); Hikishima et al. (2010)].

The AWDANet Team is currently working on deriving density and energy of energetic electrons (source popula-

tion) from chorus emissions recorded on the ground. This seems to be feasible since the nonlinear theory of Omura

et al. (2008) and Omura and Nunn (2011) have found a relation between some of the characteristics of the rising tone

chorus signal (frequency sweep rates, threshold and optimum wave amplitudes) and the energy and number density of

energetic electrons in the source region. As it was proposed by this theory, chorus wave elements are generated close

to the magnetic equator from coherent whistler mode waves which are excited by linear instability caused by temper-

ature anisotropy. Through nonlinear wave mechanism in a direction parallel to the magnetic field lines, rising-tone

chorus emissions can be triggered. During its slightly oblique propagation away from the equator, the gap at 0.5 fce

is formed by nonlinear wave damping. As a first step, we should validate this non-linear theory with simultaneous

measurements of particles and waves from Van Allen Probes HOPE and EMFISIS instruments, and later form a ro-

bust model which can be used in an inversion model which can derive the in-situ densities from ground-based chorus

detection.

In Section 2. a brief introduction of the Van Allen Probes - HOPE instrument is presented to outline the HOPE data

sets we examine in Section 3. In Section 4. a robust method is introduced to find isotropic pitch angle distributions

as possible signatures of chorus emission interaction, which can be used as a “first-round“ selection of HOPE data.

Section 5 summarizes my work the Los Alamos Space Weather Summer School and also shares some ideas of future

research.

2. Van Allen Probe HOPE Data

The Van Allen Probes (Mauk et al., 2013), also called Radiation Belt Storm Probes (RBSP), were designed to

explore the harsh environment of the radiation belts and its processes, as well as examine those spatially overlapping

regions which strongly affect the dynamics of the Van Allen radiation belts. One spacecraft follows the other on a

slightly different, nearly equatorial (inclination 10.2◦) and highly elliptical orbit with perigee 618 km and apogee

30, 414 km (5.8 RE). To fulfill the mission’s scientific objectives, a wide range of wave and particle instruments are

mounted on both spacecrafts:

Radiation Belt Storm Probes Ion Composition Experiment (RBSPICE)

Relativistic Proton Spectrometer (RPS)

Electric Field and Waves Suite (EFW)

Electric and Magnetic Field Instrument Suite and Integrated Science (EMFISIS)

Energetic Particle, Composition, and Thermal Plasma Suite (ECT) which consists of:

- Helium Oxygen Proton Electron (HOPE)

- Magnetic Electron Ion Spectrometer (MagEIS)

- Relativistic Electron Proton Telescope (REPT)

L. Juhasz, Preparing a more useful HOPE data set for wave-particle interaction studies

18



The Helium, Oxygen, Proton, and Electron (HOPE) Mass Spectrometer (Funsten et al., 2013) is in the focus of

this study, which is intended to measure the fluxes of electrons and dominant ion species in the energy range of 1 eV

- 50 keV, in 36 logarithmically spaced steps (before September 2013) and later modified to 72 log-spaced steps at an

energy resolution ΔEFWHM/E ≈ 15%. The 4π sr field of view is achieved with 5 polar pixels (consisting of individual

detectors) and the spin of the spacecrafts, however, HOPE data sampling is not spin synchronized. Polar pixels are

centered at polar angles ±72◦, ±36◦, 0◦, where the latter points perpendicular to the spin axis of the spacecraft. The

2 π azimuthal region is divided into 16 sectors, each sector contains a sequence of energy data from the entire range.

For telemetry reasons, sectors of polar pixels ±72◦ are averaged to 4 sectors, leading to similar solid angles sampling

for all pixels. As a result, HOPE measurements provide the number of incoming particles in 4 dimensional parameter

space: a fixed time cadence of ∼ 24 sec for a full, measurements of electrons and ions, 5 polar pixels, 72 or 36 energy

steps and nominal 16 azimuthal sectors. In Section 3, Level 1 electron count rate data are used along with pitch angle

tagging for every sector, detector, energy and time.

Wave-particle interaction studies require electromagnetic wave data. EMFISIS (Kletzing et al., 2013) measures

six component of wave electric and magnetic field in continuous waveform burst data mode covering the frequency

range 10 Hz- 12 kHz. It also provides a single wave electric field component in the range of 10 kHz - 500 kHz

with which electron cyclotron harmonics and upper-hybrid frequency can be detected, consequently electron densities

are deductible as well. EMFISIS also includes the MAG instrument which provides three-dimensional background

magnetic field vectors essential for wave-particle studies.

3. HOPE performance

3.1. Low count rates

As mentioned earlier to verify (and to use for ground-based measurements) the theory of non-linear chorus gen-

eration we must use characteristics of individual chorus signatures and simultaneously measured electron PADs. The

complexity of the theory implies the need of reliable input data, while at the same time HOPE often lacks the counting

statistics needed, so our first goal is to examine the validity of HOPE data. From Level 1 pitch angle tagged Count

data we created a time-energy-pitch angle dependent counts product, using only mode 0 (the main science mode data).

On the top panel of Figure 1 a, the daily variation of total electron content can be seen as a function of energy during

1st of June 2016, lower boxes show the position of the spacecraft. The top panel of Figure 1 b, shows particle counts

at an energy 833.1 eV. Unequal sized pitch angle bins are used with narrower bin sizes around 90◦ to account for the

lower counting rate in the field-aligned directions.

Assuming a Poisson distribution of incoming particles, the signal to noise ratios (SNR) are calculated as the square

root of total counts. In the bottom panel of Figure 1 b, as function of time the SNR values are presented, the red line at

SNR = 12 indicates the lowest value of the desired counting statistics. The data is analyzed by using moving averages

with different sized windows: the window size grows until the total count content reaches 144 (i.e SNR =12) then

moves on. Bottom panel of Figure 1 b, presents the results: signal to noise ratio is always above 12 (points at zeros

indicates the dropped-out times), on the other hand the time resolution of the measurements is reduced during low

count rate periods. This simple method is a great tool to increase the accuracy of our calculation presented in the

following section.
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(a)

(b)

Figure 1: (a) Total counts of electrons measured by VAP-A HOPE during 1 June 2016 in the energy range of 1 eV - 50 keV accompanied by L

parameter and MLT of S/C ; (b) Pitch angle distributions of electrons at 833.1 eV and its signal-to-noise ratios measured by VAP-A HOPE during

1st June 2016

3.2. Inter-calibration of polar pixel detectors

Besides low count rates, the different gains of pixel detectors can cause other uncertainties in pitch angle resolved

data. In Figure 2 the pitch angle variation and the overlapping PA views of individual detectors can be followed.

Assuming that count rates change relatively slow, we can use total count rates of the common pitch angle areas

of neighboring detectors to compare detector gains. Taking the interval of 70◦ − 110◦ and selecting only periods

when the total electron count is higher than 100, a list of detector ratios are created (Figure 3). During the mission,

detector gains are changed individually except the period for 2014 October - 2015 February, while at late May 2015

a gain correction can be seen clearly. However a few months later the so-called detector five’s gain started to shift

independently. Comparing the changes of calibration ratios to the DST and energetic particle data from MAGEIS, see

the example of year 2015 on Figure 4, it is obvious that geomagnetic storms effect the performance of HOPE.
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Figure 2: Pitch angle covering of detectors at 1st of June 2016

(a) 2013 (b) 2014

(c) 2015 (d) 2016

Figure 3: Ratios of counts referring to the middle detector of Van Allen Probes HOPE-A instrument from 2013-2016
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(a) Ratios of counts referring to the middle detector of VAP HOPE-A in 2015

(b) DST values in 2015

RBSPA/MagEIS  FESA_CORR_FILL_OP77Q_L90 FEDU_ENERGY=1553.0 keV

2015-01-01 2015-03-01 2015-05-01 2015-07-01 2015-09-01 2015-11-01 2016-01-01

1.

2 .

3 .

4 .

5 .

6 .

L 
(L

)

1 0- 3

1 0- 2

1 0- 1

1 00

1 01

1 02

1 03

FESA_CORR_FILL_OP77Q_L90
 (cm

-2 s
-1 sr -1 keV

-1)

(c) MAGEIS E = 1553.0 keV

Figure 4: Comparison of gain changes to DST and MAGEIS data in 2015

4. PAD isotropy

As it was written in the introduction, anisotropic PADs can be the signature of freshly injected energetic particles,

which assumed to be the free energy source of whistler mode waves. Isotropic PADs can be the results of pitch angle

scattering caused by wave-particle interaction. Different PAD fitting methods have already developed [Chen et al.

(1999) for proton ring current; Chen et al. (2014) for relativistic electrons] and used successfully to determine at least

the measure of anisotropy. The sensitivity of HOPE data, which results in noisy pitch angle distributions due to low

count rates despite of the 5 min averages we use in this section, motivates us to utilize a robust method again. We

increase counting statistics by assuming PAD symmetry around PA = 90◦ and sum the counts while ignoring loss

cone, then define 3 boxes Figure (5a) in the domain of pitch angles and compute ratios A/B and A/C. If both ratios

fulfill the criteria

0.8 <
C ± S NR

[A, B] ± S NR
< 1.2 (1)

then the given PAD is declared to be isotropic. Figure 5b shows PADs of particles at different energies in 14 November
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2012 14:10UT, lines with filled dots represent isotropic PADs. We run our code on the entire dataset of VAP-A HOPE

electron counts (for example 2012 in Figure 6), and also plot Dst index in order to compare geomagnetically disturbed

periods with those we found to have isotropic PADs. Note that low Dst values are not direct indicators of chorus wave

excitation. In Figure 7a we show the daily variation of isotropic PADs and the simultaneous measurements of VAP-A

EMFISIS in Figure 7b, one of the electric and magnetic component of the wave data can be found, with white lines

indicating half the gyrofrequency. Chorus waves are showing up 00:30-07:00 and 09:00-15:00, latter one includes the

gap at 0.5 fce. For the validation of the nonlinear theory of Omura, the existence of isotropic PADs and chorus waves

is not enough, but the above described method can be an easy way to find the first examples for our validation process.

(a) (b)

Figure 5: Sketch of how to define isotropy and an example of finding isotropic PADs in 14 November 2012 14:10UT on VAP-A HOPE

Figure 6: Isotropic pitch angle distributions in 2012 as a function of time and energy and Dst indexes during same time
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(a) Isotropic PADs of VAP-A HOPE in 2012-11-14 at different energies

(b) VAP-A EMFISIS EuEu and BuBu component during 2012-11-14 with 0.5 fce (white line)

Figure 7: Comparison of isotropic PADs and electromagnetic waves during 2012-11-14. On plots of Figure b, whistler-mode chorus waves can be

found close (or around) half the gyrofrequency

5. Conclusion

In this work here at LANL I have established robust criteria and methods to detect conditions of isotropy in the

Hope data, which is one of the indicators of wave-particle interactions. Continued work will consist of a systematic

study of all Hope pitch angle data to establish energy ranges and times of isotropy, and to compare those to the

EMFISIS wave data through minimum resonant energies of waves. When we have the sufficient number of events, a

statistical study should be carried out to validate the relation between the earlier mentioned characteristics of chorus

elements and energetic particles. In the far future the propagation of chorus waves from the generation region to the

ground will be examined, which is the last piece of the theoretical description required for an inversion method. This

inversion method will be able to derive important parameters of low-energy electrons in the equatorial region from

ground detected chorus elements.
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Abstract

A new method for the solution of the kinetic equations for a collisionless plasma has been developed. It treats part

of the distribution function with a spectral (moment-based) expansion in Hermite basis, while the remaining part of

the distribution function is described with macro-particles as in the Particle-In-Cell (PIC) approach. The goal is to

combine the accuracy typical of spectral methods, with the flexibility of PIC in dealing with complex distribution

functions that might otherwise require a large number of moments for convergence. The application of the new

method is studied on the example problem of interaction of a weak beam with background plasma. This problem

is challenging for both conventional PIC and spectral methods due to the low density of the beam and the complex,

quickly evolving, shape of the distribution function. The potential of the new method is demonstrated and its efficiency

and accuracy are characterized.

Keywords: PIC, Spectral methods, Kinetic plasma simulations, Beam instability

1. Introduction

The Vlasov-Maxwell system describes kinetic evolution of collisionless magnetized plasma. Unfortunately, the

kinetic Vlasov equation is very difficult to solve analytically or numerically. The system intractability is connected to

various factors. First of all, it is a time dependent system of partial differential equations which describes the evolution

of six-dimensional phase space. This fact implies that high computational resources are required to resolve the sys-

tem. Kinetic equation is also highly nonlinear meaning that it can lead to turbulence and chaos. Such solutions usually

need high resolution. Moreover, collisionless magnetized plasma is characterized by large number of very different

time and space scales making the system of equations very stiff. For example, light electrons respond to perturbations

much faster then heavy ions. In the presence of a strong magnetic field it is common to have huge anisotropy along

and across the magnetic field which also makes the problem stiff.

There are a lot of different numerical methods to solve Vlasov-Maxwell system. One of the main distinctions between

them is the approach to treat the phase space. Probably the most popular method is particle-in-cell (PIC) method

(Birdsall and Langdon, 2004) where phase space is discretized with macro-particles. The PIC method is very robust

and it can be efficiently parallelized. Another common approach is Eulerian Vlasov (Cheng and Knorr, 1976; Son-

nendrcker et al., 1999; Filbet et al., 2001), where phase space is discretized with stationary computational grid. Third
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method is spectral (Armstrong et al., 1970; Shoucri and Gagne, 1976; Holloway, 1996; Schumer and Holloway, 1998).

Spectral methods handle the phase space by expanding distribution function in basis functions. The proper choice of

functions can dramatically improve efficiency of the method.

The numerical methods discussed above have another important direction of classification — time discretization. Ex-

plicit methods are the simplest ones. Unfortunately, they suffer form various numerical stability constrains. Recently,

fully implicit methods are getting more popularity in kinetic simulations due to their unconditional stability and ability

to exactly satisfy physical conservation laws. For example, see recent papers for conservative implicit PIC (Lapenta

et al., 2010; Chen et al., 2011) or spectral methods (Delzanno, 2015; Vencels et al., 2015; Manzini et al., 2016; Cam-

poreale et al., 2016).

The main goal of this work is to construct and investigate a new hybrid method which is based on combining PIC

and spectral methods. The main idea is to divide distribution function in the velocity space into two regions and re-

solve one part with macro-particles and another with basis function expansion. The PIC noise decreases as ∼ 1/
√

Np

where Np is a number of macro-particles, thus it becomes computationally expensive to obtain high accuracy. So

one of the targeted results is to improve accuracy of PIC by resolving the part of distribution function with spectral

approach. On the other hand, spectral method may require high number of expansion functions (and computational

time) to handle complex part of distribution function, therefore treating complex part with macro-particles may boost

the performance. To the best of the authors knowledge, PIC and spectral coupling was never done before. Thus it is

important to investigate properties and merits of the new method.

The paper is organized as follows: Section 2 introduces the main equations and a mathematical formulation of the

new method. Landau damping benchmark is shown in Section 3. The comparison of new numerical method against

pure spectral approach is conducted in Section 4. Finally, Section 5 summarizes results.

2. Method description

We will demonstrate the hybrid method with the example of one-dimensional electrostatic unmagnetized plasma.

Thus the Vlasov-Maxwell system takes the form,

∂t f s + v∂x f s +
qs

ms E∂v f s = 0, (1)

∂xE =
∑

s

qs
∫ +∞
−∞

f sdv, (2)

where s superscript denotes a species (e.g. electrons, ions, etc.); t, x, v are time, space and velocity variables respec-

tively; f s = f s(t, x, v) is the distribution function; qs, ms are charge and mass; E is the electric field. All variables are

dimensionless and the normalization units defined as

t = tdωpe, x =
xd

λD
, E =

eλD

Te
Ed, f =

(
Te

me

)3/2 f d

n0

, q =
qd

e
, m =

md

me
, (3)

with periodic boundary conditions

f s(t, 0, v) = f s(t, L, v), E(t, 0) = E(t, L), f s(t, x,±∞) = 0, (4)

where d superscript denotes dimensional variables; ωpe is the plasma frequency; λD is the Debye length; n0 is the

plasma density; L is the domain length; e, me, Te are electron charge, mass and temperature, respectively.

To begin the formulation of the hybrid method, we write the distribution function f s for each species s in the form

f s = f s
spectral + f s

particle, (5)

meaning that we solve two instances of Eq. (1) separately for f s
spectral and f s

particle with the common electric field which

depends on the sum of all distribution functions. We solve one instance with the spectral method and another with

the PIC method. To simplify notations, we will move the separation (5) into the species superscript. This means that

we are solving the system (1-2) for s = spectral electrons, particle electrons, spectral ions, particle ions, etc. We also

introduce superscripts for spectral and PIC part only: ss and ps respectively.

Note that nonlinear partial differential equations (PDE) generally do not permit the separation (5) because a sum of

two PDE solutions may not be a solution. In our case this separation is possible if we keep a common electric field.
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2.1. PIC
In particle-in-cell method we solve the Eq. (1) in the Lagrangina reference frame by following the characteristics

of the macro-particles. In this frame the distribution function is always constant. Thus we only need to follow the

frame evolution. Following Birdsall and Langdon (2004), for electrostatic momentum conserving explicit PIC we

have the following equations

dxps
i

dt
= vps

i (6)

dvps
i

dt
=

qps

mps Elocal(xps
i ) (7)

Elocal(xps
i ) =

Nx−1∑
j=0

E jS (x j − xps
i ) (8)

where i = (1, . . . ,Np) and Np is the number of macro-particles; xps
i , v

ps
i are position and velocity of a macro-particle

i; qps,mps are charge and mass of a species ps; E j, Elocal(xps
i ) are the electric field at the grid point x j and particle

position xps
i respectively; S is the interpolation function; Nx is the number of grid points.

To compute the electric field at the grid point we would need the charge density which is

ρ j =
∑

ps

Np∑
i=1

qpsS (x j − xps
i ). (9)

2.2. Spectral method
There are a lot of different spectral methods (David Gottlieb, 1977) some of which are specifically designed to

solve kinetic equation (Armstrong et al., 1970; Shoucri and Gagne, 1976; Holloway, 1996; Schumer and Holloway,

1998). Here we closely follow the approach taken by Delzanno (2015). Therefore, to solve Eq. (1), we approximate

the distribution function and the electric field with the expansion

f ss(t, x, v) =

Nv−1∑
n=0

Nk∑
k=−Nk

Css
n,k(t)Ψn(ξss) exp

(
2πi

kx
L

)
, (10)

E(x) =

Nk∑
k=−Nk

Ek exp

(
2πi

kx
L

)
, (11)

where Nk is the number of spacial Fourier modes defined to satisfy Nx = 2Nk +1; Nv is the number of Hermite modes;

ξss = (v − uss)/αss with free parameters uss, αss which affect convergence of the spectral method. The expansion

functions in velocity space are defined as

Ψn(ξ) = Ψn(ξ) =
π−1/4

√
2nn!

Hn(ξ) exp

(
−ξ

2

2

)
, (12)

where Hn(ξ) is a Hermite polynomial of degree n in ξ with the definition

H0(ξ) = 1, H1(ξ) = 2ξ, ξHn(ξ) =
1

2
Hn+1(ξ) + nHn−1(ξ). (13)

The final step is to use the orthogonality of Hermite and Fourier basis

∫ +∞
−∞
Ψn(ξ)Ψm(ξ)dξ = δn,m, (14)

∫ L

0

exp
(
2πix

n − m
L

)
dx = δn,m. (15)
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The orthogonality gives us final system of equations

dCss
n,k

dt
= −αss 2πik

L

⎛⎜⎜⎜⎜⎜⎝
√

n
2

Css
n−1,k +

uss

αss Css
n,k +

√
n + 1

2
Css

n+1,k

⎞⎟⎟⎟⎟⎟⎠ + qss

mssαss

⎡⎢⎢⎢⎢⎢⎣E∗ ∗
⎛⎜⎜⎜⎜⎜⎝−
√

n
2

Css
n−1,∗ +

√
n + 1

2
Css

n+1,∗

⎞⎟⎟⎟⎟⎟⎠
⎤⎥⎥⎥⎥⎥⎦

k

(16)

where n = (0, . . . ,Nv − 1); k = (−Nk, . . . ,Nk) and the convolution is defined as

[A∗ ∗ B∗]k =

Nk∑
k′=−Nk

Ak−k′Bk′ . (17)

2.3. Hybrid

Finally, the hybrid method comprises the PIC and spectral parts, coupled by the solution of Poisson’s equation

(2) including all contributions to the plasma density. The field equation is also solved with spectral method using the

expansion (11) and the orthogonality condition (15), therefore

E(x j) =

Nk∑
k=−Nk

Ek exp

(
2πi

kx j

L

)
, (18)

Ek =
L

2πik

⎛⎜⎜⎜⎜⎜⎜⎝
∑

ss

qssαss
Nv−1∑
n=0

hnCss
n,k + ρk

⎞⎟⎟⎟⎟⎟⎟⎠ , (19)

ρk =
1

Nx

Nx−1∑
j=0

ρ j exp

(
−2πi

kx j

L

)
, (20)

where

hn = 0, for odd n, (21)

hn =

√
2π

π1/4

⎛⎜⎜⎜⎜⎜⎝ 1

(n/2)!

√
n!

2n

⎞⎟⎟⎟⎟⎟⎠ , for even n. (22)

Thus the system of equations (6,7,16) with binding equations (8,9,19,18,20) is a system of time dependent ordinary

differential equations which can be integrated, for example, with family of Runge-Kutta methods.

3. Landau damping benchmark

To investigate the properties of the new hybrid method a numerical code was developed. However, before pro-

ceeding with study, the correctness of the code must be verified. In this section, the ability of the code to reproduce

the Landau damping is demonstrated.

Landau damping is a collisionless/entropy conserving damping of electrostatic waves in plasma. It is described by the

dispersion equation (Landau, 1946)

1 + k2 +
ω

2k
Z
(
ω

2k

)
= 0. (23)

where the normalization corresponds to (3); ω is the frequency; k is the wave vector; Z(z) = π−1/2
∫ +∞
−∞ et2

dt/(t − z) is

the dispersion plasma function.

To benchmark the numerical code we measure the damping rate of electrostatic wave in the simplest scenario:

quasineutral plasma of two species — electrons and hydrogen ions with temperature of Te and Ti respectively. In

order to compare numerical and theoretical damping rates, a particular mode is excited to observe its evolution. We

choose k = 0.5. The analytical solution of Eq. (23) for this k is Re(ω) = 1.414 and Im(ω) = 0.154.

The Landau damping occurs on the time scales where the ion dynamics is negligible in comparison to the electron
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dynamics. Thus, to check the PIC and the spectral part of the code separately, we conduct two separate tests: (a) elec-

trons are resolved with the spectral part of the code and ions with the PIC part; (b) electrons are resolved with the

PIC part of the code and ions with the spectral part. The results of the simulations are shown in Figure 1 where we

can clearly see that electrostatic wave damps according to the theoretical prediction. We also can see that the spectral

part of the code Figure 1(a) is more precise than the PIC part Figure 1(b) for the relatively similar resolution (the

computation time is similar).

(a) electrons — spectral, ions — PIC (b) electrons —PIC, ions — spectral

Figure 1: Ladau damping benchmark

4. Weak beam-plasma interaction problem

In this section the capabilities of the new hybrid method are demonstrated on a classical problem — interaction of

a weak electron beam with plasma. This problem is very challenging for the pure PIC method (Ratcliffe et al., 2014)

because the required resolution and characteristic evolution time are increasing with the weaker beam density. During

the beam-plasma interaction, the electron distribution function forms a plateau in the velocity space. Therefore, a pure

spectral method requires a high number of expansion functions to capture the correct dynamics. In order to improve

performance, the hybrid method treats the bulk plasma with spectral method and the beam with macro-particles.

The following simulation parameters with normalization (3) are used:

• 3 species — ions (with mass 1836), background electrons and beam electrons

• Domain length is 2048 with periodic boundary conditions

• Electron beam mean velocity is 10

• Electron bulk and beam thermal velocities are 1

• Ion thermal velocity is 1/
√

10 · 1836

• Beam density is 10−2

The hybrid and spectral codes use the same

• initial condition shown in Figure 2

• time discretization (Runge-Kutta 4)

• spectral discretization of plasma bulk with 51 Hermite polynomials

O. Koshkarov, Coupling of PIC and Vlasov spectral solver in velocity space

31



At the same time, they resolve electron beam differently

• Hybrid code uses macro-particles with different number of particle per cell (ppc)

• Spectral code uses the expansion with different number of Hermite polynomials Nv

After some time the electron distribution function flattens to form a plateau which is shown in Figure 3. One can see

that spectral and hybrid codes converge to the same solution. To quantify the accuracy, we define an error

ε(t) =

∫ ∣∣∣ f (t, x, v) − fre f (t, x, v)
∣∣∣ dxdv∫ | fre f (t, x, v)|dxdv

· 100% (24)

where fre f is the reference solution which is obtained by a spectral method solution with high number of Hermite

polynomials Nv = 1601 for the beam and Nv = 51 for the bulk. Results are listed in Tables 1,2.

Ppc Simulation time (s) ε(100) (%) ε(200) (%)

101 1207 0.232 0.308

102 1459 0.226 0.327

103 3906 0.119 0.416

104 31425 0.123 0.128

Table 1: Hybrid method performance

Nv Simulation time (s) ε(100) (%) ε(200) (%)

51 1794 0.501 2.674

101 2364 0.072 0.347

201 3703 0.013 0.043

401 5987 0.004 0.017

Table 2: Spectral method performance

Figure 2: Initial condition for electron distribution function for the beam-plasma problem.

5. Discussion and Conclusion

In this letter, the new hybrid method to solve Vlasov-Maxwell system was described. The new key concept is to

resolve one part of the velocity space with macro-particles and another with the spectral expansion. This approach

gives more flexibility to balance between accuracy and computational load in comparison to pure PIC and spectral

methods.

The numerical method was implemented and benchmarked with Landau damping problem. The benchmark revealed

that the code can reproduce the correct damping rate either with the PIC or with the spectral part.

Next the new method was applied to the problem of weak electron-beam plasma interaction. This problem combines

phenomena with different time scales. The essential part of the beam instability is Landau resonance which is respon-

sible for production and absorption of Langmuir waves. Therefore, the plasma frequency, electron time scales, should
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(a) time 100 (b) time 200

(c) amplified Figure 3(a) (d) amplified Figure 3(b)

(e) Common legend

Figure 3: Electron distribution function for hybrid and spectral methods for times 100 and 200

be resolved. On the other hand, to capture the correct dynamics, one needs to consider a nonlinear wave interaction

between Langmuir waves and the ion sound which happens on ion time scales. Thereby, the combination of different

time scales makes this problem challenging for computational physics.

The results (Tables 1,2) show that sufficiently small error could be obtained by discretizing the electron beam with

small number of macro-particles (10 − 100 ppc). To obtain similar error with the pure spectral method, one needs

to use ∼ 100 polynomials which is computationally more expansive. The difference in performance may be more

prominent in 3-dimensional case.

It is important to note, that comparison of numerical methods is extremely difficult task. For instance, the error def-

inition (24) uses the pure spectral method as a reference solution. This fact makes it difficult to reason about hybrid

method convergence. Thus, one needs to investigate further the correct measure of the error.
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Abstract

The Fokker-Planck equation governing the evolution of the phase-averaged electron distribution function
in the radiation belts commonly involves a radial diffusion coefficient. Although the first expressions for the
radial diffusion term have been derived a few decades ago, they are still being debated, until very recently.
Most of these works put forward a radial diffusion coefficient induced by drift-resonant interactions between
electrons and ultra low frequency (ULF) electromagnetic waves. The radial diffusion coefficient commonly
increases as a power law with respect to the radial adiabatic invariant L∗ and has been used to explain the
evolution of electron flux in the slot region and in the outer belt. However, observations made in 1964 of the
electron fluxes at low altitude indicated an empirical radial diffusion coefficient, which decreases strongly
with increasing L∗. This sharp reversal behavior at L∗ below 1.5 Earth radius differs strongly from the
aforementioned expressions of the radial diffusion coefficient and suggests that other physical processes may
impact the radial diffusion term. In this study, we propose a quantitative explanation for this additional
radial diffusion occurring in the inner-belt, based on the combination of two different physical effects. The
first effect is the drift-shell splitting of electrons, inherent to the asymmetries of the Earth magnetic field,
even at very low L shells. The second phenomenon is atmospheric Coulomb scattering, which makes the
electron diffuse in pitch angle. By quantifying and coupling both of these processes, we exhibit a radial
diffusion term, which indeed decreases with increasing L∗ and is in good agreement with the few empirical
studies made in the late 60’s.

Keywords: anomalous radial diffusion, drift-shell splitting, atmospheric pitch angle scattering

1. Introduction

The radial diffusion theory of magnetospheric particles often relies on a radial diffusion coefficient. This
radial diffusion term has to be accurately calculated if one wants to predict the dynamics of trapped particles
in the Earth magnetic field. Understanding such a process is crucial because when these particles diffuse
radially inward, they gain energy and may cause damage to orbiting satellites.

As a quick fundamental review, a charged particle trapped in a magnetic field undergoes three types
of motions. The first and quickest motion is the gyromotion of the particle around a field line, due to the
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Lorentz force, characterized by a frequency of several kHz. The second motion is the bounce motion of the
particle along a field line, with a frequency of a few Hz. This back and forth motion between two mirror
points is attributed to both the mirror force and the energy conservation of the particle along the field line.
The third motion is the drift motion of the particle across field lines, at a frequency of some mHz, in response
to the gradient and curvature of the magnetic field. A given adiabatic invariant is associated with each of
these three periodic motions. Hence for a particle of rest mass m0, momentum p and local pitch angle α (i.e.
the angle between the electron momentum and the vector of the magnetic field), the first adiabatic invariant
associated with the gyromotion is

μ =
p2 sin2(α)

2m0B

where B is the local magnetic field intensity. The second adiabatic invariant associated with the bounce
motion is commonly

J = 2

nm∫
sm

p cos(α)ds = 2

nm∫
sm

p

√
1 − B(s)

Bm
ds

where s is the distance along the particle’s bounce trajectory, from the south mirror sm point to the north
mirror nm point. If the particle keeps its energy constant along a field line, one can also consider the invariant

K =

√
Bm

2p
J =

nm∫
sm

√
Bm − B(s) ds

where Bm is the intensity of the magnetic field at the mirror point of the particle. Then the third adiabatic
invariant associated with the drift motion corresponds to the magnetic flux encompassed by the guiding
drift shell of the particle

Φ =

∫∫
Σ

B · dS,

where the integral is over the vector magnetic field B dot product with the surface element of the drift-shell
dS. We can substitute the invariant coordinate Φ with the coordinate L∗ = 2πBER2

E/Φ (Roederer, 1970)
where BE is the value of the equatorial magnetic field at the Earth surface and RE the Earth radius. For a
pure dipole magnetic field, the L∗ invariant coordinate is equal to the L shell parameter defined as L = r0/RE

where r0 is the radius at the equatorial point of a field line. In what follows, we will use the L notation to
refer to the equatorial radius of the field line at a fixed azimuth and the L∗ notation to refer to the third
adiabatic invariant.

A given adiabatic invariant can be violated when forces controlling the motion vary on a timescale
comparable to or smaller than the associated period of motion. When all three adiabatic invariants are
violated, the equation governing the phase-averaged particle distribution function f in the radiation belts is
the Fokker-Planck equation, which is written in canonical form as (e.g., Schulz and Lanzerotti, 1974)

∂ f

∂t
=

3∑
i, j=1

∂

∂Ji

⎡⎢⎢⎢⎢⎣DJi J j

∂ f

∂J j

⎤⎥⎥⎥⎥⎦ , (1)

where (J1, J2, J3) ≡ (μ, J,Φ) and DJi J j is the tensorial diffusion coefficient. Equation (1) can also be written
in a more common form in terms of (μ,K, L∗) to yield

∂ f

∂t
=

3∑
i, j=1

1
G

∂

∂Qi

⎡⎢⎢⎢⎢⎣GD̃QiQ j

∂ f

∂Qj

⎤⎥⎥⎥⎥⎦ , (2)

where (Q1,Q2,Q3) ≡ (μ,K, L∗), G is the Jacobian of the transformation from (μ, J,Φ) to (μ,K, L∗) and D̃QiQ j

are the new diffusion coefficients in the (μ,K, L∗) coordinate system. This equation can be hard to both
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express mathematically and to solve numerically in the presence of a realistic Earth magnetic field (e.g.,
Cunningham, 2016).

The radial diffusion coefficient D̃L∗L∗ involved in (2) can be expressed from drift-resonant interactions be-
tween electrons and ultra low-frequency (ULF) electromagnetic waves at constant first and second adiabatic
invariants (μ,K), but also from other processes as we show below. An expression for the radial diffusion
coefficient DULF

L∗L∗ for drift-resonant interactions between electrons and ULF electromagnetic waves was first
investigated by Fälthammar (1965) and later extended by Schulz and Lanzerotti (1974). Based on satellite
observations, Brautigam and Albert (2000) and Ozeke et al. (2014) assumed that the radial diffusion co-
efficient increases as a power law in L∗, as shown in Figure 1. All these expressions of the radial diffusion
coefficient have been successfully used in many studies intended to describe the evolution of the electron
phase space density in the slot region and in the outer radiation belt.

Figure 1: Evolution of the radial diffusion coefficient from drift-resonant interactions with ULF electromagnetic waves vs L∗.
The electrostatic part DE

L∗L∗ increases with L∗6 for Brautigam and Albert (2000) (top-left) and Ozeke et al. (2014) (top-right).

The electromagnetic part DM
L∗L∗ increases with L∗10 for Brautigam and Albert (2000) (bottom-left) and Ozeke et al. (2014)

(bottom-right).

2. Evidence of anomalous radial diffusion

The power law dependence on L∗ of the radial diffusion coefficient has, however, not been observed
for L∗ < 1.5. Newkirk and Walt (1968), and, then, Farley (1969), studied the electron flux in the upper
atmosphere following the Starfish nuclear detonation in 1962. They realized that the decay rate of the
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low L∗ shell electrons was surprisingly much slower than what was predicted by the atmospheric scattering
theory. This discrepancy between theory and observations was attributed to additional radial diffusion
from an unknown process. Based on these observations, they empirically derived the expression for the
radial diffusion coefficient in the narrow region L∗ < 1.5, for a constant first adiabatic invariant and for
equatorially mirroring particles (i.e. for K = 0). These studies both showed a surprising radial diffusion
coefficient strongly decreasing with increasing L∗, as shown in Figure 2. The sharp reversal behavior of the
radial diffusion coefficient at low L shell values compared with the radial diffusion coefficients represented
in Figure 1 is characteristic of another physical process that adds to the interactions of electrons with ULF
waves.

Figure 2: Evolution of the radial diffusion coefficient vs L∗, taken from Newkirk and Walt (1968) (left) and Farley (1969) (right,
bottom curve, right axis), for K ∼ 0.0. The electron energy studied by Newkirk and Walt (1968) is above 1.6 MeV, while Farley
(1969) focused on electrons having an energy of 1 MeV at L∗ = 1.65. We also notice that the values of the radial diffusion
coefficient taken from Farley (1969) are two order of magnitude above the values obtained by Newkirk and Walt (1968). As
mentioned by Walt (1971), this discrepancy is due to the fact that Farley (1969) took only into account the losses due to
atmosphere collision, which makes his values an upper limit for the radial diffusion coefficient.

Roederer et al. (1973) interpreted this additional radial diffusion process as a consequence of two different
physical phenomena, the drift shell splitting process and atmospheric scattering, as we will investigate in
this work. The drift-shell splitting effect is due to the azimuthal asymmetry of the Earth magnetic field,
which makes electrons of different equatorial pitch angle on the same field line populate different drift-shells.
We expect the presence of the South Atlantic Anomaly (SAA) to contribute to significant drift shell splitting
effect. At low L shells, electrons also experience atmospheric scattering and so diffuse in pitch angle. But
as their pitch angles change, the asymmetry of the magnetic field makes them follow different drift-shells,
and so make them diffuse radially.

Relying on their assumptions, we have to quantify an additional radial diffusion term at constant (μ,K),
as observed by Newkirk and Walt (1968) and Farley (1969), due to drift-shell splitting associated to Coulomb
collisions occurring at constant energy. We consider a situation in which the only interaction that occurs is
pitch angle scattering from Coulomb collisions between electrons with ions and neutrals. Because the ions
and neutrals are massive compared to the electron, the interaction is nearly elastic, i.e. the energy of the
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electron is nearly constant. The diffusion tensor in the three adiabatic invariants (μ,K, L∗) related to the
diffusion tensor expressed in (p, α0, L), where α0 is the equatorial pitch angle, takes the form (e.g., Roederer
and Zhang, 2014)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Dμμ DμK DμL∗

DμK DKK DKL∗

DμL∗ DKL∗ D̃L∗L∗

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

∂μ
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0

0
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∂α0
0

0
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∂L∗

∂L

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0

0 Dα0α0 0

0 0 0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
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∂p
0 0
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∂α0

0 0
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⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

The differential terms ∂μ/∂L, ∂K/∂p, ∂K/∂L and ∂L/∂p are zero by definition. The Dα0α0 term is the pitch
angle diffusion coefficient for Coulomb collisions between electrons with ions and neutrals. The cross-diffusion
terms DpL and Dα0L are zero because the particle does not change its energy and does not move off that field
line at the azimuth where the pitch angle diffusion occurs. Here we get

D̃L∗L∗ =

⎛⎜⎜⎜⎜⎝∂L
∗

∂α0

⎞⎟⎟⎟⎟⎠
2

Dα0α0 .

If we now take account of the common radial diffusion induced by drift-resonant interactions between elec-
trons and ultra low-frequency (ULF) electromagnetic waves at (μ,K), the full diffusion tensor becomes

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Dμμ DμK DμL∗

DμK DKK DKL∗

DμL∗ DKL∗ D̃L∗L∗

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
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∂μ

∂p

∂μ

∂α0
0

0
∂K

∂α0
0

0
∂L∗
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⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
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⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
+

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0

0 0 0

0 0 DULF
L∗L∗

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

For an axisymmetric magnetic field (such as a dipole field), L∗ does not depend on the equatorial pitch angle,
and so the drift-shell splitting term ∂L∗/∂α0 is zero, leading to D̃L∗L∗ = DULF

L∗L∗ . However, if the magnetic field
is more realistically considered as asymmetric, the drift-shell splitting term is nonzero and we obtain from
above

D̃L∗L∗ = DULF
L∗L∗ +

⎛⎜⎜⎜⎜⎝∂L
∗

∂α0

⎞⎟⎟⎟⎟⎠
2

Dα0α0 . (3)

As mentioned by O’Brien (2015), an anomalous radial diffusion term (∂L∗/∂α0)2 Dα0α0 appears as we have
changed the system of coordinates, highlighting the impact of both processes of drift-shell splitting (∂L∗/∂α0)
and pitch angle diffusion (Dα0α0). It is important to note that the off-diagonal terms are not zero in the
diffusion tensor in the left-hand side above because a change in α0 also changes μ and K as well as L∗. For
this reason, the anomalous radial diffusion cannot be accurately modeled as a one dimensional diffusion in
L∗ at fixed (μ,K), but rather the full equation (2) must be used.

3. Drift-shell splitting effects

The first step of the study is to compute accurately the drift-shell splitting term ∂L∗/∂α0 representing
the effect of drift-shell splitting due to the asymmetries of the magnetic field, represented by the IGRF
model in our study. The key point of the derivation is the correspondence between the adiabatic coordinates
(L∗,K, ϕ) with the geometric coordinates (r, α0, ϕ), where r is the radius position of the particle and ϕ
is the azimuth of the particle, both taken in the Geocentric Solar Magnetospheric (GSM) coordinates.
Starting from a given numerical grid in (L∗i ,Kj, ϕk) with i ∈ [1, 100], j ∈ [1, 100] and k ∈ [1, 24], we use the
approach in (Cunningham, 2016) to compute the corresponding coordinate (ri, j,k, α0i, j,k, ϕi, j,k) populated by
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the particle. Then, any coordinate (r, α0, ϕ) can be associated with a specific drift-shell using the reference
set (ri, j,k, α0i, j,k, ϕi, j,k) by linear interpolation. These linear interpolations are used to extract the new set
(L∗,K, ϕ) corresponding to any arbitrary coordinate (r, α0, ϕ). Hence, keeping both the reference radius ri, j,k

and longitude ϕi, j,k constant, and adding a slight change δα0 to α0i, j,k enables us to find the corresponding
L∗i + δL

∗
i, j,k, where δL∗i, j,k is the change of the radial invariant due to the variation in equatorial pitch angle.

The desired quantity δL∗/δα0, as a function of (L∗,K, ϕ), is finally deduced.
The first challenge arising from this methodology is how to choose the best δα0 to represent the derivative

of L∗ with respect to α0. As a matter of fact, if the δα0 parameter is too small, the numerical δL∗/δα0 is
zero, and if δα0 is too large, we lose the mathematical meaning of the derivative of a function at any given
point. To deal with such a problem, we compute the values of the radial invariant L∗i + δL

∗
i, j,k corresponding

to the equatorial pitch angle α0i, j,k + δα0, for several values of δα0, at fixed radius and longitude. This step
gives us a L∗ function evolving with respect to α0. We then apply several spline interpolations of the L∗
function over points separated by different δα0 values. Figure 3 (left) shows the differences occurring on
the slope of L∗ with respect to equatorial pitch angle according to the chosen interpolated points. The
δL∗/δα0 function evolving with the δα0 parameter is thus created. From that, a region where δL∗/δα0 is
approximately constant with respect to δα0 should emerge. This plateau region gives us an admissible range
for δα0. From our study, we conclude that δα0 = 0.03 radians (i.e. δα0 ∼ 1.8◦) is a good value that gives
an accurate derivative of L∗ with respect to the equatorial pitch angle to quantify the drift-shell splitting
effect. Figure 3 (right) illustrates the difficulty of finding an admissible range of δα0 to accurately compute
δL∗/δα0. This step has to be improved in a future work.

0 0.02 0.04 0.06 0.08 0.1
δα0
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δL
* /δ

α 0

K=0.001, MLT=00
K=0.001, MLT=12
K=0.016, MLT=00
K=0.016, MLT=12

L*=1.324

Figure 3: Effects of spline interpolations on the value of δL∗/δα0 (left). The red curve corresponds to the spline interpolation on
all the available points in L∗. Hence the local slope value of the function is close to zero. As for the blue curve, the interpolation
is made on one point over two. The slope is in this case clearly negative. The right panel shows the evolution of δL∗/δα0 vs δα0
for a fixed L∗,K and ϕ. A plateau region hardly emerges around δα0 = 0.03, highlighting the difficulty of finding a single δα0
value for all cases.

From this method, we are able to compute the drift-shell splitting quantity δL∗/δα0 for any given (L∗,K,ϕ).
Our numerical study leads us to a drift-shell splitting term δL∗/δα0 of about 10−2 Earth radius per radian.
The evolution of the δL∗/δα0 function with L∗, at a given K and ϕ, is characterized by many oscillations.
We think this behavior is due to the spherical harmonics expansion in the IGRF magnetic field model. A
spline regression can be done to get the global trend of the δL∗/δα0 function.
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4. Atmospheric Coulomb scattering effects

To quantify the effects due to atmospheric pitch angle scattering from Coulomb collisions of electrons
with ions and neutrals, we use the pitch angle diffusion coefficient formulation of Selesnick (2012) given by

Dxx =
2πr2

e m3
0c4y2γ

p3x3

〈⎛⎜⎜⎜⎜⎝B0

B
− y2
⎞⎟⎟⎟⎟⎠
⎡⎢⎢⎢⎢⎢⎢⎣neλe +

∑
i

niQ2
i

(
λp − λni

)
+
∑

j

n jZ2
jλn j

⎤⎥⎥⎥⎥⎥⎥⎦
〉

b

(4)

where x = cos(α0), y = sin(α0). The parameter re = e2/(4πε0m0c2) is the classical electron radius and γ the
Lorentz factor related to the local electron velocity v. The densities nj of the neutral species (He, O, N2,
O2, Ar, H and N) are given by the MSIS model, which is included in the LANL-GeoMag library. ne is the
electron number density and ni is the ion number density. Qi and Zj are respectively the charge state of
the ion i and the atomic number of the neutral species j. For the purpose of this study, we intentionally
do not take the ion number density into account. This step can be done in a future work. Given the
Debye length λD =

√
kT/
(
8πnee2) and the reduced mass mr = m0/2, we have λe/p = ln [(mrvλD)/�] and

λni = ln
[
βγ/
(
2.05α f Z

1/3
i

)]
with β = v/c and α f = 1/137, the fine structure constant. As before, B is the

intensity of the local magnetic field and B0 is the equatorial magnetic field intensity. In order to compute
the pitch angle diffusion coefficient in a non-dipole magnetic field, we have first to compute the local diffusion
coefficient at each point of a given field line, and then apply the integration over each bounce path, as in
(Selesnick, 2012)

〈..〉b =
1

S b

nm∫
sm

..

cos(α)
ds

where B is the local magnetic field intensity given by the IGRF magnetic field model and S b is the half-bounce
path length. The x diffusion coefficient is converted into the needed pitch angle diffusion coefficient by the
relation Dαα0 = Dxx/y2. In this work, we focus on the particular date of October 8, 1964. The F10.7 parameter
used in the MSIS density model has been set to 100. Figure 4 shows the evolution of the longitude-averaged
pitch angle diffusion coefficient Dαα0 with respect to the equatorial pitch angle α0. The global trend of the
obtained curves can be compared with Figure 6 from Selesnick et al. (2013) that represents the pitch angle
diffusion coefficient (but not averaged over longitude) with respect to the equatorial pitch angle α0.
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Figure 4: Evolution of the longitude-averaged pitch angle diffusion coefficient Dαα0 vs α0 for E = 250 keV and for L∗ = 1.2, 1.3, 1.4
and 1.5.
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5. Quantification of anomalous radial diffusion

5.1. Results
The final anomalous radial diffusion term DA

L∗L∗ due to drift-shell splitting and pitch angle scattering is

DA
L∗L∗ =

〈⎛⎜⎜⎜⎜⎝∂L
∗

∂α0

⎞⎟⎟⎟⎟⎠
2

Dα0α0

〉
ϕ

where 〈..〉ϕ is the average over all Magnetic Local Time (MLT). In the present work, we use a spline regression
on the DA

L∗L∗ function in order to capture its global trend and to avoid non-physical noise that goes along
the calculation of the δL∗/δα0 term. The evolution of the anomalous radial diffusion coefficient DA

L∗L∗ with
respect to L∗ is represented below in Figure 5, for K = 0.01 (nearly equatorial particles) and several values
of μ.
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Figure 5: Evolution of the anomalous radial diffusion term DA
L∗L∗ vs L∗ for K = 0.001 and different values of the first adiabatic

invariant μ. The indicated values for first adiabatic invariant μ (taken in ascending order) in the legend correspond respectively
to energies of E = 0.1, 0.2, 0.5, 1.0, 2.0, 5.0 and 10 MeV at L∗ = 1.5.

Other simulations have been made for different values of K, as presented in Figure 6. For smaller
equatorial pitch angles, electrons are likely to be in the loss cone at small L∗ values, for example at L∗ < 1.3
for α0 ∼ 43◦. The above results theoretically support the empirically-derived negative slopes shown in Figure
2 as observed by Newkirk and Walt (1968) and Farley (1969).
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Figure 6: Evolution of the anomalous radial diffusion term DA
L∗L∗ vs L∗ for K = 0.004 (top-left), K = 0.016 (top-right), K = 0.065

(bottom-left) and K = 0.260 (bottom-right) with different values of the first adiabatic invariant μ. Again, the indicated values
for first adiabatic invariant μ (taken in ascending order) correspond respectively to energies of E = 0.1, 0.2, 0.5, 1.0, 2.0, 5.0 and
10 MeV at L∗ = 1.5 for K = 0.004, K = 0.016 and K = 0.065. For the last case K = 0.260, the values for μ (taken in ascending
order) correspond respectively to energies of E = 0.2, 0.5, 1.0, 2.0, 5.0 and 10 MeV at L∗ = 1.5.

Anomalous radial diffusion coefficients have also been obtained at another date (March 8, 2010) and
confirmed the negative slopes of the radial diffusion coefficients at low L shells.

5.2. Comparison with the empirically-derived diffusion coefficients
As stated before, Farley (1969) focused on a radial diffusion coefficient DL∗L∗ (μ,K = 0, L∗) such that μ

corresponds to E = 1.0 MeV at L∗ = 1.65, which gives μ ∼ 28 MeV/G from the IGRF model. However
the values obtained by Farley (1969) can be considered as an upper limit for the radial diffusion coefficient
(Walt, 1971) and are two order of magnitude higher than the values obtained from our calculations, which
makes the comparison with our anomalous radial diffusion term difficult. As for Newkirk and Walt (1968),
they obtained average values of the radial diffusion coefficient for electrons above the threshold energy of
1.6 MeV rather than a DL∗L∗ (μ,K = 0, L∗) expressed at a fixed μ. Hence the function represented in Figure 2
(left) is 〈DL∗L∗ 〉E>E0

, with E0 = 1.6 MeV, where

〈DL∗L∗ 〉E =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
∫
E

DL∗L∗ fE dE

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
/ ⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
∫
E

fE dE

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ ,
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with fE is the distribution function of electrons in energy. We can nevertheless relate our DLL calculation
with the term 〈DL∗L∗ 〉E>E0

described by (Newkirk and Walt, 1968). As shown in Figure 5, the radial diffusion
coefficient falls abruptly when μ increases for L∗ ∈ [1.15, 1.21]. In this narrow interval of L∗, we can also
consider that the energy does not vary much for a fixed μ (for instance μ = 21 MeV/G corresponds to E = 1.53
MeV at L∗ = 1.21 and E = 1.66 MeV at L∗ = 1.15), and so the radial diffusion coefficient should also decrease
strongly when the energy increases. Furthermore, for these high energies (E > 2 MeV), the distribution
function fE decreases with increasing energies, leading to the fact that 〈DL∗L∗ 〉E>E0

should approximatively
have the same behavior and the same order of magnitude as our DL∗L∗ at E = E0 = 1.6 MeV, i.e. for μ ∼ 21
MeV/G. The comparison between the empirically-derived diffusion coefficient from Newkirk and Walt (1968)
and the diffusion coefficient taken from our computations is shown in Figure 7.

1.15 1.16 1.17 1.18 1.19 1.2 1.21
L* (Re)

10-7

10-6

10-5

D
LL

 (R
e2 .d

ay
-1

)

μ=1.23 MeV/G
μ=2.67 MeV/G
μ=8.19 MeV/G
μ=21.0 MeV/G
μ=64.0 MeV/G
Newkirk and Walt

K=0.001
December 8, 1964

α0 ~ 86° at L*=1.5

Figure 7: Evolution of the anomalous radial diffusion term DA
L∗L∗ taken from our computations (dashed line) vs L∗ for K = 0.001

and different values of the first adiabatic invariant μ, compared with the results obtained by Newkirk and Walt (1968) (solid
line). The purple curve corresponding to μ = 21 MeV/G is not the closest curve to the values of Newkirk and Walt (1968),
indicating that we might have underestimated the values of the drift-shell splitting term δL∗/δα0.

The orders of magnitude of the radial diffusion coefficients shown in Figure 7 are consistent with the
empirical results from Newkirk and Walt (1968), with DL∗L∗ taking values between 10−5 and 10−7 R2

e/day for
L∗ ∈ [1.15, 1.20].

6. Conclusions

Throughout this work we have investigated and quantified the physical processes thought to produce
additional radial diffusion at low L shell values. Roederer et al. (1973) worked on a physical interpretation
of the surprising empirical radial diffusion coefficients obtained by Newkirk and Walt (1968) and Farley
(1969), which exhibit a significant drop as L∗ increases, up to L∗ = 1.5. At low L∗ values, a particle trapped
in the Earth magnetic field experiences a pitch angle diffusion induced by atmospheric scattering. As the
magnetic field is intrinsically asymmetric, a change in the pitch angle will end up in a change in drift-shell due
to the drift-shell splitting effects, leading to additional and non-negligible radial diffusion. Hence we use the
formalism of O’Brien (2015) to highlight an anomalous radial diffusion coefficient. The drift-shell splitting
effect is represented by the variation of the radial invariant L∗ with respect to the equatorial pitch angle.
This term has been computed for all (L∗,K, ϕ) by calling the routines discussed in (Cunningham, 2016). Some
improvements have yet to be done to find the optimal numerical value of δα0 to better quantify the drift-
shell splitting term δL∗/δα0. The atmospheric scattering effect is computed from the pitch angle diffusion
coefficient Dxx from atmospheric Coulomb scattering derived from Selesnick (2012). In this perspective, we
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use the MSIS model, implemented in the LANL-GeoMag library, to find the density profile of the neutral
species. Moreover, an integration of the local Dxx over the bounce path taken in the IGRF magnetic field
has also been required. From all of these steps, we put forward a drift-averaged radial diffusion coefficient at
very low L∗ values, expressed in terms of μ, K and L∗. The final results we got are promising as they show
the same global decreasing trend as observed by Newkirk and Walt (1968) and Farley (1969) in the late
60’s. We will continue investigating this process for different atmospheric conditions and at different dates
in order to confirm this unusual transport. We also expect to assess for which electron energy and pitch
angle the abnormal diffusion becomes significant and whether it can become a dominant mode of transport
at low L shell.
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Abstract: 

This paper focuses on modeling EMIC wave generation with in situ observations from the Van Allen Probes. Plasma 

measurements associated with EMIC wave events observed by the Van Allen Probes’ Electric and Magnetic Field 

Instrument Suite and Integrated Science (electron density) and the Helium, Oxygen, Proton, and Electron mass 

spectrometer (density, anisotropy, and parallel temperature of H+, He+, O+) were used to model EMIC wave growth 

against the observations. Linear Theory was used to select EMIC wave events with plasma conditions favorable for 

EMIC wave generation. Of 680 events observed during the Van Allen Probes first complete magnetic local time 

precession, 168 events (98 H+-band and 100 He+-band) were found to satisfy Linear Theory, indicating those regions 

contained favorable plasma conditions for EMIC wave growth. Results reveal that ~80% of the modeled EMIC wave 

events could not reproduce the observed wave amplitudes, despite having favorable plasma conditions. These events 

lacked the free energy necessary for EMIC wave generation. Upon retroactively calculating the necessary anisotropy 

of hot protons, i.e., the free energy, the model reproduced wave amplitudes with a ~68% agreement. 

Keywords: EMIC waves, wave generation, Van Allen Probes 

1. Introduction

Electromagnetic ion cyclotron (EMIC) waves are Pc1 – Pc2 pulsating (0.1 – 5 Hz), left-hand 

polarized, transverse propagating waves. Through wave-particle interactions, EMIC wave events impact 

particle dynamics within the Earth’s magnetosphere. These interactions take the form of relativistic electron 

pitch angle scattering in the radiation belts [Thorne and Kennel, 1971; Lyons et al., 1972; Meredith et al., 

2003; Summers et al., 2007; Jordanova et al., 2008], energetic proton scattering losses in the ring current 

[Jordanova et al., 2001], heavy ion heating (up to 1 keV) [Zhang et al., 2010, 2011]. EMIC wave activity 

has also been associated with the appearances of traveling convection vortices inside the Earth’s 

magnetosphere [Lockwood et al., 1990; Engebretson et al., 2013], and may influence the appearance of 

isolated auroral arc events [Sakaguchi et al., 2008]. Given the crucial role EMIC waves play in the 

magnetosphere, along with their global distribution [Anderson et al., 1992; Kasahara et al., 1992; Halford 

et al., 2010; Min et al., 2012; Allen et al., 2015; Saikin et al., 2015], understanding the mechanisms behind 

their generation remains an important topic of study. 

EMIC waves are generated in regions of magnetic field minima when hot (usually 10 – 100 keV) 

anisotropic (T⊥ > T‖) ions overlap with cold (~1eV) dense plasma populations [Kennel and Petschek, 1966]. 

Here, the hot ion populations provide the “free energy” necessary for EMIC wave growth [Cornwall, 1965; 

Rauch and Roux, 1982]. Cold heavy ions (He+ and O+) contribute by lowering the instability threshold and 

increasing the wave growth rate [Young et al., 1981; Rauch and Roux, 1982; Kozyra et al., 1984; Horne and 

Thorne, 1993]. Since cold plasma enhances EMIC wave generation, the plasmasphere and plasmaspheric 
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plumes have often been suggested as favorable source region locations [Fraser et al., 1989; Horne and 

Thorne, 1993; Fraser and Nguyen, 2001; Morley et al., 2009; Pickett et al., 2010; Usanova et al., 2013]. Hot 

ring current H+, during geomagnetic storms, could then be injected into the inner magnetosphere and overlap 

with these cold dense plasma populations [Cornwall, 1965; Jordanova et al., 2001; Fraser et al., 2010; 

Halford et al., 2010, 2016; Meredith et al., 2014; Saikin et al., 2016]. Post generation, EMIC waves propagate 

away from their source regions along magnetic field lines to regions of increased magnetic field strength 

[Mauk and McPherron, 1980]. 

EMIC waves can be categorized by the wave band in which they are observed. Within the Earth’s 

magnetosphere, this gyrofrequency distinction allows us to generally classify EMIC waves as H+-, He+-, or 

O+-band EMIC waves. H+-band EMIC waves are defined as non-broadband wave activity observed below 

the proton gyrofrequency, but above the helium ion gyrofrequency. Similarly, He+-band EMIC waves are 

those wave pulsations observed below the helium ion gyrofrequency and above the oxygen gyrofrequency. 

Finally, O+-band EMIC waves are those events observed below the oxygen gyrofrequency. The specific ion 

composition of the cold plasma also directly affects which wave-band EMIC wave activity is excited. For 

example, the presence of cold He+ increases the growth rate for He+-band EMIC waves, while lowering the 

growth rate for H+-band EMIC waves [Kozyra et al., 1984]. Furthermore, wave-band specific EMIC waves 

are not observed equally [Min et al., 2012; Keika et al., 2013; Saikin et al., 2015; Wang et al., 2015; Yu et 

al., 2015]. 

Numerous studies have produced models incorporating the impact of the cold plasma (with specific 

ratios of H+, He+, and O+) and hot ions on EMIC wave generation and propagation [Rauch and Roux, 1982; 

Kozyra et al., 1984; Horne and Thorne, 1993; Jordanova et al., 2001, 2007; Hu et al., 2010; Denton et al., 

2014; Gamayunov et al., 2014]. Each respective study examines a different region of the Earth’s 

magnetosphere and varies the respective ion populations used in the simulation. However, with respect to 

data and simulations, portions of the Earth’s inner magnetosphere remain underexplored [Saikin et al., 2015]. 

As previously stated, given the global impact EMIC waves can have on the magnetosphere, using both data 

and simulations to model the plasma conditions and wave growth associated with their generation remains 

an ongoing region of focus.  

This study focuses on investigating EMIC wave observations, and their associated plasma 

conditions, taken by the Van Allen Probes and applying those measurements to EMIC wave growth models. 

This paper is organized as follows: a description of the Van Allen Probes and their instruments (section 2.1), 

the description of our EMIC wave identification and selection method (section 2.2), the outline of the model 

and calculations used in this study (section 2.3), the results of our simulations (section 3), and finally our 

discussion and conclusions (sections 4 and 5, respectively). 

2. Instrumentations and Model

2.1 Van Allen Probes

The Van Allen Probes mission [Kessel et al., 2013; Mauk et al., 2013] are two identical spacecraft 

that orbit around the Earth with an apogee and perigee of 5.8 and 1.1 Re, respectively. Each probe performs 

a highly elliptical, low inclination (~10°) orbit with a period of ~9 h. Each probe, denoted as Probe A and 

Probe B, follow nearly identical orbits at different speeds, causing one probe to lap the other every ~2.5 

months. The perigee-apogee lines of each probe precesses in local time at a rate of ~210°/yr. 

For this study, two instruments on board both Van Allen Probes have been used to identify EMIC 

wave activity and measure the plasma conditions during their observations. The Electric and Magnetic Field 

Instrument Suite and Integrated Science (EMFISIS) [Kletzing et al., 2013] contains a magnetometer 

instrument that provides high temporal resolution (64 vectors per second) magnetic field measurements. Each 

EMFISIS has two magnetic field sensors, a triaxial fluxgate magnetometer (MAG), and a triaxial AC 

magnetic search coil magnetometer. For this study, we have only used magnetic field measurements from 

MAG.  

Plasma data was obtained from the Helium, Oxygen, Proton, and Electron (HOPE) mass 

spectrometer [Funsten et al., 2013], which is part of the Radiation Belt Storm Probes- Energetic Particle 

Composition and Thermal Plasma (RBSP-ECT) [Spence et al., 2013]. The HOPE mass spectrometer 

measures electron and ion flux distributions over 4π sr every spacecraft spin in the energy range of ~1 eV – 
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52 keV. HOPE also distinguishes between the three major ion species of H+, He+, and O+. Available data 

from the HOPE instrument begins on 25 October 2012. This EMIC wave survey encompasses the period of 

1 November 2012 – 31 August 2014. This 22-month period covers one complete Van Allen Probes MLT 

precession.  

2.2 EMIC wave selection and Linear Theory Proxy 

EMIC wave selection follows the same guidelines described in Saikin et al. [2015] and Saikin et al. 

[2016]. EMIC wave events were visually identified from daily plots generated from the EMFISIS data set. 

EMIC wave events must be observed for at least 5 minutes in Universal Time (UT). This time limit was 

imposed to avoid background noise being considered EMIC wave activity. Furthermore, broadband wave 

activity was not included in this study (for an example see Figure 1c in Zhang et al. [2014] of broadband and 

EMIC wave activity). A minimum wave power threshold of 0.01 nT2/Hz was employed, with wave power 

being calculated by the procedures described in Allen et al. [2013] and Zhang et al. [2014]. Since EMFISIS 

provides high fidelity data, H+-, He+-, and O+-band EMIC wave events have been included in this study. 

Electron density (ne) was determined following the method used by Zhelavskaya et al. [2016]. 

Not all EMIC wave events observed within this 22-month precession were used in this study. Since 

the purpose of this study is to use in situ measurements with the model (described in section 2.3), events who 

had plasma conditions more favorable for EMIC wave generation during their observations were used. This 

event selection was determined by testing the Van Allen Probes’ EMIC wave observations with a Linear 

Theory proxy. Linear Theory states that if the observational growth parameter, Σh, exceeds the theoretical 

instability threshold, Sh, then the plasma is favorable for EMIC wave excitation [Gary et al., 1994; Blum et 

al., 2009; Zhang et al., 2014]. Events that satisfied this criterion, Σℎ − 𝑆ℎ > 0, were included in this study.

Here, the observational growth parameter is defined as: 

𝛴ℎ = (
𝑇⊥
𝑇‖
− 1)𝛽‖ℎ𝑝

𝛼ℎ (1) 

𝛼ℎ = 𝑎0 − 𝑎1 ln (
𝑛ℎ𝑝

𝑛𝑒
) − 𝑎2 [ln (

𝑛ℎ𝑝

𝑛𝑒
)]
2

(2) 

The observational growth parameter depends explicitly on the hot proton anisotropy, 𝐴ℎ𝑝 =

 𝑇⊥ 𝑇‖⁄ − 1, the parallel hot proton plasma beta, β‖hp, and the ratio of the hot proton to electron density,

𝑛ℎ𝑝 𝑛𝑒⁄ . The constants a0, a1, and a2 are derived from Blum et al. [2009], and equal 0.409, 0.0145, and

0.00028, respectively. 

The theoretical instability threshold is defined as: 

𝑆ℎ = 𝜎0 + 𝜎1 ln (
𝑛ℎ𝑝

𝑛𝑒
) + 𝜎2 [ln (

𝑛ℎ𝑝

𝑛𝑒
)]
2

(3) 

Here, 𝜎0 = 0.429, 𝜎1 = 0.124, and 𝜎2 = 0.0018. These values are also derived from Blum et al.

[2009]. 

2.3 EMIC wave growth and gain model 

To calculate EMIC wave convective growth rates, this study follows the procedures outlined in 

Koyzra et al. [1984] and Jordanova et al. [2001]. Given that EMIC wave amplification depends on the time 

spent within the source region, convective growth rates are more suitable to understand EMIC wave growth. 

The convective growth rate, S (1/cm), is calculated by taking the ratio of the temporal growth rate, μ (1/s), 

and the group velocity, Vg (cm/s): 

𝑆 =
𝜇

𝑉𝑔 (4) 

The temporal growth rate is determined by: 
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𝜇 =
𝜔𝑖
𝛺𝑝

= {∑
𝛺𝑝𝜂𝑙𝑤√𝜋

𝑀𝑖
2 𝛼𝑙𝑙𝑘

[[(𝐴𝑖 + 1)(1 − 𝑀𝑖𝑋) − 1] ∗ 𝑒𝑥𝑝 [
−𝛺𝑝

2

𝑀𝑖
2

(𝑀𝑖𝑋 − 1)
2

𝛼𝑙𝑙
2𝑘2

]]

𝑖

}  

∗ {
𝑋(𝛿 + 1)(2 − 𝑋)

(𝑋 − 1)2
+  ∑(𝜂𝑗𝑤 + 𝜂𝑗𝑐) ∗

𝑀𝑗𝑋(2 − 𝑀𝑗𝑋)

(𝑀𝑗𝑋 − 1)
2

𝑗

}

−1
(5) 

𝑀𝑗 = 
𝑚𝑗

𝑧𝑗𝑚𝑝
(6) 

𝜂𝑗𝑤(𝑐) = 𝑀𝑗
𝜔𝑝𝑤𝑗(𝑐)
2

𝜔𝑝𝑝𝑤
2

(7) 

, 

The temporal growth depends on the plasma frequency for that respective ion and warm (cold) 

population, 𝜔𝑝𝑗𝑤(𝑐), the real part of the frequency, 𝜔𝑟, the mass of the ion species, 𝑚𝑗, the proton

gyrofrequency, 𝛺𝑝.

The group velocity is determined by: 

𝑉𝑔 =
𝜕𝜔

𝜕𝑘
=

{
 

 
2𝛺𝑝𝑐

𝜔𝑝𝑝𝑤
 [
1 + 𝛿

1 − 𝑋
+∑𝜂𝑗𝑤 + 𝜂𝑗𝑐

𝑀𝑗

1 + 𝑀𝑗𝑋
𝑗

]

1
2

}
 

 

∗ 

{
(1 + 𝛿)(2 − 𝑋)

(1 − 𝑋)2
+∑

(𝜂𝑗𝑤 + 𝜂𝑗𝑐)𝑀𝑗(2 − 𝑀𝑗𝑋)

(1 −𝑀𝑗𝑋)
2

𝑗

}

−1 (8) 

Given the inputs, the simulation will calculate growth rates for every frequency, and all three wave-

band specific EMIC waves (i.e., H+-, He+-, and O+-band EMIC waves). Effects of the orbit (i.e., MLT, L 

shell) and the location with respect to the plasmasphere are incorporated later in the simulation code as 

possible EMIC wave amplifiers. The plasmasphere location was determined based off measurements of the 

electron density taken by the EMFISIS instrument [Zhelavskaya et al., 2016]. Events observed within the 

plasmasphere were given a plasmasphere enhancement by multiplying the convective growth rate by a factor 

of 2. The simulation then chooses the highest convective growth rate and displays the respective group 

velocity, temporal growth rate, and the frequency (normalized to the proton gyrofrequency) where the highest 

convective growth rate was determined. Measurements from the Van Allen Probes’ HOPE instrument 

inputted into the simulation include: the density, anisotropy, and the parallel temperature of the hot protons, 

hot helium, and hot oxygen ions. For all parameters, the maximum value measured during the event duration 

was used. HOPE does not take cold plasma measurements; therefore, the specific ratios of the cold plasma 

populations was set constant for every model calculation as explained below. 

Once the max convective growth rate was determined, the gain [dB] for that convective growth rate 

was determined. The gain was then used to calculate the simulated max wave amplitude (nT), Bw: 

𝐵𝑤 = 10 ∗ 10
𝐺−𝐺1
20

(9) 

For best agreement with the data, G1 = 40 [Jordanova et al., 2001]. 

3. Simulation results

During the period used for this survey, over 600 EMIC wave events were identified and catalogued 

among the H+, He+, and O+ wave-bands. Each event was tested with Linear Theory. For a sample calculation, 

please refer to Figure 2 of Zhang et al. [2014]. However, only 198 (98 H+-band, 100 He+-band, 0 O+-band) 

of the EMIC wave events were found to satisfy Linear Theory, indicating that the plasma conditions are 
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favorable for EMIC wave generation. These events, and their corresponding plasma conditions observed 

during their event duration, were inputted into the numerical model where their convective growth rates, 

gain, and wave amplitudes were calculated.  

Figure 1 shows the results of the simulation gain (x-axis) versus the observed wave amplitude (y-

axis) taken by the Van Allen Probes. The red line marks the relation between Bw and gain. The results for 

H+- and He+-band waves were calculated separately with different cold plasma ratios. Different cold plasma 

ratios were used since the presence of heavier cold ions damps wave growth of higher wave-band EMIC 

waves (e.g., cold O+ would suppress wave growth for the He+-band EMIC waves) [Young et al., 1981; Rauch 

and Roux, 1982; Kozyra et al., 1984; Horne and Thorne, 1993]. H+-band EMIC simulated waves (Figure 1a) 

were calculated with a cold plasma ratio of 1.00 H+, 0 He+, and 0 O+. He+-band EMIC simulated waves 

(Figure 1b) used a cold plasma ratio of 0.77 H+, 0.20 He+, and 0.03 O+ [Jordanova et al., 2001].  

The results are consistent for both H+- and He+-band EMIC waves. In both wave-band calculations, 

the simulated gain based off the observed plasma conditions during the event duration cannot reproduce the 

observed wave amplitudes. For 82% (80%) of the H+-band (He+-band) EMIC waves, the simulation produces 

gain measurements that are too weak to reproduce observations. This indicates a lack of “free energy” 

necessary for EMIC wave generation. 

Previous work has commented that the Van Allen Probes’ HOPE instrument may underestimate the 

anisotropy [Fu et al., 2014]. Since ring current protons generally supply the free energy used for EMIC wave 

generation, the simulation was altered to retroactively calculate the needed anisotropy for the respective 

observations, with a maximum Ahp of 1.5. Figure 2 shows histograms for the H+-band (Figure 2a) and He+-

band (Figure 2b) required changes in proton anisotropy to match the observation. Here, ΔAhp is defined as 

the retroactive Ahp – the observed Ahp. The results in Figure 2 show that for 76% and 81% of the H+- and He+-

band EMIC wave events, respectively, the measured Ahp is too low to match observations.  

For each event, the convective wave growth rates and gain were recalculated using the retroactive 

Ahp. Figure 3 displays this recalculated gain against the observed wave amplitude. There is an overall 

agreement of 75% between the observed wave amplitude and the revised gain calculation for both the H+- 

and He+-band EMIC waves. Most events that are not in agreement with the observed wave amplitude still 

register gain values that are too low to match data. Other variables inputted into the model (e.g., densities, 

parallel temperatures, and anisotropies of the hot He+, and hot O+, etc.) were also retroactively calculated to 

determine the respective value to match the observations. However, only Ahp produced the highest rate of 

agreement. 

4. Summary

In this study, the generation of EMIC wave events were modeled with data inputs taken by the Van 

Allen Probes’ HOPE instrument. EMIC wave events were selected based on criteria specified by Saikin et 

al. [2015]. Events were examined with Linear Theory to determine if the plasma conditions associated with 

the EMIC wave observation were favorable for EMIC wave growth. These favorable plasma conditions were 

used to simulate EMIC convective wave growth and gain to match the observed wave amplitudes.  

Given the inputs taken by the Van Allen Probes’ EMFISIS (electron density) and HOPE (the 

density, anisotropy, and parallel temperature of H+, He+, and O+) instruments, the model was unable to 

reproduce observations for most the events. 82% (~80%) of the H+-band (He+-band) events yielded 

convective growth rates too low to match the observed wave amplitude values. The measurements observed 

during these events lacked the free energy necessary to match the observed wave amplitude. Following Fu 

et al. [2014], Ahp was retroactively calculated to determine the necessary values to match the data. This 

method of altering Ahp yielded a ~68% agreement between the simulated wave growth and observations. This 

implies that upon excitation, the initial anisotropy that caused the EMIC wave instability has decreased to 

the value the Van Allen Probes measure when the event is observed. Future work on modeling EMIC wave 

generation should consider adding the contribution of high-energy ion populations measured by the Magnetic 

Electron Ion Spectrometer instrument onboard the Van Allen Probes. These high-energy ion populations may 

increase the amount of free energy, Ahp, for EMIC wave generation and account for the discrepancies between 

the HOPE measured Ahp during the observation and Ahp required to match the observed wave amplitudes. 
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Figures: 

Figure 1: The simulated gain (x-axis) and the observed wave amplitude (y-axis) for the H+-band (Figure 1a) and 

He+-band (Figure 1b) EMIC wave events. The red line denotes the wave amplitude equation as a function of the 

gain. The assumed cold plasma ratios used for that respective band are listed in blue. 

Figure 2: Histograms marking the ΔAhp, the retroactively determined Ahp – the observed Ahp, needed for the model to 

reproduce the observed EMIC wave amplitude. The results for the H+-band (He+-band) are featured in Figure 2a 

(Figure 2b). 

Figure 3: Same format as Figure 1. Displays the newly calculated simulated gain after altering Ahp. 
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Abstract

It has long been challenging to use a single spacecraft to measure lengths along the mean magnetic field directions.

In this letter, we show that occasional magnetic connection between a spacecraft and Earth’s bow shock allow an

estimation of the length scales. We report novel estimations of the length scales associated with the wandering

heliospheric magnetic field at 1 AU, using a large set of ACE-Earth magnetic-connection events. We estimate that the

local radius of curvature is 0.005− 0.02 AU, and that the global length scale along the Parker spiral is 0.07− 0.27 AU.

The global length scale estimated here roughly agrees with estimations of field-aligned mean-free-path for cosmic

ray scattering, braiding lengths associated with granule/supergranule motion on photosphere/ corona, and lengths

associated with the wandering of the open flux at the sun enabled by reconnection in the low corona. The estimated

length scale gives information about the parallel wavelength of solar wind turbulence and affects scatter-free transport

of energetic charged particles in the solar wind.

Keywords: interplanetary magnetic field, IMF, parallel wavelength

1. Introduction

The wandering of the solar wind magnetic-field lines along the Parker-spiral direction is a factor for the scatter-free

transport of energetic charged particles in the solar wind (Mazur et al., 2000; Chollet and Giacalone, 2011; Trenchi

et al., 2013) as well as for cosmic-ray diffusive transport (Kóta and Jokipii, 2000; Webb et al., 2006; Ruffolo et al.,

2008). The wandering is also a factor in the lengthening of magnetic field lines (Reames and Stone, 1986; Kahler and

Ragot, 2006; Ragot, 2006). Field-line random-walk theoretical calculations for the solar wind have been performed

to study particle transport (Jokipii and Parker, 1969; Giacalone et al., 2000; Pommois et al., 2001), field-line transport

(Pommois et al., 2002; Weinhorst and Shalchi, 2010a; Ragot, 2011) , field-line lengths (Ragot, 2006), and structure

evolution (Zimbardo et al., 2004; Kaghashvili et al., 2006). The wandering length scale compared with perpendicular

length scales may provide information about the nature of anisotropy in turbulence that may be useful for testing and

comparing various turbulence models (e.g. the Maltese cross (Matthaeus et al., 1990; Ruffolo et al., 2008; Weinhorst

and Shalchi, 2010b), Goldreich-Sridhar (Goldreich and Sridhar, 1995, 1997; Lithwick et al., 2007), or Boldyrev

(Boldyrev, 2005, 2006; Perez and Boldyrev, 2010)). Further it might provide information about intermittency in the

turbulence (Kaghashvili et al., 2006; Zimbardo et al., 2008; Ragot, 2010).
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Figure 1: In the GSE X-Y plane, the green points indicate the locations of

ACE around L1 at the times when magnetic connection to the bow shock

occurred. The approximate shape of the bow shock is indicated in blue

using the Fairfield-Greenstadt model [Fairfield, 1971; Greenstadt et al.,

1990].

At times observation of backstreaming suprather-

mal electrons or energetic ions can indicate that a

spacecraft is magnetically connected to Earth’s bow

shock (Feldman et al., 1982; Stansberry et al., 1988;

Haggerty et al., 2000); such connections provide op-

portunities to study the behavior of magnetic field

lines in the solar wind. ISEE3 observations first es-

tablished that the backstreaming electrons (Scholer

et al., 1980; Feldman et al., 1982) and ions (Ander-

son, 1981; Mitchell et al., 1983) can be observed as

far as 1.5 × 106km upstream Earth at the L1 point.

Since anti-sunward electron beams, also known as

strahl electrons are almost always present, the back-

streaming electrons from Earth’s bow shock give rise

to counterstreaming electron beams.

For the ACE spacecraft near the L1 Lagrangian

point (see Figure 1) this connection can be seen in

the suprathermal electron measurements. Figure 2

shows an example of counterstreaming in electron

pitch angle distributions (PADs) measured by ACE

SWEPAM instrument (McComas et al., 1998). In

this example PAD, Strahl electrons are continuously

present at 180◦ pitch angle, i.e., are anti-parallel to

local magnetic field, while backstreaming electrons

appear in sporadic bursts at 0◦ pitch angle which is

opposite to the direction of Strahl electrons.

The occurrence of counterstreaming electrons does not exclusively imply magnetic connections to Earth’s bow

shock. It is well known that counterstreaming often appears upstream and downstream of interplanetary shocks,

in coronal mass ejections (CMEs) (Gosling et al., 1987), and downstream of corotating interaction regions (CIRs)

(Gosling et al., 1993; Steinberg et al., 2005). In addition counterstreaming can appear due to the depletion of halo

particles around 90◦ degree pitch angle (Gosling et al., 2001, 2002; Skoug et al., 2006). The authors also observe that

counterstreaming electrons are commonly present near the sector reversal regions where interplanetary magnetic field

reverses its polarity.

In this study we identifed counterstreaming electrons not associated with any of the plasma conditions listed above,

and we attribute that counterstreaming to terrestrial origin. A large set of ACE-Earth magnetic connection events is

collected and used to uniquely estimate (1) the local radius of curvature of solar-wind magnetic-field lines and (2) the

more-global wandering length scale (i.e. braiding length scale) along the Parker spiral.

2. Event selection and description

We inspected counterstreaming electrons observed by ACE in 16 months, namely, 1998 May-Nov, 2006 Oct-

Dec and 2007 Jan-June. To remove counterstreaming associated with other sources, we excluded intervals when

ACE observed interplanetary CMEs (Jian et al., 2006; Richardson and Cane, 2010), CIRs (Jian et al., 2011) and

sector reversal regions, and 12 hours before entering and after leaving the above plasma regions. We also excluded

24 hours before and after the interplanetary shocks in the CFA Interplanetary Shock Database (Kasper). To pick out

counterstreaming associated with backstreaming electrons from Earth’s bow shock, we applied the following selection

criteria:

1. Strahl electrons are present continuously 12 hours before and after events.

2. Enhancement of electron flux at 0◦ or 180◦ by backscattering electrons are clearly identifiable visually on ACE

272eV electron pitch angle distribution plots.

3. Similar enhancements are seen in ACE electron pitch angle distributions at energies between 100 to 500 eV.
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Figure 2: Example of an ACE electron pitch angle distribution plot. The color bar is in unit s3cm−6

We obtained 1135 events which covers 15274 min or 0.03% of all solar wind intervals we inspected. The majority

of events are shorter than 10 min, which is consistent with the common perception that spacecraft-Earth connections

are often short and bursty. But a small fraction of events are as long as one or two hours. We divided events into 14335

intervals of 64s, which is the temporal resolution of electron PAD. About half of the intervals come from events longer

30 min.

It is well known that when spacecraft-Earth connection events happen, ψ, the angle between instantaneous �B
and the spacecraft-Earth line is often small (Feldman et al., 1982; Stansberry et al., 1988). Figure 3 shows the

relative frequency of ψ for both ambient solar wind (red) and ACE-Earth connection events (blue). We used all ACE

observations from 1998, 2006 and 2007 to obtain the statistics for ambient solar wind, and we averaged magnetic field

over 64s to reduce fluctuations. In ambient solar wind, ψ has small probability for small angles and large probability

for large oblique angles. However, 70% of samples in connection events have ψ < 30◦. The statistics of the ψ of

our events are qualitatively consistent with the earlier study of another spacecraft at L1, namely, ISEE3 (Stansberry

et al., 1988). It is worthwhile pointing out that in ambient solar wind, ψ peaks at about 60◦, which can be explained

by a combined effect of turbulently random fluctuations of �B and a tendency to approach Parker spiral directions

(Stansberry et al., 1988).

3. Estimation of local radius of curvature

To estimate the local curvature of the interplanetary magnetic field IMF in connection events, we approximated the

magnetic field line shapes as circular arcs. Admittedly there is no a priori reason that field lines should take circular

shapes. In fact, wandering spaghetti-shaped field lines are probably a better model for the geometric complexity of

IMF. But without further assumptions, the information a magnetic connection event offers is the distance between two

points (ACE and Earth) on threaded by the same field line, and the directions of �B at one of those points (ACE). A

circular arc is the simplest geometry that we can uniquely parametrize from measurement. In this and the next section,

we also simplify the source region of backstreaming terrestrial bow shock electrons to a point target, which coincide

with Earth. This simplification is discussed in detail in Section 5.1.

With the above assumptions, we fit circles to all samples in connection events to obtain radii. Figure 4 shows

the frequency of histogram of the fitted radius. The most probable, medium, and mean values are 120Re (0.005AU),

370Re (0.016AU) and 480Re (0.02AU) respectively.

4. Wandering length scale along the Parker spiral
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Figure 3: Relative frequency of the angle ψ between instantaneous mag-

netic field direction (64s average) and Earth-ACE line for both the ambi-

ent solar wind (red) and ACE-Earth connection events (blue).
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Figure 4: Frequency histogram of fitted radius, assuming magnetic

field lines connect ACE and Earth through circular arcs.

Figure 5: Two example sketches of ACE-Earth magnetic

connections by large amplitude sinusoidal magnetic field

lines. Different magnetic field directions and spacecraft lo-

cations correspond to different-wavelength sine waves.

To estimate the large-scale global wandering behavior of the

interplanetary magnetic field (IMF), we consider an IMF aligned

on the Parker spiral, but with a sinusoidally shaped perturbation

that is propagating along that spiral while simultaneously being

convected with the solar wind flow. The amplitude of the sinu-

soidal structures must be sufficiently large so that both ACE and

Earth can fall on the same field line resulting in magnetic connec-

tion. Figure 5 illustrates possible geometry of sinusoidal mag-

netic field lines (red) connecting ACE and Earth. Wavelengths

of the sine curves can be determined from magnetic field direc-

tions and spacecraft locations.

In the vicinity of Earth, including near the L1 Lagrangian

point, the Parker spiral direction is given by �p ≡ −x̂ + 405/|vx|ŷ,

where x̂ and ŷ are basis vectors in GSE coordinate, and vx is the

solar wind radial velocity. The displacement vector from ACE to

Earth is denoted by �d. To describe the sine curve conveniently,

we introduce the following coordinate system. Let �n ≡ �p × �d be

the normal to the plane define by �p and �d. Define unit vecotors

n̂ ≡ �n/|�n| and p̂ = �p/|�p|, q̂ ≡ n̂ × p̂. Then p̂, q̂ and n̂ together

form a right-hand cooridinate. It is easily seen in this coordinate

system that a sine curve passing through ACE and Earth, lying

in a plane defined by �p and �q, and having its axis parallel to the

Parker spiral direction would take the form:

q = A sin

(
2πp
λ
+ δ

)
+C (1)

where p and q denote displacement along p̂ and q̂. A denotes the amplitude of the sine wave and should be comparable

to the wavelength λ. δ and C give the phase shift and the offset respectively of the sine curve. Therefore, there are

four free parameters in the sine-curve: A,λ,δ, and C. The independently known or measured parameters are �d, �B and

�p. In the context of our simple model the known independent parameters are reduced to 3 scalars, namely d, α =

cos-1(�B *�p/(|B||p|) the angle between �B and �p, and γ=cos-1(�d*�p/(|d||p||) the angle between �d and �p. In order to solve

for a length scale (λ) we eliminate one degree of freedom by fixing the amplitude as follows: A = λ/π. This choice

of A makes the amplitude of the wave comparable to its wavelength, and effectively constrains |α| and |γ| to both be

≤ arctan 2 ∼ 60◦.
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Fitting a sine curve is a matter of solving the following equations:

0 = A sin δ +C (2)

tanα = 2πA/λ cos δ (3)

d sin γ = A sin(2πd cos γ/λ) +C (4)

where d = |�d|. Eq. (2) results from placing ACE at the origin of p − q − n coordinate system, which assures that

ACE lies on the sine curve. Eq. (3) expresses the requirement that the magnetic field vector at ACE is tangent to the

field line. Eq. (4) utilizes the fact that the Earth is also on the field line and that its distance from ACE is d. Given

α, γ and d, we can solve for the wavelength of the sine curve. In case of multiple solutions of λ, we keep the biggest

wavelength, allowing us to estimate the upper bound of λ.
Note that by assuming planar sine wave in Eq. (1), we have excluded from the model plausible geometries in

which the field line tilts out of the plane defined by ACE, Earth and the Parker spiral direction. Therefore, we selected

data points whose �B are almost in the plane by requiring that the tilt angles should be smaller than 9◦, which is the

angular resolution of ACE electron PAD. This reduced the data from 14335 to 5889 64s intervals. Figure 6 presents the

frequency histograms of the wavelength obtained by the aforementioned fitting procedure. We find the most probable,

median and mean values of λ are 1600 RE (0.07 AU), 1700 RE (0.07 AU) and 6400 RE (0.27 AU).

Fitting to the ACE-Earth connection events was also performed using a hyperbolic-secant functional form rep-

resenting a displacement of the magnetic-field line away from the Parker spiral: sech(p/χ) instead of sin(2πp/λ).
Similar λ values were obtained with the hyperbolic-secant fits as were obtained with the sine fits, which is not surpris-

ing given that χ for the hyperbolic secant is equivalent to λ/4 for a sine wave.

5. Discussion
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Figure 6: Frequency histogram of fitted wavelength, assuming that mag-

netic field lines are large sinusoidal structures flowing in the solar wind

down the Parker spiral.

In this section we discuss the spatial extent of the

Earth’s bow shock and where on the shock the ob-

served backstreaming-electrons may originate. We

include remarks on possibilities for automation of

the survey of energetic-electron spacecraft measure-

ments to find additional backstreaming events.

5.1. Bow shock consideration

To estimate the local radii of curvature and to es-

timate the more-global wandering lengthscales, the

angle ψ between the measured magnetic field at ACE

and the ACE-Earth line was used with the assump-

tion that the magnetic-field line would bend to con-

nect to the Earth a distance d from ACE. These calcu-

lations did not account for the fact that the bow shock

is not a localized target for the field line. Examining

the sketch in Figure 1, the Fairfield-Greenstadt (Fair-

field, 1971; Greenstadt et al., 1990) nominal bow

shock has a radius of about 25 RE at X = 0 and a

radius of about 120 RE at X = −250 RE . As viewed from L1 (at about 235 RE) the X = 0 disk of the bow shock is

about 6◦ in radius and the X = −250 RE disk of the bow shock is about 14◦ in radius. (Note that at low Mach number

the bow shock is broader, but weaker.) Hence, an ACE magnetic-field line with < 14◦ does not really need to bend to

hit the bow shock, so estimates of the radii of curvature in Section 3 and estimates of the wandering lengthscales in

section 4 may be underestimates.
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Figure 7: Density compression ratio at locations with different

GSE X coordinate on Earth’s bow shock in a global MHD sim-

ulation.

An important question to ask is: Where on the global

bow shock do the backstreaming-event electrons originate?

One might speculate that regions of the bow shock that

have higher compression ratios might be more likely to

produce energetic foreshock electrons, with the compres-

sion ratio being an indicator of the amount of energy dissi-

pated at the shock. In Figure 7 the measured density com-

pression ratio of the bow shock in a global MHD simu-

lation of the solar-wind-driven magnetosphere of Earth is

plotted as a function of the GSE X location on the shock.

The simulation (Joseph Borovsky 021312 1) was run us-

ing the LFM (CMIT LFM-MIX) simulation code (Lyon

et al., 2004; Merkin and Lyon, 2010) at the Community

Coordinated Modeling Center (Rastätter et al., 2012). The

code was run with the solar-wind flow vector coming in at

an angle of 9.5◦ to the X axis to push the dawn-flank bow

shock toward the center of the cylindrical simulation grid where the gridpoint resolution is highest. For the MA = 6.8
solar wind in the simulation, the density compression ratio (the plasma number density downstream of the shcok

divided by the plasma number density upstream) of the bow shock at the nose (X = +14.5 RE) is 3.95. As seen in

Figure 7, the bow-shock compression ratio drops strongly going downtail: at X = −75 RE the compression ratio is 2.0
and X = −200 RE the ratio is only 1.6. Certainly the production of foreshock energetic electrons will be reduced for

magnetic-field lines contacting the bow shock much beyond the Earth’s terminator. However, without a survey of the

production of foreshock electrons from the actual bow shock, the spatial extent of the electron production region will

remain unknown.

5.2. Automation of event selection

For this study, we selected ACE-Earth magnetic connections manually by visually searching color-coded electron

pitch-angle distribution spectrograms for counterstreaming electrons. The event selection can be automated with some

care. The basic characteristics of algorithm would be (1) select intervals where electron PAD flux is enhanced by say

50% at ∼ 0◦ or ∼ 180◦ and (2) verify the anisotropy of PAD in the interval selected in (1), i.e., electron flux should

be smaller at intermediate pitch angles (∼ 90◦) than at 0◦ and 180◦. Additional conditional testing would be applied

to exclude the cases where the spacecraft enters a hotter plasma. An algorithmic method to identify counterstreaming

intervals was previously employed on ACE electron data in a study by (Anderson et al., 2012). It is likely that

an automated algorithm could be further optimized for selecting Earth bow shock-related counterstreaming distinct

from counterstreaming produced by other causes. Automated event selection would allow us to investigate ACE-

Earth magnetic connection over longer time than that of 16 months in the present study. Moreover, more magnetic

connection intervals would enable a study of length scales within different characteristic solar wind flow regimes.

6. Summary

We performed a study of the behaviors of solar wind magnetic field lines during 1135 solar wind ACE-Earth

magnetic connection events comprising 15274 64s intervals. The quasi-local radius of curvature of the magnetic field

lines was calculated, yielding values of 370-480 RE . The quasi-global wandering scale of the magnetic field lines

along the Parker spiral direction was estimated, yielding values of 0.07-0.27 AU.
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Abstract

A comprehensive study of the occurrence rate of magnetospheric substorms is performed using five sets of events:
16765 geosynchronous electron injection events, 6732 spacecraft optical auroral events, 18804 jumps in the SML
(SuperMag Lower) index, 57695 SOPHIE (Substorm Onsets and Phases from Indicies of the Electrojet) events, and
121541 MPB (Midlatitude Positive Bay) events. The different data sets yield different types of events: SML events,
injection events, and optical events are substorm onsets whereas MPB events and SOPHIE events are predominantly
substorm activations. The substorm occurrence rate was investigated versus the type of solar-wind plasma passing
the Earth, versus the level of geomagnetic activity, versus the solar wind speed, and with time through three solar
cycles. The recurrence rate distribution of substorms differs in the various types of plasma: periodic substorms occur
predominantly in coronal-hole plasma and in ejecta. Substorm occurrence rates were studied in 70 high-speed-stream-
driven storms: the rate is anomalously low in the calms before the storms, the rate increases rapidly at storm onset,
and the rate is sustained at high levels for days through the high speed streams and into the trailing edges. Substorm
occurrence rates were studied in 47 CME-sheath-driven storms wherein the rate jumps up as the interplanetary shock
passes the Earth and is sustained into the sheath. The passage of an interplanetary shock does not itself produce a
substorm.

Keywords: substorms, magnetic storms, geomagnetic indices, electron injections

1. Introduction

A substorm is an interval wherein magnetic energy that has built up in the Earth’s magnetotail is released (McPher-
ron et al., 1973; McPherron, 2016). The stored energy accumulates during an interval of enhanced coupling of the
solar wind to the magnetosphere. The substorm is manifested by strong Earthward flow in the magnetotail (Birn et al.,
1996), by auroral intensifications (Akasofu, 1964), by dipolarization of the near-Earth magnetotail (Nagai, 2013), by
injection of energetic electrons and energetic protons into the dipolar magnetosphere (Konradi, 1967), and by Pi-2
pulsations (Rostoker and Olson, 1979). In temporally isolated substorms three distinct temporal phases can be iden-
tified (cf. Weimer, 1994): a growth phase, an expansion phase with a distinct expansion-phase onset, and a recovery
phase. Often a substorm undergoes enhancements or activations after the initial expansion-phase onset (Kisabeth and
Rostoker, 1974; Rostoker, 1996).
Substorms and substorm occurrence rates are important to understand. A substorm results in a morphological tran-
sition of the magnetosphere, changing the magnetic-field configuration of the near-Earth magnetotail and ejecting a
portion of the magnetotail and its plasma downtail (Hones, 1977). A substorm produces a substantial energy transfer
from the magnetotail to the ionosphere (Baumjohann and Kamide, 1984) and to magnetospheric plasma populations
(Baumjohann et al., 1991). Substorm occurrence is important for the evolution of the outer electron radiation belt:
(1) substorm-injected electrons are probably the seed population for the radiation belt (Summers et al., 1998; Friedel
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et al., 2002), (2) plasma waves in the dipolar magnetosphere that are driven by the injected-particle populations
may resonantly energize radiation-belt electrons to relativistic energies (Meredith et al., 2001; He et al., 2014), and
(3) the induction electric fields of repeated substorms may directly energize radiation-belt electrons as the electrons
drift across the nightside of the dipole during substorm expansion phases (Kim et al., 2000; Fok et al., 2001; Dai
et al., 2014). Under special circumstances substorms can also directly produce MeV electrons and protons (Ingraham
et al., 2001; Borovsky et al., 2016). Substorm injections may also produce ULF waves in the dipolar magnetosphere
(Southwood, 1976; Anderson et al., 1990; Zolotukhina et al., 2008), and substorm injections have been suspected
to produce outward transport of the plasmasphere (Spiro et al., 1981; Borovsky et al., 2014). Periodically occur-
ring substorms represent a distinct mode of operation of the solar-wind-driven magnetosphere-ionosphere system and
there is undoubtedly a relationship between periodic substorms and global sawtooth oscillations of the magnetosphere
(Borovsky, 2004; Noah and Burke, 2013).
Studies of the substorm occurrence rate (number of substorms per day) are quite limited (Borovsky et al., 1993;
Borovsky and Nemzek, 1994; Lee and Min, 2002; Tanskanen et al., 2005, 2011; Tanskanen, 2009; Wang and Lhr,
2007; Guo et al., 2014). Substorms are known to be associated with intervals of southward IMF (Fairfield and Cahill Jr,
1966; Morley and Freeman, 2007; Newell and Liou, 2011). But in general the substorm occurrence rate is not well
known, particularly the rate versus the strength of the solar-wind driving, the rate versus the type of solar-wind plasma,
the rate through the phases of the solar cycle, or the rate in the different phases of geomagnetic storms.
Substorms are known to occur in two fashions, randomly in time during intervals of weak solar-wind driving and pe-
riodically in time during intervals of stronger solar-wind driving (Borovsky et al., 1993; Belian et al., 2013; Prichard
et al., 1996). The recurrence period of substorms has been found to be invariant to the driving strength of the solar
wind (Belian et al., 1994). Indeed the origin of the ∼ 3-hour periodicity of the magnetosphere is an outstanding
question in magnetospheric physics (Belian et al., 1994; Borovsky, 2004; Freeman and Morley, 2004; Cai and Clauer,
2009; Brambles et al., 2013; Ouellette et al., 2013; Welling et al., 2015).
In this report we investigate the occurrence rates of substorms. Four distinct data sets are used to determine the onset
times of substorms: the SML index, the MPB index, geosynchronous energetic-electron measurements, and optical
auroral observations. Five different methodologies are employed in the four data sets to identify substorm-onset times.
Analysis of the events from the various data sets will find that the different data sets and different selection methods
yield different types of events. This relates to the historical dilemma arising from the lack of a universal definition
of a substorm: the definition is unsettled both as to the defining signatures of a substorm (e.g., Akasofu, 1968, 1979;
Rostoker et al., 1980) and as to the critical amplitude of the event (e.g., Kamide, 1993; Rostoker, 1993). In the four
data sets some methods find onsets at the beginnings of expansion phases and some methods find activations during
ongoing substorms.

2. Data Sets and Event Selection

For this study we created 3 lists of substorm onsets from ground-based magnetic data from both the auroral oval
and the midlatitude regions. The forth list of substorms examined in this paper is based on another ionospheric
manifestation of a substorm – auroral breakup – the sudden brightening and poleward expansion of the aurora near
midnight. Finally, specific morphological changes in particle characteristics at geosynchronous orbit allow us to cre-
ate a fifth list of substorm onsets. The first list of substorm onsets from the SML index was obtained with the use of
the SOPHIE algorithm proposed recently by Forsyth et al. (2015). 97, 123 events were identified by the SOPHIE-80%
algorithm for the period from January 1981 to December 2015.
For the second list of events we used a scheme that locates regions where the SML index decreases by at least 200 nT
in 15 mins, then locates potential onset times within those time intervals where the 3-min change of SML decreases
by more than 40 nT (which is a slope of more than −200 nT in 15 min). Then, for each potential onset time, the time
integral of the magnitude of the SML index for the 45 mins after the onset time is compared with the time integral of
the magnitude of the SML index for the 45 mins prior to the onset time: if the “after” integral is less than 1.5 times
the “before” integral, that onset time is rejected as not representing the onset of a substantial change in geomagnetic
activity. The first surviving onset time in each interval where SML decreases by 200 nT or more in 15 mins is taken
to be the onset of the substorm. Finally, if a 200 nT-in-15 min interval occurs within 15 min of a prior 200 nT-in-15
min interval, the second interval is voided and the onset time in that second interval is not used. In this robust-event
scheme, the minimum time between substorm onsets in the 1981 − 2015 SML data set is 37 mins. Total number of
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18, 804 events was selected by the algorithm covering interval from 1981 to 2016.
To create the third list of substorm onsets we used so-called midlatitude positive bay (MPB) index developed by Chu
et al. (2015). Magnetic field measurements from 41 midlatitude stations in both hemispheres were used to create a
database of the MPB index covering 31 years of observations (from 1982 to 2012). We used the database to create
a list of “positive bay” events that are believed to be signatures of substorms. To identify a positive bay event from
the data we used the threshold of 25 nT2 proposed by Chu et al. (2015) and for the onset time, we used time of the
maximum of the second derivative of the MPB index. The data was initially smoothed to eliminate high-frequency
oscillations in the same way that the SML index was smoothed in the SOPHIE algorithm. Unlike Chu et al. (2015),
we did not restrict our database to isolated events only; our aim was to examine the whole set of positive bay events.
We also did not exclude any near events in favour of others and did not use any criteria other than the 25 nT2 threshold
rule. As a result, we obtained a very large database of 121, 541 events (in comparison, the list of isolated events by
Chu et al. (2015) consists of 40, 562 events).
The optical substorm onset database used in this study consists of two well-known lists: the IMAGE list (Frey et al.,
2004; Frey and Mende, 2006) and the Polar list (Liou, 2010). Both lists are based on global auroral observations from
satellites. The Polar list covers observations between 1996 and 2000 with total number of 2003 auroral substorms
identified during this period. The list is extended by an additional 536 events of auroral substorms identified in the
Southern Hemisphere in 2007. The IMAGE database covers events from 2000 to 2006, resulting in 4193 auroral
breakups that occurred in the Northern and Southern Hemisphere.
The injection of energetic electrons into geosynchronous orbit is temporally associated with the onset of a substorm.
An automated method to identify substorm electron injections into geosynchronous orbit was developed based on the
observation that the specific entropy S = T/n2/3 (cf. Borovsky and Cayton, 2011) of the hot-electron population at
geosynchronous orbit decreases significantly when a fresh injection of electrons occurs. Multispacecraft measure-
ments of energetic electrons from the SOPA (Synchronous Orbit Particle Analyzer) instruments in geosynchronous
orbit are used to determine the specific entropy of the substorm-injected electron population.
An example of SML and MPB data for one day of observations on 15 July 2007 and the results of the event selection
for this day are shown in Figure 1. Geomagnetic activity changed throughout the day from active (K p = 4+) at the
beginning of the day to low (K p = 1+) by the end of the day and thus the event demonstrates how indices vary for
quiet and moderately disturbed conditions. Dashed lines in the Figure 1 indicate 5 types of events: green lines are
SOPHIE events, purple lines are the “200-nT-in-15-mins” events (subsequently the events will be referred to as simply
“SML events”), brown lines are Polar onsets, blue lines are MPB events, and pink bands represent the time intervals
of the injection events. 9 MPB events, 7 SOPHIE events, 2 SML events, 4 Polar events, and 4 injection events were
identified for the day.

3. Results

In Figure 2 the distribution of recurrence times (waiting times) of substorms is plotted for four sets of events: MPB
events (blue curve), SOPHIE events (green curve), SML events (purple curve), and injection events (pink curve). The
recurrence time t is defined as the time interval between the occurrence of subsequent substorm onsets. Note that the
recurrence-time distributions of MPB events and SOPHIE events are very different from the recurrence-time distri-
butions of SML events and injection events. Finer-resolution binning of the t values finds that the recurrence-time
distributions of MPB and SOPHIE events both peak at about 45 min whereas the recurrence-time distributions of
SML and injection events both peak at about 3 hr. Clearly, MPB events and SOPHIE events are different events from
SML events and injection events. An interpretation used in this study is that (1) SML events and injection events are
substorm onsets (where a substorm onset is the beginning of an interval of enhanced geomagnetic activity) and (2)
MPB and SOPHIE events are dominantly substorm intensifications. In Table 1 the minimum t value and median t
value for the distributions of Figure 2 are listed.
We performed extensive statistical analysis of substorm occurrence rates for different geomagnetic conditions, differ-
ent phases of solar cycle and different upstream solar wind conditions. One of the results is shown in Figure 3; the
substorm occurrence rate (number of substorms per day) versus the type of solar-wind plasma is plotted for the four
collections of substorm events. The left panel of Figure 3 depicts the occurrence rate as determined with SOPHIE
events (green) and MPB events (blue) and the right panel of Figure 3 depicts the occurrence rate as determined with
SML events (purple) and injection events (pink). In the left panel of Figure 3 it is seen that the occurrence rate of
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SOPHIE and MPB events is much higher in ejecta and in coronal-hole solar wind than it is in sector-reversal and
streamer-belt solar wind.
In Figure 4 the solar wind driving of the Earth’s magnetosphere is examined around the time of substorm onset using
superposed epoch analysis of the 1-min-resolution OMNI2 solar wind data set. In the left panel of Figure 4 the su-
perposed median of the reconnection function Rquick (Borovsky, 2014) is plotted; the median value of Rquick in the full
OMNI2 data set is indicated by the horizontal black dashed line in the left panel. The superposed median of Rquick

shows a peak for each of the five sets of event triggers: for MPB events (blue) and SML (purple) events the peak
in the superposed median is near the time of onset and for injection events (pink), MPB events (blue), and optical
events (yellow) the peak in the superposed median is prior to the time of onset. Newell and Liou (2011) have an
extensive analysis of the reason why this driver function and others have maxima in the superposed averages about
20 min prior to substorm onset; their conclusion is that the requirement for above-average strengths of solar-wind
driving prior to substorm onset leads to a peak prior to onset that is offset by a time corresponding to the sum of the
solar-wind advection time through the magnetosheath to the nose of the magnetosphere and the internal reaction time
of the magnetosphere to dayside reconnection [see also Bargatze et al. (1985)]. In Figure 4 the peak in the superposed
median of Rquick is earlier than this 20 min for the injection events (pink), which is expected since the method of
determining substorm injection onsets with the SOPA electron entropy uses half-hour resolution measurements of the
specific entropy and these electrons may require some time to drift from the nightside to an operating geosynchronous
spacecraft (i.e. the injection triggers are delayed). For SOPHIE events (green) and SML events (purple) the peak of
the superposed median of Rquick is very near to the time of substorm onset, and for MPB events (blue) the peak is
about 10min prior to onset; the reason for the peaks in the superposed medians near the time of onset is not known.
The SOPHIE events also show a secondary maximum at about 40 mins prior to onset.
Substorm occurrence during high-speed-stream(HSS)-driven storms is believed to be an important factor for provid-
ing a seed population of electrons for the radiation belt and for driving plasma waves that energize radiation-belt
electrons. The occurrence rate of substorm during HSS-driven storms is studied here with a collection of 70 storms in
the years 1993-2005. In the two panels of Figure 5 the superposed probability density of the SML and MPB indices
is plotted for 70 HSS-driven storms. Dark blue lines are the median values of the indices, the horizontal axis is time
in days since zero epoch, insertions are enlarged plots for 5-hr window. About two days before storm onset, the
probability of the small-magnitude values of SML and MPB indices increases noticeably (the calm before storm). A
few hours before zero epoch time the magnitudes of the indices increase steadily reaching maximum values at about
storm onset time. The magnitude of the indices stays elevated for four or more days after storm onset. During this
time, the probability density is almost uniform throughout whole spectrum of values indicating significant variations
in the values of the indices.
To study the substorm occurrence rate in CME-sheath-driven geomagnetic storms, a collection of 47 shock-sheath
intervals is created. Superposed epoch analysis of substorm occurrence rates centered on the time of arrival of the
shock at Earth (not shown here) shows that substorm occurrence rate increases immediately upon arrival of the shock.
We argue, however, that more time needs to pass since the shock’s initial arrival to produce substorm. The changes in
the indices most probably are caused by a compression of the magnetosphere. We investigated this question deeper
by looking at the reaction of the energetic-particle population at geosynchronous orbit.
In Figure 6 superposed electron fluxes from the three lowest energy channels of the LANL SOPA instrument are cen-
tered on the time of the shock arrival at Earth (panels (a) and (b)) and on the occurrence times of SML events (panels
(c) and (d)). We considered separately changes in the fluxes as detected by satellites located at the time of an event
in the midnight-to-dawn (23 to 5 LT) and in the noon-to-dusk (10 to 20 LT) sectors. When reaction of the fluxes in
the noon LT sector was analysed, care was taken to exclude times when geosynchronous satellites left magnetosphere
and entered the magnetosheath as determined by examining plasma data from the same spacecraft. Considered SML
events span time interval from September 1989 to September 1993. Note the differences between reaction of the
fluxes on the shock at Earth and SML events. First of all, as seen from Figure 6 (panels (a) and (b)), changes in the
fluxes triggered on the shock happen simultaneously in both LT sectors. For SML substorm events, in contrast, fluxes
begin to rise at the zero epoch time in the midnight-to-dawn LT sector (Figure 6 (c) and show up to 30 min delay in
the noon-to-dusk LT sector. This is expected as substorm-associated electron injections occur close to the midnight
sector and then electrons drift eastward, so satellites located in the noon-to-dusk sector will detect changes in fluxes
later in time than satellites in the midnight-to-dawn sector. Another important difference is that changes in fluxes
associated with the SML events happen nearly simultaneously when observed with satellites in the midnight-to-dawn
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sector (panel (c)) and electron fluxes show dispersion when observed in the noon-to-dusk sector. This is expected
as lower-energy electrons have lower drift velocities and require more time for then to drift away from the injection
region. Increases of electron fluxes centered on the shock at Earth events, on the other hand, are dispersionless in both
LT sectors. Note also that jumps of fluxes at the time of the shock at Earth are more sharp than jumps of fluxes at the
time of SML events. All these observations support the argument that changes in the SML and MPB index at time of
the shock at Earth are not caused by the occurrence of a substorm.

4. Conclusion

A comprehensive study of the occurrence rate of substorms was performed using five sets of substorm onsets: (a)
121541 MPB events in 1982-2012, (b) 57695 SOPHIE events in 1981-2015, (c) 18804 SML events in 1981-2015, (d)
16765 injection events in 1989-2007, and (e) 6732 optical events in 1996-2007.

1. Four algorithms for determining the onset times of substorms in the SML index, the MPB index, and the
geosynchronous-orbit energetic-electron data set were explored and refined.

2. Analysis of event-recurrence times (waiting times) indicates that SML events and injection events are onsets of
substorm (i.e. they are the sudden beginning of an interval of enhanced geomagnetic activity and the sudden
appearance of a fresh energetic-particle population at geosynchronous orbit) and that the MPB events and
SOPHIE events are dominated by substorm activations.

3. Commensurate with the above interpretation, the average occurrence rate of the four types of events are 10.7
per day for MPB events, 7.6 per day for SOPHIE events, 2.7 per day for injection events, and 1.3 per day for
SML events.

4. The event recurrence time distributions show a peak at about three hours for SML events and for injection
events, commensurate with the ∼ 3-hour periodicity of substorm occurrence. The recurrence time distributions
for MPB events and SOPHIE events peak at about 45 min.

5. The substorm occurrence rates are highest during the declining phase of the solar cycle and the occurrence rates
where very low during the weak solar wind of the most-recent solar minimum.

6. Superposed epoch analysis of the solar wind triggered on the time of substorm onset shows a peak in the
superposed average of the solar wind driving just before onset.

7. Categorizing the type of solar wind plasma at Earth at the time of substorm occurrence, the substorm occurrence
rate is found to be highest in coronal-hole-origin plasma, second highest in eject, lower in streamer-belt plasma,
and lowest in sector-reversal-region plasma.

8. The distribution of substorm recurrence times differs in the four categories of solar-wind plasma: periodic
substorms occur predominantly in coronal-hole-origin plasma and in ejecta.

9. The substorm occurrence rate is higher on average when geomagnetic activity (as measured by the K p index)
is higher.

10. Relatedly, the substorm occurrence rate is higher on average when the solar wind velocity is higher.
11. The substorm occurrence rate was studied during 70 high-speed stream-driven storms: it was found that the

occurrence rate is anomalously low in the calms before the storms, it suddenly increases to a high rate at storm
onset, and the occurrence rate stays high well into the trailing edge of the high-speed stream where the solar-
wind velocity is declining but the electron-radiation belt is still intensifying.

12. The substorm occurrence rate was studied during 47 CME-sheath-driven storms: occurrence rates in CME-
sheath storms are at a similar level as they are in high-speed-stream-driven storms.

13. Although the algorithms for fining substorm-onset times trigger when an interplanetary shock passes the Earth,
analysis indicates that the triggering is caused by compression of the magnetosphere rather than by the actual
occurrence of a substorm.
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Table 1: Properties of the substorm recurrence times t for events in four different data sets.
SOPHIE Events MPB Events SML Events Injection Events

minimum t 12 min 6 min 27 min 60 min
median t 1.5 hr 0.94 hr 6.1 hr 5.0 hr

average occurrence rate 7.6 per day 10.7 per day 1.5 per day 2.7 per day
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Figure 1: Example of data and event selection: (a) Variations of SML index are plotted in black, green line is filtered with 30-min low-pass filter
SML index. Vertical dashed green lines are onsets identified by SOPHIE algorithm, purple vertical lines are events identified by the “200 nT in 15
min” algorithm; (b) variations of the 30-min low-pass filtered MPB index (blue line) overplotted on top of unfiltered MPB index (black line). Pink
stripes show time intervals of electron injection events; yellow lines mark substorm onsets identified from Polar UVI.

Figure 2: Substorm recurrence times t are binned for events in four different data sets. Note that the binning resolution in this plot is finer by a
factor of two for the MPB events and the SOPHIE events than it is for the injection events and SML events.
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Figure 3: Occurrence of four types of events for different types of solar-wind plasma.
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Figure 4: Superposed (a)Rquick centered on five collections of events (see legend) and (b) IMF clock angle centered on the same events.
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Figure 5: Superposed probability density of (a) MPB and (b) SML indices (color-coded from red at maxima to dark-blue at zero) centered on onset
time of HSS-driven storms.
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Figure 6: Superposed electron fluxes from low-energy channels (see legend) of the LANL SOPA instrument. Panels (a) and (b) correspond to the
shock at Earth zero epoch time, panels (c) and (d) – to the onset time of SML events. Observations divided into “Midnight-to-Dawn” (23-5 LT
sector) and “Noon-to-Dusk”(10-20 LT sector) groups depending on the position of satellite at the time of event.
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