About the Cover

The cover shows the Acoustic Wavenumber Spectroscopy (AWS) system scanning a 600-mm by 7-mm-thick carbon-fiber-reinforced polymer panel. The panel had been subjected to projectile impact that induced internal delamination of the composite layers without any visible indications of damage to the external surface. AWS generates nondestructive evaluation (NDE) results live during a scan, projecting them back onto the panel just behind the horizontal laser scan line (seen in red) as it is swept from top to bottom. The graphic shows a zoomed region of the final NDE result after automated thresholding and scaling. The color indicates the relative ply depth of the delamination, with red being closest to the scan surface. Start to finish, the entire scan takes less than eight seconds. AWS applications (as shown on the inset graphics include) include maintenance of (1) military assets, (2) energy production facilities like wind turbines, and (3) commercial aircraft. AWS is the winner of a 2014 R&D 100 Award. More about the technology can be found on page 18 of this report.

Disclaimer

The Los Alamos National Laboratory strongly supports academic freedom and a researcher’s right to publish; therefore, the Laboratory as an institution does not endorse the viewpoint of a publication or guarantee its technical correctness. With respect to documents available from this server, neither the United States Government nor the Los Alamos National Security, LLC., nor any of their employees, makes any warranty, express or implied, including the warranties of merchantability and fitness for a particular purpose, or assumes any legal liability or responsibility for the accuracy, completeness, or usefulness of any information, apparatus, product, or process disclosed, or represents that its use would not infringe privately owned rights. Reference herein to any specific commercial products, process, or service by trade name, trademark, manufacturer, or otherwise, does not necessarily constitute or imply its endorsement, recommendation, or favoring by the United States Government or the Los Alamos National Security, LLC. The views and opinions of authors expressed herein do not necessarily state or reflect those of the United States Government or the Los Alamos National Security, LLC., and shall not be used for advertising or product endorsement purposes. Unless otherwise indicated, this information has been authored by an employee or employees of the Los Alamos National Security, LLC. (LANS), operator of the Los Alamos National Laboratory under Contract No. DE-AC52-06NA25396 with the U.S. Department of Energy. The U.S. Government has rights to use, reproduce, and distribute this information. The public may copy and use this information without charge, provided that this Notice and any statement of authorship are reproduced on all copies. Neither the Government nor LANS makes any warranty, express or implied, or assumes any liability or responsibility for the use of this information.

Issued March 2015
LA-UR-15-21930
Structure of this Report
In accordance with U.S. Department of Energy Order (DOE) 413.2B, the Laboratory Directed Research and Development (LDRD) annual report for fiscal year 2014 (FY14) provides summaries of each LDRD-funded project for the fiscal year, as well as full final reports on completed projects. The report is organized as follows:

Overview: An introduction to the LDRD Program at Los Alamos National Laboratory (LANL), the program’s structure and strategic value, the LDRD portfolio management process, and highlights of outstanding accomplishments by LDRD researchers.

Project Summaries: The project summaries are organized first by science and technology categories: Physics, Chemistry and Material Sciences, Environmental and Biological Sciences, Information Science and Technology, and Technology. Within each category, summaries are organized by LDRD component in the following order: Directed Research (DR), Exploratory Research (ER), Early Career Research (ECR), and Postdoctoral Research and Development (PRD). Full final reports are included at the end of each section.

Projects are listed in numerical order according to their project identification number, which consists of three parts. The first is the fiscal year in which the project began; the second is a unique numerical identifier; and the third identifies the project component.
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</tr>
<tr>
<td>835</td>
<td>Cryogenic Laser Refrigerator for Infrared Imaging</td>
<td>Markus P. Hehlen</td>
</tr>
<tr>
<td>838</td>
<td>Matter Wave Circuits</td>
<td>Changhyun Ryu</td>
</tr>
<tr>
<td>840</td>
<td>Chemical Shift Signatures of Nuclear Material: 235U and 239Pu NMR</td>
<td>Michael T. Janicke</td>
</tr>
<tr>
<td></td>
<td>Spectroscopy</td>
<td></td>
</tr>
<tr>
<td>843</td>
<td>Solid-State Gamma-Ray Detectors Based on Quantum Dots</td>
<td>Jeffrey M. Pietryga</td>
</tr>
<tr>
<td>852</td>
<td>A Time Reversal Non Contact Acoustical Source for NEWS (Nonlinear</td>
<td>Pierre-Yves Le Bas</td>
</tr>
<tr>
<td></td>
<td>Elastic Wave Spectroscopy)</td>
<td></td>
</tr>
<tr>
<td>857</td>
<td>Nuclear Quadrupole Resonance: From no Field to Ultra-Low Field</td>
<td>Michelle A. Espy</td>
</tr>
<tr>
<td>861</td>
<td>Time-gated Super Resolution Imaging</td>
<td>James H. Werner</td>
</tr>
<tr>
<td>866</td>
<td>Lanthanum Bromide Glass Ceramics for Gamma-Ray Spectroscopy</td>
<td>Markus P. Hehlen</td>
</tr>
<tr>
<td>871</td>
<td>Measurement of Pressure and Temperature in Thermal Explosions</td>
<td>Markus P. Hehlen</td>
</tr>
<tr>
<td>876</td>
<td>Forensic Archaeology of a Manhattan Project Era Nuclear Site</td>
<td>Warren J. Oldham</td>
</tr>
<tr>
<td>879</td>
<td>Threat Reduction via Nanomaterials: Engineering a Novel SERS Platform</td>
<td>Nathan H. Mack</td>
</tr>
<tr>
<td></td>
<td>for Chemical Detection</td>
<td></td>
</tr>
<tr>
<td>884</td>
<td>Determining Physiological Predictors of Climate-driven Forest</td>
<td>Nathan G. Mcdowell</td>
</tr>
<tr>
<td></td>
<td>Mortality</td>
<td></td>
</tr>
<tr>
<td>886</td>
<td>Catalytic Mechanism and Inhibition of Metallo-beta-lactamases (MBL),</td>
<td>Suzanne Z. Fisher</td>
</tr>
<tr>
<td></td>
<td>the Ultimate Threat Against Antibiotics</td>
<td></td>
</tr>
<tr>
<td>888</td>
<td>Single Cell Genomics for Better Control of Plant Pathogens</td>
<td>Shunsheng Han</td>
</tr>
<tr>
<td>890</td>
<td>Joint Inversions of Seismic and Gravity Data in Volcanic Areas to</td>
<td>Monica Maceira</td>
</tr>
<tr>
<td></td>
<td>Advance Hazards Assessment: A Focus on the Alaskan Subduction Zone</td>
<td></td>
</tr>
<tr>
<td></td>
<td>and Kilauea, Hawaii</td>
<td></td>
</tr>
<tr>
<td>892</td>
<td>Measurement of Orthogonal Velocity Components using Photon Doppler</td>
<td>Matthew E. Briggs</td>
</tr>
<tr>
<td></td>
<td>Velocimetry</td>
<td></td>
</tr>
</tbody>
</table>
Laboratory Directed Research & Development: A healthy program under considerable pressure

by William Priedhorsky, Los Alamos LDRD Program Manager

The National Nuclear Security Administration (NNSA) laboratories are responsible for solving some of the toughest technical problems in national security. Maintaining the nuclear weapons stockpile without testing, preventing nuclear smuggling, and addressing environmental remediation—these tasks demand technical expertise from the frontiers in science.

Yet by its very nature, frontier-advancing science is not necessarily applied, and comparatively few frontier-advancing scientists enter national security research directly. Rather, their focus and devotion must be fostered through opportunities for cutting-edge research in the nation’s service. Long-term specialization must be complemented with the latest tools, techniques, and talent. In this regard, the Laboratory Directed Research and Development (LDRD) program has proven particularly successful.

Established by Congress in 1991 to maintain the health and technical vitality of the Department of Energy’s (DOE’s) national laboratories, LDRD currently is the largest single source of capability investment in each of the three NNSA laboratories. Through highly competitive proposal processes, it promotes high-risk, high-reward research designed to advance the frontier of basic science in support of laboratory missions. Indeed, LDRD-funded projects have made seminal contributions to every facet of national security, including stockpile stewardship, high-energy-density matter, high-performance computing and simulation, materials science, chemistry, information systems, biosecurity, cybersecurity, and energy. And many key NNSA programs, as well as R&D scientists and engineers, trace their roots to research that began under LDRD sponsorship.

The January 2014 Omnibus Bill signed by the President of the United States directed all DOE labs to limit their spending on LDRD to no more than 6% of the allowable budget. At Los Alamos, the reduction in LDRD from 8% to 6% represented millions of dollars that had to be pulled back from our brightest researchers working on cutting-edge R&D. A significant portion of the Laboratory’s current technical staff was impacted by this reduction, and with LDRD being a critical pipeline for recruitment, a sustained LDRD reduction will undoubtedly impact our workforce for years to come. Some of the performance metrics in this report reflect immediate impacts of a reduced LDRD budget.

Still, LDRD remains a critical investment for Los Alamos. It is a major vehicle for attracting, training, and retaining new technical staff, thus filling the talent pipeline to support the broad generational turnover of national security staff currently underway. And it builds capabilities in nearly every discipline in science, from the prediction and control of materials in extreme conditions, to computing at the exascale, to advances in nuclear and high-energy density physics. By investing in LDRD, Los Alamos takes strides towards its mission to be the National Security Science Laboratory of choice, ready to take on whatever complex issue the nation asks of us.
Laboratory Directed Research and Development is the most prestigious source of research and development funding at the Los Alamos National Laboratory. It follows a strategic guidance derived from the missions of the U.S. Department of Energy, the National Nuclear Security Administration, and the Laboratory. To execute that strategy, the Los Alamos LDRD program creates a free market for ideas that draws upon the bottom-up creativity of the Laboratory’s best and brightest researchers. The combination of strategic guidance and free-market competition provides a continual stream of capabilities that position the Laboratory to accomplish its missions.

The LDRD program provides the Laboratory Director with the opportunity to strategically invest in forward-thinking, potentially high-payoff research that strengthens the Laboratory’s capabilities for national problems. Funded in FY14 with less than 6% of the Laboratory’s overall budget, the LDRD program makes it possible for researchers to pursue cutting-edge research and development. This in turn enables the Laboratory to anticipate, innovate, and deliver world-class science, technology, and engineering.

Program Structure

The Los Alamos LDRD program is organized into four program components with distinct institutional objectives: Directed Research (DR), flagship investments in mission solutions; Exploratory Research (ER), smaller projects that invest in people and skills that underpin key Laboratory capabilities; Early Career Research (ECR), supporting the development of early-career researchers; and Postdoc-toral Research and Development (PRD), recruiting bright, qualified, early-career scientists and engineers. In FY14, the LDRD program funded 289 projects with total costs of $123.7 million. These projects were selected through a rigorous and highly competitive peer review process and are reviewed formally and informally throughout the fiscal year. The LDRD Program Office holds a reserve each year to make modest investments that address new opportunities. In FY14, the reserve budget was approximately $3.27M.

Directed Research

The DR component makes long-range investments in multidisciplinary scientific projects in key competency or technology-development areas vital to LDRD’s long-term ability to execute Laboratory missions. In FY14, LDRD funded 53 DR projects, which represents approximately 54% of the program’s research funds. Directed Research projects are typically funded up to a maximum of $1.8M per year for three years.

Directed Research is organized around Focus Areas that define key areas of science, technology, and engineering in support of Los Alamos missions and that map directly to the four Los Alamos science pillars, plus an additional multi-disciplinary Focus Area that is not captured by the pillars. Between them, they capture the capabilities that are essential to our Laboratory missions in the long term (3-15 years). For each Focus Area, coordinators led a process to engage broadly with the Lab to set investment priorities for the FY14 Strategic Investment Plan, published labwide.

Exploratory Research

The ER component is focused on developing and maintaining technical staff competencies in key strategic disciplines that form the foundation of the Laboratory’s readiness for future national missions. Largely focused on a single discipline, ER projects explore highly innovative ideas that underpin Laboratory programs. In FY14, LDRD funded 128 ER projects, which represents approximately 33% of the program’s research funds. Exploratory Research projects are typically funded up to a maximum of $390K per year for three years.

Unlike DR proposals, division endorsements are not required for ER proposals; instead, this component of the LDRD program is operated as an open and competitive path for every staff member to pursue funding for his/her great idea. The ER component is a critical channel for purely bottom-up creativity at the Laboratory. Nonetheless, it is strongly driven by mission needs via the definition of the 12 ER research categories, and the assignment of investment between them.
<table>
<thead>
<tr>
<th>Directed Research Focus Areas</th>
<th>Mission Impact</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information Science and Technology</td>
<td>Advance theory, algorithms, and high-performance computing to accelerate the integrative and predictive capability of the scientific method.</td>
</tr>
<tr>
<td>Materials for the Future</td>
<td>Rapidly meet mission needs based on a thorough knowledge of materials properties and interactions in relation to composition, structure, and scale.</td>
</tr>
<tr>
<td>Science of Signatures</td>
<td>Apply science and technology tools to extremely complex problems in signature, identification, and characterization, understanding, control or mitigation.</td>
</tr>
<tr>
<td>Nuclear and Particle Futures</td>
<td>Advance the Defense Programs weapons research, the nuclear component of threat reduction, and the pursuit of fundamental physics that underlies our understanding of the universe.</td>
</tr>
<tr>
<td>Complex Natural and Engineered Systems</td>
<td>Understand, predict, integrate, design, engineer, and/or control complex systems that significantly impact national security, particularly those involving energy, infrastructure, or societal sustainability.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Exploratory Research Technical Categories</th>
<th>Laboratory Capability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Biological, Biochemical, and Cognitive Sciences</td>
<td>Biosciences</td>
</tr>
<tr>
<td>Chemistry and Chemical Sciences</td>
<td>Chemistry</td>
</tr>
<tr>
<td>Computational and Numerical Methods</td>
<td>Information and knowledge sciences, computer and computational sciences</td>
</tr>
<tr>
<td>Computer Science, Mathematics, and Data Science</td>
<td>High-performance computing, data analysis, and data-driven science</td>
</tr>
<tr>
<td>Defects and Interfaces in Materials</td>
<td>Theoretical, computation and modeling, and experimental methods to understand defects and interfaces in materials</td>
</tr>
<tr>
<td>Earth and Environmental Sciences and Space Physics</td>
<td>Earth and space sciences</td>
</tr>
<tr>
<td>Engineering Applications</td>
<td>Weapons science and engineering, advanced manufacturing, sensors, and remote sensing</td>
</tr>
<tr>
<td>Emergent Phenomena in Materials Functionality</td>
<td>Theory, computation and modelling, and experimental methods to understand behavior of materials</td>
</tr>
<tr>
<td>High-energy Density, Plasma, and Fluid Physics</td>
<td>High-energy density plasmas and fluids and beams</td>
</tr>
<tr>
<td>Measurement Science, Instrumentation, and Diagnostics</td>
<td>Measurement methods that enable new scientific discovery</td>
</tr>
<tr>
<td>Nuclear and Particle Physics, Astrophysics, and Cosmology</td>
<td>Nuclear physics, astrophysics, and cosmology</td>
</tr>
<tr>
<td>Quantum and Optical Science</td>
<td>Fundamental interactions and excitations in atomic, optical, and molecular systems</td>
</tr>
</tbody>
</table>
Early Career Research
The ECR component of the LDRD program is designed to strengthen the Laboratory’s scientific workforce by providing support to exceptional staff members during their crucial early career years. The intent is to aid in the sometimes challenging transition from postdoc to full-time staff member, and to stimulate research in disciplines supported by the LDRD program. In FY14, the LDRD program funded 27 ECR projects, which represents approximately 3% of the program’s research funds. Early Career Research projects are funded up to $225K per year for two years, and only up to 60% of their overall funding can be from the LDRD program.

Postdoc Research and Development
The PRD component ensures the vitality of the Laboratory by recruiting outstanding researchers. Through this investment, the LDRD program funds postdoctoral fellows to work under the mentorship of PIs on high-quality projects. The primary criterion for selection of LDRD-supported postdocs is the raw scientific and technical talent of the candidate, with his or her specialty a secondary factor. In FY14, LDRD funded 81 PRD projects, which represents 7% of the program’s research funds. These postdocs are supported full-time for two years.

In addition to approximately 65 Director’s Postdocs, the LDRD program supported 14 distinguished postdoctoral fellows at a higher salary and for a three-year term. Distinguished postdoctoral fellow candidates typically show evidence of solving a major problem or providing a new approach or insight to a major problem and show evidence of having a major impact in their research field. To recognize their role as future science and technology leaders, these appointments are named after some of the greatest leaders of the Laboratory’s past.

More postdocs are hired through DR and ER projects than directly through PRD appointments. Counting both avenues, the LDRD program supported 52% of the 508 postdocs at the Laboratory in FY14.

The national laboratories have a long-standing reputation of being centers of scientific excellence where the nation’s best and brightest researchers can become scientific leaders. For this reason, many young researchers forego the prestige and visibility of academic careers and choose to devote their talents to the national labs, where their innovations benefit national security missions.

One of the early impacts of the FY14 LDRD funding reduction is the decreasing number of postdocs at the Laboratory. At Los Alamos, the postdoctoral program is the Laboratory’s primary tool for recruiting new talent. The data in Figure 1 indicate a drop in the number of postdocs at the Laboratory coinciding with congressional decisions to reduce LDRD in FY14.

These changes in LDRD, which directly impact the S&T pipeline, come at a time when the Laboratory faces aging demographics in its workforce, as shown in Figure 2. By October 2019, approximately 36% of the current R&D population at Los Alamos is projected to leave.
With support from LDRD, Los Alamos R&D Engineer Eric Flynn and colleagues developed a technique called Acoustic Wavenumber Spectroscopy (AWS), which generates images of hidden structural properties and/or defects. AWS generates such images by taking fast, full-field measurements of a structure’s steady-state response to periodic ultrasonic excitation.

AWS’s novelty is in its ability to extract local wave propagation properties by using continuous, periodic ultrasonic excitation and continuous-scan sensing, which enables noninvasive, high-rate and high-resolution ultrasonic imaging. Taking measurements of a structure’s relatively high amplitude steady-state response yields significantly faster scans by avoiding many of the wave-reverberation and signal-to-noise-ratio issues associated with typical scanned ultrasonic measurements.

AWS scans large areas from a fixed instrumentation point and only requires exposure of the part to line of sight, leading to additional savings in effort and time. The reductions in time and effort will reduce costs associated with current inspection schedules and will decrease downtime of user assets. Moreover, such reductions will enable new, more frequent, and previously economically infeasible inspection schedules and procedures, translating to significant risk reduction as a result of defects being detected earlier and more reliably. Such risk reduction translates into enhanced safety and enables engineers to develop more economical system designs.

Winner of a 2014 R&D 100 Award, AWS has three primary applications:

- **Aerospace** - Specific applications include fleet maintenance, including performing zero-down-time quick checks between flights and automated aircraft full-body scans. AWS is particularly effective and economical when it comes to detecting delamination and disbonding in composite parts.

- **Manufacturing** - Because it is fast and non-contact, AWS is ideal for noninvasive, in-line inspections of all manufactured components—not just samples—for efficient and effective quality control of part dimensions, material properties, coatings, bonds, and welds.

- **Commercial Energy** - AWS performs permanent monitoring and on-demand inspection of energy production facilities. Specific applications include the inspection and monitoring of pipelines, pressure vessels, and wind turbines. AWS, with its unique flexibility and speed, also fills the quality control needs of onsite wind turbine blade manufacturing.

The technology will impact the missions of the Department of Energy with measurements of the material levels, distribution, and properties of the contents within containment vessels. AWS supplements existing radiation and weight-measurement technologies designed to perform unattended verification of in-process nuclear materials. The Department of Defense will benefit as AWS can help maintain military air, ground, and naval assets. Maintenance accounts for the majority of the costs associated with the military system lifecycle and significantly reduces asset readiness.

The Los Alamos LDRD program invested in AWS through PRD project led by Eric Flynn, and a recent ECR project. He was recruited to Los Alamos through an LDRD-supported Director’s Fellowship and is now a member of the Laboratory’s Engineering Institute. He has a leadership role in the Los Alamos Dynamics Summer School and is an emerging leader in the area of Structural Health Monitoring.
While LDRD plays a critical role in recruiting and retaining new technical staff, it is not a source of long-term funding. At Los Alamos, about 70% of LDRD-supported postdoc conversions spend most of their time on non-LDRD programs and contribute to a wide range of missions. A small fraction participate in LDRD projects building capabilities for future programs.

The Gemini subcritical experiment series has significantly impacted the Stockpile Stewardship mission to better understand the physics performance of a nuclear weapon.

All of the early-career contributors to Gemini were recruited to Los Alamos by the LDRD program and then transitioned to programmatic work.
Project Selection

The LDRD program is the vehicle by which the Laboratory harvests the ideas of some of our best and brightest scientists and engineers to execute DOE/NNSA missions. This bottom-up approach is balanced by a program management strategy in which Senior Laboratory leadership sets science and technology priorities, then opens an LDRD competition for ideas across the breadth of the Laboratory. Panels formed from the Laboratory’s intellectual leaders rigorously review proposals. Conflict of interest is carefully regulated, and evaluation criteria include innovation and creativity, potential scientific impact, viability of the research approach, qualifications of the team and leadership, and potential impact on Laboratory missions. The selection processes are modeled on best practices established by the National Science Foundation (NSF) and National Institutes of Health (NIH).

To guarantee fairness and transparency, and to ensure that the strongest proposals are funded, the selection panels include managers and technical staff drawn from the full range of technical divisions. Serving on an LDRD selection panel is often a starting point on the path to leadership roles in the scientific community. Past LDRD panelists have gone on to be Laboratory Fellows, division leaders, program directors, association Fellows, and chief scientists, while others have become leaders in academia.

Independent project appraisals
In FY14, the LDRD Program Office conducted an appraisal of every ongoing project it intended to fund in the next fiscal year. The primary objective is to assess progress and provide peer input to help PIs maintain the highest quality of work. The appraisals also help the LDRD Program Office monitor and manage the program portfolio. In addition to formal project appraisals, which are conducted annually, the LDRD Program Director and Deputy Program Director meet informally with PIs in their labs at least once a year to discuss their projects. The purpose of these one-on-one meetings is to give PIs individualized assistance and to determine what the LDRD Program Office can do to positively impact the success of the project. Every DR project has also been assigned a Program Development Mentor to assist the transition of LDRD successes to mission. Any weaknesses are actively addressed, and the project leader is asked to respond to the report with a revised project plan.

Continuing DR projects are appraised every year of the life of the project, with at least one of the reviews including external reviewers. The internal-external review is open to all Laboratory staff and leaders. Four project appraisers – two internal and two external – are nominated by the PI and approved by the LDRD Program Director. When possible, the appraisal is held as part of a broader workshop hosted by the Laboratory.

Written appraisals, held in the LDRD archives, address: (1) Brief summary of accomplishments; (2) Assessment of quality of science and technology, relevance to Laboratory and national missions, progress toward goals and milestones, project leadership, and the degree to which the project may establish or sustain a position of scientific leadership for the Laboratory; and (3) Recommendations by the committee for changes in the scope or approach of the project. The criteria for the most important point – number (2) above – are derived from criteria developed by the National Academy of Science to assess all federally sponsored research.

Continuing ER and ECR projects are appraised in their first and second years. The LDRD Deputy Program Director collaborates with the technical divisions to conduct project appraisals. Like DRs, the projects are appraised according to the Federal criteria of quality, performance, leadership, and relevance.

LDRD service provides benefit to all
The mission of the Laboratory is to solve the nation’s most difficult national security problems. By their nature, these problems lack a well-defined path to solution. In fact, the path is often completely unknown. It is rare that such creative work is done alone; the ideas and results from many colleagues are needed, often drawn out in conferences, hallway conversations, journals, and seminars. LDRD is an internal arena in which Laboratory staff serve as peer reviewers and play a key role of interaction in the scientific process. Proposal selection panelists are chosen for their subject-matter expertise, and the discussions in which they engage are not only critical to the LDRD process, but they also provide an opportunity for panelists to educate themselves on the latest results and practices, and expose themselves to opportunities for collaboration. As noted in an evaluation of peer review conducted by the UK House of Commons, “Peer review is regarded as an integral part of a researcher’s professional activity; it helps them become part of the research community.”
The Los Alamos LDRD program assesses the quality, performance, leadership, and relevance of a funded DR project every year until it ends. A “wrap-up” appraisal is then conducted to determine how the project concluded and to explore avenues for program development.

**OUTSTANDING (5)**
- Work leads its technical field; outstanding ratio of results to investment; potential for revolutionary impact on Los Alamos Missions; results of project have spurred follow-on research.

**EXCELLENT (4)**
- Clear differentiation from previous work; team is making very good progress; potential for important impact on mission and technical field; follow-ons visible within Laboratory.

**GOOD (3)**
- Identifiable impact on mission or field; results mixed; success would have a distinct impact on Lab programs; identifiable early signs of external recognition.

**FAIR (2)**
- Largely incremental, marginal impact on mission or field; identifiable lack of progress; notional connections to National Security missions; minimal evidence of external recognition.

**DEFICIENT (1)**
- Quality of research does not meet national and Laboratory standards; serious problems with project execution; anticipated minimal impact on Lab mission and science; minimal evidence of external recognition.

Analysis of FY14 DR projects in their second year showed an average score of 4.3, which is between excellent and outstanding. This average reflects 12 appraisals.

### Comments and Recommendations From a DR Appraisal

**Quality:** Excellent - Both the aggregate project and some individual technical tasks have advanced beyond prior capability and results.

**Performance:** Outstanding - The team has more than 23 articles published or in process; leads emerging areas in technical societies; and reaches out to influential stakeholder groups.

**Relevance:** Excellent - Capability that is being developed within this project contributed significantly to team members co-authoring successful proposals to the recent DOE lab call for unconventional fossil fuels.

**Leadership:** Excellent - Task leaders are executing their research plans and effectively communicating results.

We recommend the team develop a new research plan for the remaining 18 months, beginning by redefining their goals and primary objectives, and including a rigorous assessment of research schedules.

The team is encouraged to develop explicit communication and technology transfer plans. They could take their interactions with industry and with researchers from good to great.

Some of the experiments and field-scale model validations would benefit from partnerships. Specifically, the panel recommends that the team determine which microfluidics experiments will be best done at LANL and which should be done at a partner university.
Mission Relevance

Mission relevance is one of the most important criteria in the evaluation of a potential LDRD project; it is carefully considered in project selection and tracked annually through the data sheet process. Many of the technologies that put Los Alamos on the map have deep roots in LDRD and are valuable to DOE/NNSA mission areas of nuclear security, energy security, environmental remediation, and scientific discovery and innovation. LDRD work also benefits the national security missions of the Department of Homeland Security, the Department of Defense, and Other Federal Agencies. As a result, the scientific advances and technology innovations from LDRD provide multiple benefits to all Los Alamos stakeholders, consistent with Congressional intent and the Laboratory’s scientific strategy.

Impacts on the Nuclear Weapons Program

Over the past decade or more, LDRD has filled the void of steadily declining investment in long-term basic research in the Nuclear Weapons program. Los Alamos LDRD projects have improved high explosives, developed new manufacturing methods to reduce the complexity of weapons components, and advanced the actinide science that is at the core of the nuclear weapons complex.

Proton radiography is a powerful example of early LDRD investment that is still paying dividends today. Using penetrating high-energy protons, it lets us look inside weapons components in the midst of an explosion. Its results are essential to decisions with billion-dollar price tags, like the reuse of components from one weapon system to another. Today the U.S. Army is using proton radiography to improve the armor that protects our troops.

The proton radiography facility at the Los alamos Neutron Science Center, where a powerful proton beam can take “movie” images of a shock wave traveling through high explosives and other weapons materials.

FY14 LDRD Investment in DOE Missions ($K)

The chart above shows the mission relevance of FY14 LDRD portfolio. The dollar amounts total more than 100 percent of the total FY14 budget because many LDRD projects impact and have relevance to more than one mission area.
Buying Down Risk for Mission

The Los Alamos LDRD program consistently opens up new mission prospects by buying down risk, and the programmatic impacts of its success are numerous. The following are just a few examples.

**Supernovae as a Laboratory for Weapons Codes**

In the absence of full-scale underground tests, LDRD physicists test weapons simulation codes with supernova observations. Supernovae provide environments of extreme pressure, temperature, and density – similar to what is found in a nuclear explosion. As a result of this innovative work, Los Alamos has improved weapons code validation and verification, yielding improved prediction of stockpile performance. Software developed for supernovae observations is now used extensively within the ASC program.

Supernovae offer a unique way to test weapons-related codes

Heavy element opacities tested in models of colliding neutron stars

Improved codes are now in use to model science campaign radiation flow experiments

**Detecting Nuclear Material in Cargo with Muons**

Following the September 11th terrorist attack, LDRD invested in muon tomography to image nuclear threats in cargo. In collaboration with Decision Sciences, the technology was implemented in a detection system currently in use at the Freeport Container Port in the Bahamas.

Muon radiography enables precise discrimination of materials

A change in a muon’s trajectory means the muon has been scattered by the cargo

Detects nuclear material, and with no radiation hazard

**Laser-induced Breakdown Spectroscopy**

ChemCam, an instrument onboard the NASA Mars Science Laboratory rover, analyzes rocks from a distance with a Laser-Induced Breakdown Spectrometer (LIBS) developed with LDRD support. Thanks to LIBS, we know that rocks on Mars were formed in the presence of water. Back on Earth, LDRD developed an application of this technology for finding and analyzing nuclear materials.

Determines the composition/concentration of elements using an intense laser beam

LIBS enables the Mars rover to analyze rocks from a distance

Backpack LIBS makes it possible to detect, verify, and study critical materials in the field
Awards and Recognitions

The LDRD program supports some of the Laboratory’s most accomplished researchers, as well as many of its most promising young scientists and engineers. In the past year, LDRD researchers received many awards and recognitions, including R&D 100 Awards; fellowships from professional associations; and prestigious Laboratory honors.

Los Alamos National Laboratory Fellows
The Los Alamos National Laboratory Fellows organization was established in 1981 and comprises technical staff members who have been appointed by the Laboratory director to the rank of Fellow in recognition of sustained outstanding contributions and exceptional promise for continued professional achievement. Fellows are limited to 2 percent of the Laboratory’s technical staff. They advise management on important issues, promote scientific achievement, and organize symposia and public lectures.

“The sustained scientific excellence demonstrated by the work of Chris, Herb, John, Jaqueline and David exemplifies the outstanding people and capabilities we apply to today’s national security mission, and positions the Laboratory to be prepared to meet future challenges,” said Laboratory Director Charlie McMillan.

In 2014, the LDRD Program Office was pleased to announce that all the selected Fellows are LDRD contributors, both as leaders of projects and members of various proposal review panels.

When asked how LDRD has helped him accomplish his scientific goals, one of the new Fellows, Herbert Funsten, responded, “Innovative solutions to the most challenging national security problems of today and tomorrow require multidisciplinary capabilities and approaches. LDRD is the only vehicle available at Los Alamos for initiating and sustaining cross-disciplinary, innovative, high risk research that has direct impact on national security programs.”

American Physical Society Fellows
Nine Los Alamos National Laboratory scientists were selected Fellows of the American Physical Society (APS), all of whom are either current or past LDRD contributors.

“All the 2014 Los Alamos Fellows contribute to LDRD: Christopher L. Fryer, Jaqueline L. Kiplinger, Herbert O. Funsten, John C. Gordon, and David S. Moore.

“The sustained scientific excellence demonstrated by the work of Chris, Herb, John, Jaqueline and David exemplifies the outstanding people and capabilities we apply to today’s national security mission, and positions the Laboratory to be prepared to meet future challenges,” said Laboratory Director Charlie McMillan.

In 2014, the LDRD Program Office was pleased to announce that all the selected Fellows are LDRD contributors, both as leaders of projects and members of various proposal review panels.

When asked how LDRD has helped him accomplish his scientific goals, one of the new Fellows, Herbert Funsten, responded, “Innovative solutions to the most challenging national security problems of today and tomorrow require multidisciplinary capabilities and approaches. LDRD is the only vehicle available at Los Alamos for initiating and sustaining cross-disciplinary, innovative, high risk research that has direct impact on national security programs.”

American Physical Society Fellows
Nine Los Alamos National Laboratory scientists were selected Fellows of the American Physical Society (APS), all of whom are either current or past LDRD contributors.

Cristian Batista, Malcolm Boshier, Dana Dattelbaum, Stephen Doorn, Michelle Espy, George Rodriguez, Avadh Saxena, Sergei Tretiak, and Lin Yin, all LDRD contributors, were named APS Fellows.

“Selection as American Physical Society fellows is de facto proof of the vibrant engagement Los Alamos scientists are having with the larger technical community,” said McMillan. “I am proud of the contributions Los Alamos scientists bring to these professional societies through papers, scientific conference attendance, and other professional interactions. Collaboration and the exchange of ideas through affiliations within societies such as APS play an important role in fueling the scientific innovation required to accomplish our national-security mission.”

The APS is a non-profit membership organization working to advance and diffuse the knowledge of physics through its outstanding research journals, scientific meetings, and education, outreach, advocacy and international activities. APS represents more 50,000 members, including physicists in academia, national laboratories and industry in the United States and throughout the world.
Performance Metrics

The LDRD program is a key resource for addressing the long-term science and technology goals of the Laboratory, as well as for enhancing the scientific capabilities of Laboratory staff. Through careful investment of LDRD funds, the Laboratory builds its reputation, recruits and retains excellent scientists and engineers, and prepares to meet evolving national needs. The impacts of the LDRD program are particularly evident in the number of publications and citations resulting from LDRD-funded research, the number of postdoctoral candidates supported by the program, and the number of awards LDRD researchers received.

Publications
The numerous publications made possible with LDRD funding help the Laboratory maintain a strong presence and scientific reputation in the broader scientific community. In FY14, LDRD researchers generated 475 peer-reviewed publications, accounting for 21% of the Laboratory’s total. The quality of these publications is evidenced by the number of times they were cited. LDRD publications published in FY14 were cited 833 times, accounting for 23% of the Laboratory’s citations, as well as one of the Laboratory’s top 10 cited publications. With increased efforts to collect post-project performance metrics, LDRD publication and citation counts increase year-to-year.

<table>
<thead>
<tr>
<th>Peer-Reviewed Publications*</th>
<th>FY11</th>
<th>FY12</th>
<th>FY13</th>
<th>FY14</th>
</tr>
</thead>
<tbody>
<tr>
<td>LANL Pubs</td>
<td>2079</td>
<td>2119</td>
<td>2082</td>
<td>2215</td>
</tr>
<tr>
<td>LDRD Supported</td>
<td>452</td>
<td>458</td>
<td>534</td>
<td>475</td>
</tr>
<tr>
<td>% due to LDRD</td>
<td>22%</td>
<td>22%</td>
<td>24%</td>
<td>21%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Citations*</th>
<th>FY11</th>
<th>FY12</th>
<th>FY13</th>
<th>FY14</th>
</tr>
</thead>
<tbody>
<tr>
<td>LANL Citations</td>
<td>24880</td>
<td>24230</td>
<td>12695</td>
<td>3677</td>
</tr>
<tr>
<td>LDRD Supported</td>
<td>6868</td>
<td>5826</td>
<td>4430</td>
<td>833</td>
</tr>
<tr>
<td>% due to LDRD</td>
<td>28%</td>
<td>24%</td>
<td>35%</td>
<td>23%</td>
</tr>
</tbody>
</table>

Top 10 Most Highly Cited Publications
LDRD Supported: 4, 3, 5, 1

<table>
<thead>
<tr>
<th>Patents and Disclosures</th>
<th>FY11</th>
<th>FY12</th>
<th>FY13</th>
<th>FY14</th>
</tr>
</thead>
<tbody>
<tr>
<td>LANL Patents</td>
<td>59</td>
<td>72</td>
<td>77</td>
<td>51</td>
</tr>
<tr>
<td>LDRD Supported</td>
<td>15</td>
<td>11</td>
<td>32</td>
<td>14</td>
</tr>
<tr>
<td>% due to LDRD</td>
<td>25%</td>
<td>15%</td>
<td>42%</td>
<td>27%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Disclosures</th>
<th>FY11</th>
<th>FY12</th>
<th>FY13</th>
<th>FY14</th>
</tr>
</thead>
<tbody>
<tr>
<td>LANL Disclosures</td>
<td>116</td>
<td>129</td>
<td>103</td>
<td>71</td>
</tr>
<tr>
<td>LDRD Supported</td>
<td>16</td>
<td>28</td>
<td>34</td>
<td>12</td>
</tr>
<tr>
<td>% due to LDRD</td>
<td>21%</td>
<td>22%</td>
<td>33%</td>
<td>17%</td>
</tr>
</tbody>
</table>

Postdoctoral Support
LDRD remains an important vehicle for recruiting the brightest researchers to the Laboratory, where they become innovators and scientific leaders. In FY14, LDRD supported 266 postdocs, accounting for 52% of the Laboratory’s total.

<table>
<thead>
<tr>
<th>Postdoc Support</th>
<th>FY11</th>
<th>FY12</th>
<th>FY13</th>
<th>FY14</th>
</tr>
</thead>
<tbody>
<tr>
<td>LANL Postdocs</td>
<td>580</td>
<td>581</td>
<td>596</td>
<td>508</td>
</tr>
<tr>
<td>LDRD Supported</td>
<td>330</td>
<td>349</td>
<td>367</td>
<td>266</td>
</tr>
<tr>
<td>% due to LDRD</td>
<td>57%</td>
<td>60%</td>
<td>61%</td>
<td>52%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Postdoc Conversions</th>
<th>FY11</th>
<th>FY12</th>
<th>FY13</th>
<th>FY14</th>
</tr>
</thead>
<tbody>
<tr>
<td>LANL Conversions</td>
<td>44</td>
<td>41</td>
<td>57</td>
<td>50</td>
</tr>
<tr>
<td>LDRD Supported</td>
<td>17</td>
<td>21</td>
<td>34</td>
<td>26</td>
</tr>
<tr>
<td>% due to LDRD</td>
<td>39%</td>
<td>51%</td>
<td>59%</td>
<td>52%</td>
</tr>
</tbody>
</table>

*Publication and citation counts are updated annually.
Complex Natural & Engineered Systems
Using Microreactors for Efficient Plutonium Separations (U)

Stephen L. Yarbro
20130003DR

Introduction
Chemical separations, especially difficult separations depend on many factors. Fundamentally, reactions and rates are controlled by mass and heat transfer characteristics of the equipment. In equipment where the length scales are very large with respect to the boundary layers and therefore turbulent eddies are formed, mass and heat transfer are controlled by the contact area and ‘mixing’ energy per volume. In equipment such as microreactors, where the length scales are small with respect to the boundary layer and the flow is predominantly laminar, heat and mass transfer are controlled by different mechanisms. In this work, we propose to conduct studies with a difficult separation problem with importance to LANL missions and examine the fundamental roles of how heat and mass transfer effect the separation efficiency at these small scales.

Benefit to National Security Missions
The U.S. has an ongoing need for efficient actinide separation methods. Specifically, the will develop our ability to deploy advanced separation methods for weapons materials purification, advanced nuclear systems, nuclear forensics, and environmental management. It will also expand our capabilities in detection, measurement, and analysis of nuclear and radiological materials. In addition, it will provide an ability to conduct small-scale research and development with scarce and unique materials.

Progress
In summary, project accomplishments over the last 12 months:

1. Successfully completed continuum-based fluid dynamics calculations on the Burns-Ramshaw mass transfer experiment and correctly modeled drop formation, flow regime and mass transfer rates
2. Completed Lattice-Boltzmann model of two-phase system with diffusion
3. Successfully completed testing of alternative design concept based on electro-dialysis approach

Fabricate and test integrated contacting device (unit-cell)
1. Successfully fabricated and testing co-current drop formation, flow and separation in single unit-cell with >99.9% phase separation
2. Successfully fabricated serpentine contact cell with an integrated hydrophobic/hydrophilic membrane and initiated testing
3. Completed upgrade of laser fabrication system to allow more precise control which enables fabrication of more complex flow geometries
4. Improved microscopy method for characterizing fluid flow in microreactors

Chemistry
1. Completed first set of equilibrium data measurements with a liquid anion exchanger and plutonium in microchannel system
2. Completed reaction rate measurements for incorporation into mass transfer models
3. Completed first measurements of temperature dependence of equilibrium data in liquid anion exchanger

Future Work
In FY15, the project will continue to further develop design concepts and verify them with multiscale modeling including continuum and Lattice-Boltzmann. Fabrication and testing of the equipment operating conditions will occur in parallel with refinement of the various chemical systems chosen for study. These devices will be tested with actual plutonium solutions and parameters developed for simple mixing, separation and reduction-oxidation methods. In addition, the project will continue testing design and development of on-line process diag-
nostics and testing of the radiolytic effects of radioactive materials on the chemical systems. This work will result in developing the design and initiating the fabrication of a more complex system based on the selected chemical system and scale-up of the preliminary contacting equipment.

The goals are the following:
- Develop, fabricate and model countercurrent/cross-flow contacting module
- Refine conditions for the selected extraction system
- Link simple contact systems to test separation modules
- Design and initiate fabrication of intermediate system
- Test separation module to measure mass transfer and separation factors

**Conclusion**

The United States has an ongoing need for efficient actinide separation techniques. Our technical goal is to engineer a system based on a new understanding of the mass and heat transfer effects at small length and time scales to build a robust capability to carry out difficult separations. This will result in a processing capability that can meet new programmatic needs in a variety of national security, research, space and non-proliferation programs.

**Publications**


Maximizing Flux Through Engineered Metabolic Pathways

Clifford J. Unkefer
20130091DR

Introduction
The long-term goal of synthetic biology is to engineer microorganisms to produce high-value products for biotechnological applications like biofuels production, environmental remediation and biosynthesis of pharmaceuticals. To achieve this goal, it will be necessary to engineer functional multi step metabolic pathways in organisms, which will require a new approach to regulate the expression of each of the enzymes in a metabolic pathway in order to optimize the flux through the pathway. We seek to develop a new paradigm in metabolic pathway engineering by creating a simple approach to optimize the expression of individual enzymes in a pathway, in order to maximize flux through the pathway. Because previous attempts to improve metabolic flux by over-expressing individual enzymes have achieved only limited success, we will simultaneously optimize the expression of each of the enzymes in the pathway. This will be done using the novel strategy of directed evolution of riboregulators using in vivo selection. Riboregulators are recently discovered class of RNA molecules that can be used to control the translation of a gene. It is possible to design an ensemble of riboregulators so one can individually control the translation of each of the genes that encode for a metabolic pathway. Riboregulators make pathway optimization possible because: 1) they allow the expression of a particular gene to be tuned over a wide dynamic range; 2) a set of riboregulators can be readily designed to independently regulate the expression of multiple genes; and 3) they are very tractable for directed evolution, because they can be finely tuned by varying only a few nucleotides. Our riboregulators approach to synthetic biology will have wide applicability. We will demonstrate this novel approach by engineering a more carbon- and energy-efficient pathway for lipid biosynthesis in a photosynthetic organism, an essential goal of biofuel research.

Benefit to National Security Missions
Synthetic biology is on the verge of producing practical solutions in a wide variety of application areas (energy, sensing, medicine, materials). This DR will allow LANL to become a major contributor to this rapidly growing field. We will apply our new synthetic biology tool set to solve a key limitation in biofuel production. This project will help sustain LANL leadership in algal bioenergy and contribute directly to LANL’s mission in Energy Security. At the same time there are many potential application of synthetic biology in health security. The riboregulators and synthetic biology tools developed here will provide underlying science and technology necessary to apply synthetic biology in LANL health security missions including developing countermeasures for emerging pathogens and biological weapons. This project will position LANL to compete as a strong science and technology player for new synthetic biology calls from DOE/EERE and DOE/BER in biofuels research, as well as DARPA and NIH funding for health security.

Progress
Riboregulators - To optimize the expression of enzymes in a metabolic pathway, we are developing two-component riboregulators that control the rate of translation and will be used to independently control the concentration of each enzyme in our engineered metabolic pathway. Our cis-repressor is designed to form a helix in the untranslated region of the messenger RNA, which occludes the ribosome-binding site, blocking translation. Thus, messenger RNAs for our target genes have the default state of gene expression turned off. Regulation of expression involves a second trans-activating RNA designed to hybridize with the messenger RNA in a way that frees the ribosome-binding site, allowing ribosome binding and protein synthesis. To test these concepts we prepared three constructs, each in a single copy plasmid using the Gibson assembly method, which allows for the efficient, simultaneous insertion of multiple DNA
fragments into a vector. In all three cases, transcription of the chloramphenicol acetyltransferase (CAT) gene, which imparts resistance to the antibiotic chloramphenicol, is controlled by the T7A1 promoter and T7 terminator. The first construct contained no riboregulator defining the maximum expression of our reporter gene under transcriptional control (defining the maximum on state), the second construct contained only the cis-repressor on the 5’ end of the CAT reporter gene defining the level of expression when translational is off (“all off”) and the third construct added the gene encoding the trans-activator with perfect complementarity to the cis-repressor defining the maximum on state with translational control (all on). In separate experiments E. coli was transformed with each the plasmids and the transformants were cultured in the presence of increasing concentration of chloramphenicol. These simple growth experiments allowed us to rapidly probe the structural features riboregulators as they relate to translational control of gene expression. Initial we found the level of thermodynamic stability of cis-repressor structure required to turn off translation and used this to design a true all off cis-repressor. We also defined the structural element of the trans-activator required to overcome the cis-repressor and reactivate translation. Using antibiotic resistance markers we have demonstrated the riboregulators can be used for translational control of gene expression. Specifically we have shown we can design riboregulators to control gene expression over a wide dynamic range (>250 fold) from completely “off” (zero expression) to completely “on” (transcriptional control only). We have developed orthogonal targeting sequences so we can independently control the expression multiple genes. Finally we have shown we can apply directed evolution of the trans-activator element of the riboregulator and select for expression of different levels of antibiotic resistance genes. 

Pathway engineering – Our second main goal was to use known enzymes to engineer a more carbon- and energy-efficient pathway for lipid biosynthesis essential for biofuel production. We have developed a plan to demonstrate pathway optimization by directed evolution of riboregulators controlling translation of a five-gene pathway in an E. coli strain modified to require acetate for growth. In this strain, we have deleted the genes encoding for pyruvate dehydrogenase/oxidase making it require acetate as a source for acetyl-CoA. Adding back genes encoding our four-step pathway which includes genes encoding the enzymes, enolase, PEP-carboxylase, malate dehydrogenase, malate thiokinase and malyl-CoA lyase will impart the ability to biosynthesize acetyl-CoA and will allow the strain to grow in the absence of acetate. To evaluate our progress toward pathway optimization, we will develop a full kinetic model of our engineered pathway. Toward this end we have initiated a project to express, purify and characterize the kinetics of the enzymes in our pathway. To date we have demonstrated the expression and enzyme activity of all five of the enzymes. In addition we have crystallized and solved the structure of four of the enzymes. We also hope to transfer this five-gene pathway to a phototroph as many of the same DNA constructs used in the E. coli experiments can be used directly in the cyanobacteria; we are in process of demonstrating translational control of gene expression in Synechococcus elongatus using antibiotic resistance markers and constructing a strain with required pyruvate dehydrogenase deletion. In preparation for engineering a phototroph, we have established protocols for transformation and gene expression in Synechococcus elongatus.

Future Work
Using antibiotic resistance markers, we have now demonstrated riboregulators can be used effectively for translational control of gene expression. In FY14, we will continue to develop the riboregulator concept, by carrying out the directed evolution/selection experiment in a chemostat where we anticipate tighter selection of permissive sequences to better understand the relationship between the level translational control and the relative stability of RNA helices in the trans activator/cis repressor pair. We will continue to modify the linker region of the trans-activator linker region to better understand the mechanism of differential riboregulation and targeting specificity. As recommended by the review team, we will demonstrate the effect of turning on/off a riboregulator pair at different times in the growth cycle.

We will demonstrate pathway optimization by directed evolution of riboregulators controlling translation of a five-gene pathway in an E. coli strain modified to require acetate for growth. In this strain, we have deleted the genes encoding for pyruvate dehydrogenase/oxidase making it require acetate as a source for acetyl-CoA. Adding back genes encoding our four-step pathway which includes genes encoding the enzymes, enolase, PEP-carboxylase, malate dehydrogenase, malate thiokinase and malyl-CoA lyase will impart the ability to biosynthesize acetyl-CoA and will allow the strain to grow in the absence of acetate. Each of these genes will be under translational control of orthogonal trans-activator/cis-regulator pairs. We will solve the structure of four of the enzymes. We also hope to transfer this five-gene pathway to a phototroph as many of the same DNA constructs used in the E. coli experiments can be used directly in the cyanobacteria; we are in process of demonstrating translational control of gene expression in Synechococcus elongates using antibiotic resistance markers and constructing a strain with the gene for pyruvate dehydrogenase deleted
which is necessary to test our pathway.

**Conclusion**

We will develop a family of riboregulators that can be used for translational regulation of the expression of each of the enzymes in a complete metabolic pathway, and demonstrate a strategy for the simultaneous directed evolution of riboregulators to optimize the expression of the enzymes to maximize flux through a metabolic pathway.

We will use known enzymes to engineer a more carbon- and energy-efficient pathway for lipid biosynthesis essential for biofuel production. In addition, we will use the directed evolution of riboregulators strategy developed above to optimize growth and lipid production in Synechococcus elongates, a cyanobacterium.

**Publications**


Sanbonmatsu, K. Y. Computational & Experimental Studies: Ribosomes, Riboswitches & Long non-coding RNAs. Invited presentation at Fourth Annual Summer Symposium on Cellular Dynamics of Macromolecular Complexes. (Montreal, Canada, 3-8 June 2014).


Introduction
Shale gas is an unconventional fossil energy resource that is already having a profound impact on US energy independence and is projected to last for at least 100 years. Production of methane and other hydrocarbons from low permeability shale involves hydrofracturing of rock, establishing fracture connectivity, and multiphase fluid-flow and reaction processes all of which are poorly understood. The result is inefficient extraction with many environmental concerns. These phenomena are part of a broader class of problems involving coupled fluid flow and fractures that are critical to other energy security areas such as shale oil, geothermal, carbon sequestration, and nuclear waste disposal as well as crack propagation in weapons applications. A science-based capability is required to quantify the governing mesoscale fluid-solid interactions, including microstructural control of fracture patterns and the interaction of engineered fluids with hydrocarbon flow. These interactions depend on coupled thermo-hydro-mechanical-chemical (THMC) processes over scales from microns to tens of meters. Determining the key mechanisms in subsurface THMC systems has been impeded due to the lack of sophisticated experimental methods to measure fracture aperture and connectivity, multiphase permeability, and chemical exchange capacities at the high temperature, pressure, and stresses present in the subsurface. Our goal is to use unique LANL microfluidic and triaxial core flood experiments integrated with state-of-the-art numerical simulation to reveal the fundamental dynamics of fracture-fluid interactions to transform fracking from ad hoc to safe and predictable approaches that are based on solid scientific understanding. We will develop CO$_2$ based fracturing fluids and fracturing techniques to enhance production, greatly reduce waste water, while simultaneously sequestering CO$_2$.

Benefit to National Security Missions
Significant R&D is required to increase shale gas production while reducing environmental impacts associated with aqueous hydraulic fracturing. The proposed work could shift the momentum toward greater large scale industry interest in “greener” fracturing fluids leading to greater public acceptance of fracturing. Discoveries in fluid properties, rock properties, and their integrated interactions will be required. The proposed study brings together leading scientists from C, EES, MPA and T divisions to develop and apply new experimental methods in observing rock fracturing to efficiently extract hydrocarbons in combination with novel, benchmarked models that will enhance US national and energy security. Success in the proposed work will position LANL at the forefront of shale-gas technology, creating opportunities for significant industrial partnerships, and a leadership role in DOE programs in shale gas. This work also maintains capability for test containment and leakage prediction in the unlikely case of a future US nuclear test, or the more likely case of foreign testing. If the need for resumed testing should ever arise, the capability for understanding underground transport will just as critical as it once was.

Progress
This project is in its first year. We are pursuing the following research questions using a combination of experiments and models at the pore, core and reservoir scales.

1. How do varying stress conditions, rock properties and working fluids govern fracture patterns and hydrocarbon productivity?
2. How big a problem is water in hydraulic fracturing and how much better are alternative working fluids such as scCO$_2$?
3. What mechanisms govern the decline in production? Poor fracture connectivity or fracturing closing, or slow gas release due to a) matrix diffusion, b) desorption of methane absorbed to organics? , c) flow blocking?
All project goals are on track with the overall goal being to use unique LANL experiments (e.g. microfluidics and triaxial corefloods) integrated with state-of-the-art numerical simulation (at the pore, core and reservoir scale) to reveal the fundamental dynamics of fracture-fluid interactions to transform fracking from ad hoc to safe and predictable approaches. We have submitted and are preparing to submit a publications in these areas (shown below). A few examples are below broken down by the scale at which we are studying these issues.

**Pore Scale**
Lattice Boltzmann simulations at the porescale have been investigating mass transport in the bulk rock matrix and the fractured rock.

Progress has been made to etch and seal microfluidic wafers using glass and real rock samples. We will next test these wafers with our microfluidics rig.

**Core Scale**
The triaxial coreflood has been used to conduct fracture and fluid flow experiments in shale and cement samples. Experimentalists and modelers have been working together to predict fracture propagation due to fluids and varying stress conditions.

**Reservoir Scale**
We have implemented discrete fracture networks into our reservoir scale model to simulate hydrocarbon production. We have shown that the initial stages of production are controlled by drainage of large fractures.

We have also been performing work to determine the fate of water at hydraulic fracturing sites. We have determined how much water can be taken up the the fractures and the bulk rock matrix.

Finally were are writing a perspective piece comparing CO₂ and water as fracturing fluids.

**Future Work**
Task 1: We will continue to conduct triaxial coreflood experiments to characterize fracture patterns and apertures under different stress conditions as well as using different working fluids (e.g. water and CO₂). We plan move the triaxial apparatus to either LANSCE or AET in order to measure fracture properties under in situ conditions. So far we have been measuring these parameters ex situ.

Task 2: We will continue to develop models of fracture propagation modeling work that are validated by task 1. We want models that are accurate for fractures that propagate the multiple interfaces prevalent in shale. In the next year, we are coupling a full fluid solver into the fracture propagation code.

Task 3: We will continue to conduct microfluidic experiments of sweep efficiency. We have conducted experiments with real rock etched with fracture patterns from CINT under ambient conditions. We have also conducted high pressure experiments with standard glass and silica micromodels. In the next FY, we hope to perform high pressure microfluidic experiments with real rock.

Task 4: In the next FY, we will continue to develop models that simulate mass transfer from the damage zone around fractures to the fractures. We will also enhance our lattice Boltzmann models multiphase flow capabilities and benchmark them against task 3.

Task 5: We have developed discrete fracture network modeling capability and incorporated it into our reservoir simulator. In the next FY, we will be enhancing the reservoir model to include desorption of hydrocarbon from organics, fracture-matrix interaction and the effects of multi-phase flow blocking.

Task 6: We will calibrate our reservoir simulator to production curves from our industrial collaborator Apache.

**Conclusion**
Fracking phenomena involve fluid-solid interactions embedded within coupled thermo-hydro-mechanical-chemical processes over scales from microns to tens of meters. The proposed work is part of a broader class of complex systems involving coupled fluid flow and fractures that are critical to energy security, such as shale oil, geothermal, carbon sequestration, and nuclear waste disposal, as well as, crack propagation in weapons and materials applications. Predicting and controlling fracture propagation due to fluid-solid interaction would be transformative, with significant impact beyond the hydraulic fracturing of rock.

**Publications**


Introduction
Multi-drug resistant bacteria such as Staphylococcus aureus and Mycobacterium tuberculosis are emerging at an alarming rate, yet new antibiotics are few and far between. The scarcity of new antibiotics is in part due to a lack of understanding of the mechanisms of multi-drug resistance. Antibiotic efflux is one of the most important mechanisms of bacterial multi-drug resistance. Antibiotics are pumped out of the cell by efflux pumps containing three protein components. We propose to study the highly active efflux pumps in Burkholderia pseudomallei, a high-priority bio-threat agent. X-ray crystallography and molecular dynamics simulation will be valuable for understanding how the efflux pump protein complexes are formed spanning the inner-membrane, periplasm, and outer-membrane, and how the opening-closure dynamics of the complex determines the rate of efflux of an antibiotic. Gene and protein expression studies will be essential to identify how the presence of an antibiotic turns the gene circuits on or off to regulate the expression of the active efflux pumps, thereby determining the net efflux. The same efflux pumps are also responsible for releasing small metabolites, such as quorum-sensing molecules, which act as global regulators of genes belonging to pathways critical to bacterial growth, viability, and morphology. Therefore, gene expression and pathways analyses are essential to determine how the release of these metabolites offers additional fitness to the bacterium in terms of enhanced growth and viability. Integrated modeling of structural, genetic, and cellular processes will provide valuable insight into how these processes are coupled and how this coupling imparts overall bacterial fitness under the selection pressure from antibiotics.

Benefit to National Security Missions
Countermeasure development for treating pathogen infection is central to our project, as efflux pumps are the predominant form of multi-drug efflux, and understanding gained in this project should lead to novel strategies of antibiotic therapy. Because we chose to focus on a biothreat agent (which is also of global public health concern), Burkholderia pseudomallei, this project will be of interest to the biodefense mission of DOE. The multi-scale nature of this work, coupling genetic, regulatory, and biomolecular structure/function aspects in one study will contribute to advances in basic energy science (biofuels) and basic biomedical research.

Progress
At the structural level, our efforts focused on understanding the mechanistic details of the efflux pump. The purpose of the experimental structural biology effort is to determine three-dimensional structures of efflux pumps from pathogenic bacteria. In our preliminary studies we determined the structure of the inner-membrane protein AcrB from E. coli complexed with the drug Linezolid and developed the capability to work with membrane proteins. During the current year of the project we obtained synthetic genes for 9 efflux pump proteins from the pathogen Burkholderia pseudomallei. We are now pursuing identification of conditions for optimal production of these proteins in E. coli and have found conditions for one of them.

To date, the high-resolution structure of an entire efflux pump complex has remained elusive. The purpose of theoretical structural biology effort is to fill this gap by combining data from various experimental techniques with the available crystal structure data to construct atomic-level resolution models of the full efflux pump complex and to estimate efflux rates. This year we developed a fast and consistent method for constructing all-atom tripartite efflux pump structures and used these structures to perform coarse-grained, geometric simulations of drug translocation. We showed that both small and large drugs can translocate through a vestibule accessible from the periplasm whereas only small drugs
may enter the pump through a channel from the cytoplasmic leaflet of the inner membrane.

At the genetic level, our efforts focused on modeling the dynamic response of bacteria to antibiotics via cellular regulation, including genetic regulation. Mathematical modeling at this level establishes the couplings needed for integration of structural and cellular levels. We assessed the model of efflux and bacterial survival in P. aeruginosa that was developed in the preliminary studies. We found that the essential behavior could be preserved in a coarse-grained model that retains the most important mechanisms of efflux, cell growth, and cell death. We used the model to analyze preliminary experimental data on antibiotic accumulation and cell death, and determined that additional information is required to draw conclusions about the regulatory mechanisms involved in efflux. We then extended the model to include regulated production of quorum sensing models and the subsequent switching of some cells to a more drug-resistant state (e.g. associated with biofilms).

At the cellular level, our efforts focused on establishing the relationship between efflux pumps and biofilm formation. During the current year, we tested and validated our hypothesis that efflux pumps are not merely protein complexes that transport drugs out of the bacteria, they can also facilitate the formation of bacterial biofilm, a physiological state that provides additional resistance to not only drugs but also to host immune defense. We performed several studies on nascent and mature biofilms of P. aeruginosa in the presence and absence of the drug ciprofloxacin. We measured the depth of the biofilms for different strains of P. aeruginosa with normal, lower, and elevated levels of efflux pumps using spectrophotometric and imaging techniques. We observed that the efflux pumps are expressed by P. aeruginosa at higher levels when the biofilm is better-developed, especially in the presence of a drug. Also the bacterial survival is positively correlated with both elevated levels of efflux pumps and the maturity of the biofilms. Finally, biofilms with elevated levels of efflux pumps were shown to be better able to counter host neutrophils (killers of bacteria).

The genomic analysis task examined in great detail how well the properties measured in the well-studied organism, P. aeruginosa, are expected to predict molecular mechanisms in the biothreat-related pathogen of primary interest to this project, B. pseudomallei and its near-neighbor, B. thailandensis. Full-genome alignments of the two Burkholderia species were performed, and the 100 genes of each that we determined to be of most relevance to the cellular mechanisms of antibiotic resistance were identified and related to existing data sets and literature. Several iterations of relating these genes to the coarse-grained variables from the genetic model occurred.

Future Work
During the next year we plan to optimize expression of all the efflux proteins that we have synthesized and to identify suitable detergents for efficient solubilization of the resulting proteins. This will provide the starting point for crystallization and structure determination of these challenging membrane proteins. Also at the structural level, our efforts will focus on using molecular dynamics simulations to estimate relative rates of drug translocation through the efflux pumps, as needed for the integrated mathematical framework. Additionally, we will integrate the mechanistic kinetic model of drug translocation into the existing genetic and cellular regulation integration framework. At the cellular level, we will incorporate the gene expression profiles from the rt-qPCR on Fluidigm platform for nascent and mature biofilms for different strains of P. aeruginosa into the integrated mathematical framework in a quantitative manner.

Conclusion
We will characterize three coupled processes: expulsion of antibiotics from the cell by efflux pumps, stimulation of efflux pump production by antibiotics, and efflux pump-mediated biofilm formation that shields the bacterium from antibiotics. We will combine experimental and theoretical approaches to develop the first predictive model of this system. This model will integrate these molecular, genetic, and cellular processes and will identify critical elements of each process that can inactivate drug resistance. The capability for integrated modeling of a complex adaptive molecular transport system will have broad applications in biosecurity, biofuel production, and microbial clearance of toxic material.

Publications
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Quantitative Biology: From Molecules to Cellular Function
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Introduction
Biology is continuously transforming from a qualitative science involving observations and associations to one where quantitative models are necessary for both fundamental understanding and predictive capability. These theoretical and computational models build on methods and concepts in physics, mathematics, and chemistry and are becoming increasingly influential in many areas of biology. LANL has a long tradition in theoretical biology dating back to the 1970s and more recently CNLS has helped establish an international presence in quantitative biology through the q-bio summer school and annual conference and through its continuing emphasis on applying quantitative methodology to challenging biological problems ranging from the structure and dynamics of individual macromolecules, e.g., DNA, RNA, proteins, etc., to the interacting biochemical reactions that drive cellular function. Our research will build bridges at the mesoscale between macromolecular scales and complex cellular function by taking advantage of coarse graining (averaging) over degrees of freedom at microscales that retain the impact on large scale (cellular) activity. By taking advantage of the quantitative expertise in CNLS and at LANL, we continue to emphasize opportunities with applications to infectious disease mitigation and bio-surveillance, to developing effective algal and cellulosic biofuels, and to develop fundamental understanding of cellular function over the scales from molecules to cells.

Benefit to National Security Missions
The fundamental discovery science associated with the CNLS biology effort has potential applications in energy security via algal and cellulosic biofuels modeling, in biosecurity through understanding and modeling of infectious disease epidemiology and cellular mechanisms, and in health related areas such as the ability to design effective vaccines using biological models of cellular function.

Progress
This year we made initial progress in understanding how to design a specific type of drug for HIV and studied how cells become drug resistant by transporting antibiotics out of the cell using efflux pumps. We also began studying biochemical processes for cellulose conversion to fuels.

Efflux pumps are transporters of toxics and antibiotics out of the cell. We developed a new homology modeling protocol, performed simulations using that model, and wrote up the results for an article sent to the journal PROTEINS: Structure, Function and Bioinformatics. We’ve also started developing a more efficient coarse-grained model of the efflux pumps that will be parametrized using higher-resolution molecular dynamics simulations.

Eliciting broadly neutralizing antibodies is one of the most promising vaccine strategy candidates for HIV. With collaborators we are pursuing artificial design of HIV vaccines, which would increase the chances of eliciting broadly neutralizing antibodies. Our approach is to first investigate the amino acid signatures in HIV Envelope protein sequences that are associated with higher sensitivity to known broadly neutralizing antibodies. Then, by introducing these signatures in the backbone of a natural HIV strain, we are designing artificial constructs that are expected to have higher sensitivity to broadly neutralizing antibodies. We are preparing the manuscript “Understanding the origin of co-evolutionary relationships in HIV Env -- a comparison of co-evolutionary and structural relationships” which describes our approach.

In biofuels we are investigating the energy conversion processes in photosynthesis and catalysts for cellulose conversion to sugars. We are using computer simulations to study protein design strategies to develop novel pH-regulated protein conformational switches. The hope is that these switches will accelerate the dissipation of
excess energy harvested by the photosynthetic antenna systems so as to reduce photodamage and increase biomass productivity. The primary challenge we are addressing is accelerating the slow (2-10 minutes) induction of non-photochemical quenching mechanisms that dissipate excess energy captured during high light conditions to less than one minute.

Future Work
Our innovative approach to improve cellulose hydrolysis relies on using liquid ammonia to catalyze a structural crossover between different forms of cellulose where the resultant structure enhances enzymatic hydrolysis rates by a factor of five. We will provide a theoretical rationale for the ongoing work on designer cellulases, improve current kinetic models for enzyme-cellulose interactions, and develop new predictive models based on the ongoing experimental studies. Our results will help improve the efficiency of converting cellulose to biofuels.

HIV evolves rapidly and can escape antibodies produced by the immune system. One prevention strategy is to develop a vaccination schedule that elicits broad antibody response that is effective against multiple HIV strains. By building a model of within-host dynamics that captures the emergence of strain-specific antibody response, we will investigate whether sequential vaccination or single multi-strain vaccination induces stronger and/or broader response. We will also address the evolution of drug resistance in HCV.

Cellular function is built on molecular motion at the smallest scale where full-atom molecular dynamics is an effective tool for characterizing and understanding the physics and biology of those dynamics. Full simulation of even molecular complexes is, however, far beyond current computational capabilities. Thus, one needs a scheme for saving the important degrees of freedom while averaging over other less important motions, a process known as coarse graining. We will develop effective coarse graining strategies for modeling macromolecular complexes in bacteria and introduce advances from computer science to attain more efficient simulations that will provide new insights into mesoscale cellular function.

Conclusion
We will combine experimental probes with simulation/modeling to characterize biomolecular environments that will allow evaluation of potential drug design. We will develop mesoscopic models that bridge scales in biofuel-relevant algae systems and provide a molecular level understanding and design principles for engineering more effective cellulosic biomass. We will develop multiscale models of pathogenesis in bacteria. We will use novel mathematical methods to improve rule-based methodology applied to bio-chemical reaction networks and employ them to understand and characterize specific cellular mechanisms. We will construct high-level models of infectious diseases including HIV and HCV based on systems-level understanding of immune response.
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Abstract
In 1992, a very strong earthquake of Magnitude (M) 7.3 occurred in Southern California near the town of Landers. This earthquake demonstrated a remarkable phenomenon: as seismic waves radiated from the event, other earthquakes were dynamically triggered, not only nearby but as far as 1000 km away, and elevated seismicity, termed delayed triggering or triggering event cascades, lasted for at least several months. Recent observations based on rapidly improving instrumentation show that a majority of earthquakes are dynamically triggered. That a large percentage of earthquakes are dynamically triggered provides a path towards a profound advance in seismology and earthquake hazard assessment. The traditional description of earthquakes relies on the classical plate-tectonic model of passive plates driven by mantle convection where stresses build up at locked-plate contacts that abruptly slip, leading to an earthquake caused by local stress conditions. The paradigm of dynamic earthquake triggering suggests a radical new understanding of earthquakes, implying that Earth’s elastic system is far more complex than previously imagined with substantial long-range interactions among faults. In particular, dynamic stress from seismic waves can perturb fault systems that are in a critical state and force failure earlier in time relative to an unperturbed fault. Earthquake physics and hazard must be rethought, and we are doing just that. Our work indicates that granular physics of the fault core, fault “gouge”, plays a key role in triggering. Other work by our team at the laboratory, simulation, and field scale strongly suggest that the nonlinear dynamical response of the gouge material is responsible for triggering. Because direct access to the fault is not possible, we have characterized the granular physics of triggering on laboratory scales using physical experiments and numerical simulations. We have bridged to Earth scales by comparing statistics of laboratory/simulation data with statistics of Earth observations that compare favorably, meaning our simulation and experimental work appear to capture important physics of earthquakes and slip processes in general.

Background and Research Objectives
The March 11, 2011 M9.0 Tohoku-oki Earthquake, located ~100 km off the east cost of Honshu, was the fourth largest earthquake in recorded history, rupturing a 300 km segment of the plate boundary. The earthquake was due to ongoing subduction of oceanic crust beneath Japan. The slip magnitude between the two plates was 30-40 meters resulting in abrupt uplift of the seafloor, creating a tsunami that inundated port cities in eastern Honshu. A resultant nuclear disaster continues to unfold at nuclear power plants located in Fukushima. Despite the relatively sparse population in this region, the resulting economic losses are predicted to be about 4% of Japan’s GDP. An earthquake of M8-9 in a densely populated region such as Seattle could have catastrophic effects on the US. Prior warning of increased earthquake probability during a specific time interval could significantly mitigate the potential economic disaster. It has recently been shown that a majority of earthquakes are dynamically triggered. Our unique perspective is that characterizing triggering leads to fundamentally new means of earthquake forecasting.

The Problem: Although earthquake forecasting is a highly complex, unsolved problem, significant advances may be possible in predicting time intervals of increased earthquake hazard. Institutes worldwide including the Working Group on California Earthquake Probabilities (WGCEP) currently do not include dynamic triggering in hazard estimates.

Our hypotheses are: a) Granular physics plays a key role in fault triggering in the laboratory and Earth. b) Isolating the triggering mechanism and characterizing its signatures will improve earthquake hazard analysis by determining the duration of enhanced earthquake probability from triggering. c) Triggering may be part of a more widespread crustal perturbation involving other
physical characteristics such as induced velocity changes.

Our project goals are to: a) Characterize the granular physics that we posit enables triggering, b) apply novel statistical approaches to infer increased earthquake risk owing to triggering and c) bridge laboratory scales to Earth scales.

**Scientific Approach and Accomplishments**

In order to characterize the physical conditions and time duration of triggering, our approach consists of combined laboratory, modeling and statistical analysis. A primary goal involves determining the crustal scale of seismic wave perturbation as well as the maximum time of increased hazard due to triggering, and developing tools to infer this information remotely in the laboratory, simulations and Earth. A simultaneous goal addresses the question—do large events trigger large events? Finally we must understand the physics of faulting and triggering and to do this, we have studied the fault gouge material.

State-of-the-art prediction, based on seismic hazard assessment for well-characterized faults, gives a probability that an earthquake of a given size will take place over a certain number of years. This approach was developed by the WGCEP to create the Uniform California Earthquake Rupture Forecast, version 2 (UCERF2). UCERF2 forecasts earthquake occurrence by: 1) mapping all known faults in California, 2) estimating the long-term slip rate on each fault using GPS measurements, 3) determining earthquake rates that are most consistent with the long-term slip rates on each fault, and 4) translating earthquake rates into probabilities of a given magnitude occurring in a 30 year time interval. This approach does not account for seismicity clustering in space and time (e.g., aftershocks), so earthquake probabilities do not vary with time over the 30 year interval. Currently, the WGCEP is developing UCERF3 which will include clustering of seismicity, improving treatment of uncertainty, and adding the possibility of operational earthquake forecasting where probabilities are updated as new seismic data accumulates. The methodology being developed for UCERF3 will also be used for forecasting in the earthquake-prone Pacific Northwest. Based on this approach, the ability to predict earthquakes on either an individual or a statistical basis remains remote.

Our view is fundamentally different: based on the new paradigm of long-range interactions, dynamic triggering of earthquakes is key to an advance in defining intervals of increased hazard, and statistical approaches applied to triggered events is key to providing the time intervals of increased risk. We are not claiming to predict earthquakes—we are defining a new paradigm that leads to characterizing periods of increased earthquake risk.

The most important discovery we have made is the observation of widespread crustal perturbation in Japan in response to the 2012 Magnitude 8.6 Indian Ocean Earthquake located at a distance of more than 1000 km. This event showed us that our hypothesis is correct—we observe marked changes in triggered seismicity and in crustal velocities due to the seismic wave perturbation from this event. Such an observation has never before been made outside of what is know as the aftershock region that occurs close to a seismic source. The effect was long lasting with duration of several weeks at least. Currently we are also, (i) studying in situ strain data that can be applied to see if there is associated earth crustal displacement as we predict; (ii) and beginning work on other potential triggering earthquakes such as the Great Chile earthquake (Maule) of 2010. We cannot know for certain whether or not the observation in Japan is unique in some manner until we have studied other regions. In any case, the observation of widespread perturbation in Japan suggests that such crustal perturbation may be very important and should be accounted for in tectonic modeling of how earthquakes are created, and moreover, should be considered in earthquake hazards analysis.

We have made great strides regarding the question of whether or not large earthquakes cluster globally, meaning one earthquake may trigger another. This is a highly controversial area of seismology and researchers have become intransigent in their conclusions. In short, our work shows tantalizing suggestion of clustering of large earthquakes and we have attempted to be as balanced as we possibly can in our findings; however, as the earthquake catalog of large events is so limited that the statistical confidence in this result is limited. Two papers have been published describing our analysis and another is in review.

Our supporting laboratory and numerical modeling work is highly advanced and as noted, exhibits similar scaling of earthquake magnitude as observed in the earth. We developed a new shearing experiment meant to simulate earthquakes applying what is known as ‘photoelasticity’ is highly advanced. Photoelasticity allows one to visually observe and interpret changes in the stresses on and off the model fault. Model earthquake triggering studies compare well to discrete element (DEM) numerical simulations. The second laboratory experiment we employ located at the Pennsylvania State University is opaque but has the advantage that it is three-dimensional, in contrast to the photoelastic experiment. We are also comparing the results to three-dimensional simulations using the same numerical simulation method and a number of publications have resulted. In short the model and experimental methods are being used to characterize shear along faults as well as
the effects of earthquake triggering. We statistically test whether or not the numerical simulations and experiments make sense in the context of real earthquakes, by looking at certain aspects of the laboratory and numerical simulation data that can be tested for scaling to the earth.

We have also characterized the processes that lead to instability in the fault ‘core’ or fault ‘gouge’ (the ground-up material that lies between fault blocks) induced by seismic waves. These studies include both numerical simulation and laboratory studies as well. From these studies we have characterized what the causes are for hypothesized long-lived changes in the earth that are due to seismic waves from other earthquakes. This long-lived behavior is responsible for the times of increased earthquake hazard.

We have and are working progressively more with external institutions that are intrigued by our unique vision and approach. These institutions include Pennsylvania State University, the United States Geological Survey, ETH Zurich (Switzerland), Bath University (UK), The ‘Ecole Normal’ and the Institute of Physics of the Globe in Paris (France), the University of Tokyo, Sendai University (Japan) and the University of Grenoble (France).

In summary, we have characterized the wave and material properties leading to triggering, 2) determined the statistics and duration of triggered failure versus the background seismicity at laboratory scale and in simulations, and 3) extended our results to Earth scale. Because large earthquakes pose serious risks to national energy and economic security, our work could have enormous societal impact by forecasting the imminence of these events.

**Impact on National Missions**

Large earthquakes pose serious risks to national energy and economic security through their deleterious impacts on infrastructure, a stated LANL mission area. The proposed work has an enormous societal/infrastructure impact by forecasting times of increased earthquake hazard. Triggering may also have significant import to Ground Based Nuclear Explosion Monitoring (GNEM)—clandestine events could be better hidden in regions of triggered event clustering. Our work improves understanding of seismic events as well as the exploitation, analysis, and interpretation of faint seismic signatures, and will develop new capability in this area. The work has broad application to vibration-induced failure in materials, aircraft, industrial machinery, and shaking of infrastructure from strong ground motion. The proposed work contributes to hazards analysis at LANL (CMRR). Moreover the work improves interdisciplinary capabilities at LANL by integrating efforts in seismology, geophysics, granular media, and continuum elastic-plastic deformation that are underpinning science for a diverse set of LANL priorities including MaRIE. Our efforts to scale from laboratory/simulation to Earth also provide statistical tools to understand complex dynamics in multi-scale systems.

**Publications**


Geller, D., R. Ecke, K. Dahmen, and S. Backhaus. Brittle and


Abstract
The United States relies heavily on its space infrastructure for a vast number of applications, including communication, navigation, banking, national security, and research. However, NASA predicts that between now and 2030 orbital collisions will become increasingly frequent and could reach a runaway environment. This devastating scenario, also known as the Kessler Syndrome, has the potential to eventually destroy our assets in near-Earth space and result in a debris cloud that could make space itself inaccessible. Preventing the Kessler Syndrome requires, in addition to an object removal technique, a groundbreaking new orbital dynamics framework that combines a comprehensive physics-based model of atmospheric drag with an accurate uncertainty quantification of orbital predictions. The IMPACT project (Integrated Modeling of Perturbations in Atmospheres for Conjunction Tracking) developed such an integrated system of atmospheric drag modeling, orbit propagation, and conjunction analysis with detailed uncertainty quantification to address the space debris and collision avoidance problem.

Background and Research Objectives
Currently used orbital propagators, or forecast models, are based on general perturbation theory and include periodic and secular variations due to Earth’s oblateness, gravitational resonance effects, solar radiation pressure, ocean tides, and atmospheric drag. The atmospheric drag is based on empirical neutral density models with simple parametric dependence on solar irradiance and geomagnetic indices. These empirical models are finely tuned but are evidently insufficient in describing the full density and drag variations along an orbit, resulting in large uncertainties of orbital parameters. Aerodynamic lift and torque are usually neglected as well.

Current orbital propagation methods using these empirical models give rise to position uncertainties in the range of hundreds of meters to kilometers. In particular for LEO (Low Earth Orbit) objects, satellite drag due to atmospheric friction is the major non-conservative force that can lead to significant errors. The neutral air density from 200 – 1000 km altitude can change by 80% during day and night and changes up to three orders of magnitude during high solar activity and during geomagnetic storms. Other significant periodic variations are correlated to the time of the year and the 27-day rotation of the sun and the 11-year solar sunspot cycle. In particular, strong geomagnetic storms lead to extreme, but short-lived density increases by 2-3 orders of magnitudes in just a few hours.

Space weather effects on the upper atmosphere are some of the largest contributors to density variations affecting orbital pathways. However, the basic approach to modeling these properties has changed little since the development of the first models by Jacchia in the 1960s.

Heating in the thermosphere (100 – 800 km altitude) occurs in response to several mechanisms: (1) solar radiation absorption in EUV bands, (2) Joule heating at high latitudes, (3) auroral particle precipitation at high latitudes, (4) ocean tides, planetary, and gravity waves forcing from the lower atmosphere. Joule heating and auroral particle precipitation increases especially during geomagnetic disturbances in the inner magnetosphere. The inner magnetosphere, with altitudes from 12,000 – 42,000 km (2 – 6.6 Earth radii), is the major domain for radiation belts, rings currents, geomagnetic storms and substorms and are being intensively studied by the DREAM (Dynamic Radiation Environment Assimilation Model) project – a previously funded and highly successful LDRD-DR. In reality, these processes are coupled to the upper atmosphere and we did, for the first time, develop a framework for quantitatively describing and incorporating these effects into a new atmospheric dynamics and drag model, thus closing the gap between upper atmosphere and the inner magnetosphere.
In addition to deficiencies in the orbital propagator, the associated uncertainties of space objects are inaccurately described with the first (mean) and second (covariance) moment only. However, forecasting the position and velocity of an object at a future time should be associated with a probability density function (PDF). Currently the standard methods for propagation the PDF are typically an extended Kalman filter (eKF) or unscented Kalman filter (uKF), which make use of only the first two moments, thereby limiting their ability to accurately describe the actual PDF. In addition, collision probabilities are only based on uncertainties modeled by the first two moments as well. The collision probability changes significantly by properly modeling the non-Gaussian PDF.

**Scientific Approach and Accomplishments**

**Ground-based Observations**

Satellite observations are important to both validate IMPACT predictions and provide regular inputs to IMPACT-developed techniques like Satellite Orbit Tomography (SOT) and Light Curve Inversion (see below).

LANL is using a Raven-class telescope (0.35 m aperture C14 on a Paramount ME mount) to track satellites. This observational facility is located at 2650 m altitude under dark skies about an hour from Los Alamos, NM. The upgrade of the facility under IMPACT to allow remote operations now allows systematic observations and rapid response to unanticipated events with much reduced time and effort. We typically take several nights of observation around each New Moon, weather and wildfire permitting. This provides repeated and regular observation of target satellites with good metric accuracy for orbit determination and light curves for object characterization. The objects we have been observing for IMPACT are primarily:

- Satellites with accurately known orbits, which we use to characterize the accuracy of our metric determinations. These satellites include the GPS and WAAS constellations, geodesy satellites, and satellites carrying on-board GPS receivers. These data confirmed that we are typically achieving a few arcsec metric accuracy.

- Cubesats, many of which are similar in terms of mass, volume, shape, and surface materials and hence are good test particles for looking at atmosphere-induced variation in drag. We also observe other LEO satellites that have size/shape/mass information available. Metric observations are used to compare to predicted values to validate atmospheric models.

- Objects in highly eccentric orbits that dip into the atmosphere at perigee. The atmosphere at the geographic location and altitude of the perigee pass dominates the drag perturbation over an orbit for one of these objects. Rocket bodies in GTO are numerous and particularly useful, since they tend have known physical characteristics. We produce light-curves from our observations as inputs to IMPACT-developed light curve inversion techniques. The derived shapes and spin-states of the objects in turn affect the average frontal area around the time of perigee.

We have also observed debris from satellite collisions and the Breeze-M explosion. In observed breakup debris, we are finding rotation periods up to 7 rev/s (420 rpm), a challenge for many observing systems.

A major emphasis for IMPACT was analysis of the June 22, 2013 close approach of LANL’s FORTE satellite with a non-functioning Russian Meteor satellite. This was an extraordinarily close approach – the final best estimate from the USAF Joint Space Operations Center (JSpOC) was 4.5m! We took observations both immediately before and soon after closest approach. Difficulties with clouds caused problems with analysis, but the observations placed upper bound on any possible delta V. Comparison of rotation periods confirmed that a collision had not taken place (even an extremely glancing collision with the very long FORTE antenna, for example).

Overall observations under IMPACT include over 300 different resident space objects (RSOs), including 26 GPS satellites and 76 rocket bodies.

By the end of the IMPACT project, the analysis pipeline had been working well for slower-moving objects in higher orbits, but the improvements necessary to deal with the more challenging fast-moving objects in LEO that are subject to significant drag were just beginning to be available. The observational program was just reaching the point of being able to generate large quantities of data suitable as inputs to the orbit assimilation block of the IMPACT framework (using the SOT technique) and to light curve inversion for satellite shape and spin state.

**Uncertainty Quantification**

Our goal is to compute collision probabilities that account for uncertainty at each stage of our modeling procedure. To be accurate, a collision probability must necessarily incorporate uncertainty from observations, density modeling and forecasting, drag estimation, and other sources. In order to combine uncertainty across these sources, we favor Monte Carlo-based methods.

The recent FORTE/Meteor close approach provided an opportunity to test a basic Monte Carlo strategy. First, we sampled ten GITM densities from the distribution of...
possible densities. Next, we sampled 100 satellite state vectors from the distribution induced by observations of the two satellites made before the close approach. These state vector samples were randomly paired with a sampled GITM density and the pair was propagated to close approach. At the time of close approach, we approximated the distribution of the positions with a simple Gaussian and used this to calculate the probability of collision. This method required relatively few simulations and incorporated two important sources of uncertainty. More uncertainty sources could be incorporated very easily (we calculated a best fit drag coefficient, but weren’t able to compute uncertainty at the time), although this would likely require a larger set of simulations. Figure 1 (left) shows a fit based on a similar simulated close approach.

We have also developed an importance sampling methodology for computing collision probabilities with reduced simulation costs. Importance sampling is a Monte Carlo method that draws a biased sample that is weighted to produce the correct expectations. Particularly in the case of small probabilities, this technique can be used to reduce the variance of an estimate, and therefore the number of samples required. We developed a two-stage procedure. In the first stage a raw Monte Carlo sample is drawn from all of the uncertainty sources. The results of this stage are analyzed to find regions of the original distribution that produce close approaches and the second stage samples directly from these regions. Figure 1 (right) shows the results of the methodology applied to the simulations shown in figures on the left and middle. The second stage used 100 simulations to accurately estimate the collision probability when compared with a brute force simulation.

**Physics-based Density Forecast Modeling**

A key element in improving satellite orbital predictions is the correct specification of the ionosphere-thermosphere environment, given that atmospheric density exerts significant drag over satellites. There are a number of models that can estimate the composition and density of the ionosphere-thermosphere, from empirical models to physics based models. Empirical models, such as the Mass Spectrometer and Incoherent Scatter (MSIS) model, can provide an accurate estimation of current or past ionosphere-thermosphere density, based on a number of observations. Unfortunately, these types of models do not have predictive capabilities, that is, they provide a good nowcast but are often not suitable for a forecast. The IMPACT project uses a physics-based model, which has the potential to estimate a forecast of the ionosphere-thermosphere since they include the relevant physical behavior of the system. In particular, the project uses the Global Ionosphere-Thermosphere Model (GITM), developed by Aaron Ridley at the University of Michigan, and openly available at: http://herot.engin.umich.edu/~ridley/data/GITM/ Nevertheless, the IMPACT framework is able to switch between different models for comparative studies.

GITM is a physics-based three-dimensional model that solves the full Navier-Stokes equations for density, velocity, and temperature for a number of neutral and charged components. To account for solar activity, GITM uses at the moment the F10.7 solar flux, which solar radio flux at 10.7 cm wavelength measuring the noise level generated by the Sun at the Earth’s orbit, hemispheric power index (HPI), which is derived from the 3-hour Kp, interplanetary magnetic field (IMF) data and solar wind velocity. GITM inherently allows for non-hydrostatic solutions to develop which allows for realistic dynamics in the auroral zones. As with many of the physics-based models, GITM includes a number of assumptions and physical representation of the ionosphere-thermosphere that might not be accurate and introduce errors into the estimation of the density. This severely affects the quality of a density forecast. The main parameter of interest is F10.7, used as a proxy in GITM for solar activity. Through experiments it was discovered that the F10.7 exerts a global influence upon the total density, which lead to the discovery that there is a direct linear correlation between the total density and F10.7 flux.

In order to improve the predictability of GITM, and provide a good forecast of the ionosphere-thermosphere, we implement a data assimilation system based on the ensemble Kalman filter (EnKF). The EnKF uses an ensemble of model simulations to approximate the probability distribution of the model, as well as the covariance matrix. The main advantages of the EnKF are the ease of implementation and the computational efficiency for non-linear models. In particular we use the localized ensemble transform Kalman filter (LETKF), which is a localized version of the EnKF. The LETKF assimilates by local volume centered at each grid-point variable, where the area of the local volume depends on model dynamics and assumptions of correlations between model variables. Given the local nature of the LETKF, the algorithm is highly parallel since all grid-point variables can be assimilated simultaneously.

For our particular problem, the GITM state variables and F10.7 are both estimated using the EnKF. Specifically, since F10.7 is a measured quantity, the EnKF assimilation will estimate a correction to the parameter. The correction of F10.7 is to estimate the appropriate coupling between the observed F10.7 and the model, that reduces the forecast error. For a given observed F10.7 index (PoF10.7), the model F10.7 parameter (PmF10.7) is given by

\[ PmF10.7 = PoF10.7 + \delta PF10.7 \]
Where the $\delta P_{F10.7}$ is the “correction” to the F10.7 model input parameter.

The assimilation experiments use derived total neutral density of GPS measurements from Challenging Minisatellite Payload (CHAMP). The CHAMP satellite contain very accurate accelerometers and GPS instruments, which can be used to infer drag and therefore provide an estimate of the total neutral density along the satellite track. Given that we found a direct linear correlation between the F10.7 parameter and total density, it is possible to estimate the “correction” of the F10.7 parameter for the GITM model through the assimilation of CHAMP total density observations.

Figures 2 and 3 shows the daily averaged measured F10.7 value (red line), the ensemble average of the estimated F10.7 (blue line) using data assimilation with CHAMP data, as well as the ensemble standard deviation of F10.7. All index values are valid for October 21-31 2002. The estimated F10.7 value (blue line) is oscillating in accordance with the day-night position of the CHAMP satellite, indicating that the assimilation is correcting an overestimation/underestimation, suffered by the GITM model, through the F10.7 index. The left plot shows the ensemble average neutral density estimation for October 21 2002 at 0800 hours UTC.

The assimilation results indicate that using data assimilation can reduce the forecast error of the model. Furthermore, the model bias can be corrected through the calibration of key model parameters through data assimilation. We are currently seeking further funding opportunities, which include NASA, DOE, and LDRD, to continue the work on enhancing the predictability of the ionosphere-thermosphere. The future research directions include exploring other key parameters that influence other fields and properties of the model, such as temperature, composition, etc., for calibration in the data assimilation. Initial condition and boundary conditions are also a concern for the model simulation, and will be addressed in the assimilation scheme as well.

**Drag Coefficient Modeling**

We have developed closed-form solutions for simple convex geometries such as a sphere and flat plate for use with the Cercignani-Lampis-Lord (CLL) Gas Surface Interaction (GSI) model. Closed-form solutions were developed by fitting analytic expressions (modified from the original Schaal and Chambre solutions) to Direct Simulation Monte Carlo (DSMC) simulations using NASA’s DSMC Analysis Code (DAC) that were sampled from the global parameter space using Latin Hypercube sampling. These CLL closed-form drag coefficient solutions fit the DAC drag coefficient simulations within ~0.5% over the global parameter space (e.g. the maximum error in the modified closed-form solutions was ~0.5%).

More recently, we developed a response surface model (RSM) technique for drag coefficient modeling. The method was validated for a sphere and then extended to the more realistic cases of the GRACE satellite, the CHAMP satellite, and the International Space Station (ISS). Comparison of the original TPMC training simulations and the RSM predictions show errors of ~0.25% for the sphere and ~0.7% for GRACE, ~0.7% for CHAMP, and ~1.0% for the ISS. We compared in Langmuir, Temkin, and Freundlich adsorption models and showed that the Temkin and Freundlich models match fitted drag coefficients better at both low and high altitudes. Furthermore, both adsorption models alleviate some of the physical deficiencies present in the Langmuir model, such as constant adsorption energy and monolayer adsorption.

The RSM models for CHAMP and GRACE have been validated by comparison of propagated positions using the RSM drag coefficients with GPS positions. The RSM drag coefficient model for GRACE was found to perform the best when compared with other literature models. Furthermore, the drag coefficient has been applied in an attempt to determine which atmospheric model closest represents reality by comparing GRACE and CHAMP propagated positions with GPS positions. The results for GRACE propagated through several different atmospheric models are shown in Figure 4.

The results show that data assimilation with GITM most closely represents the true state of the atmosphere during this time period (assuming the accuracy of the RSM). The High Accuracy Satellite Drag Model (HASDM) has the second smallest amount of error after 96 hours, followed by GITM without any data assimilation, and finally the Mass Spectrometer Incoherent Scatter (MSIS) model. The results of Figure 4 show that physics-based modeling of the atmosphere, in conjunction with accurate satellite drag coefficients, best reproduces the true trajectory of a satellite (GRACE for this case).

Finally, extensive sensitivity analyses have been performed to determine the most important drag physics that affect the uncertainties in satellite trajectories. Satellites were propagated at starting altitudes of 300 km and 600 km and the differences between specific drag physics cases were compared by computing the absolute magnitude of the position difference after 24 hours (see Figure 5).

Figure 5 shows that the largest source of uncertainty at 300 km altitude is due to zero shape knowledge (e.g. an arbitrarily shaped piece of space debris). This a realistic case
Accurate tracking of Resident Space Objects (RSOs) requires improved knowledge of the non-conservative forces acting on the RSOs. These forces are strongly dependent on the shape, surface properties, and rotational states of the RSOs, which are not known in general. However, light curve or non-resolved imaging data is sensitive to these properties and is readily available with optical measurements. Therefore, near a real-time framework SSA frame should use light curve measurements to both improve non-conservative forces model and to also provide features. These features can be used in high-level reasoning approaches to perform feature-aided tracking, classification, anomaly detection, and determination of intent. As part of IMPACT we have developed light curve inversion techniques that estimate characteristics such as shape, attitude, spin state, surface properties, and mass. In particular, along with improve atmospheric models we have used light curve measurements to estimate Cd parameter as a function of orientation.

**Atmospheric Density Reconstruction**

The ground-based tracking observations are used to estimate the orbital state and drag ballistic coefficient of a number of satellites. By analyzing the change in the satellites’ orbits over time, one can estimate the atmospheric neutral density, in the form of corrections to an assumed density model. This approach is often called a Dynamic Calibration of the Atmosphere (DCA) in the literature. This “nowcast” density estimate can then be fed into the data assimilation described above to provide better physics-based density forecasts.

We have developed a new DCA method called Satellite Orbit Tomography (SOT), which was originally inspired by X-ray computed tomography. Compared to the methods currently in operational use by the US Air Force (USAF), the SOT allows an estimate of equivalent accuracy (10%) to be made with a sparse data set of as few as 40 objects, observed nightly from the same site. In contrast, the density estimation used by USAF, relies on a subset of thousands of objects tracked by the Space Fence from multiple sites around the world. Here, rather than using the decay in X-ray intensity, we use the decay in orbital specific mechanical energy (ξ). The method is outlined as follows:

- Identify a set of target satellites for tracking, nominally those that are inactive (e.g. debris, rocket bodies). Track each target over a span of time (>days) to build up estimates of the position, velocity, and drag ballistic coefficient (β). In the simulations considered to date, we have used a Constrained Admissible Region Multiple Hypothesis Filter (CAR-MHF) to estimate these states based on measured angles and angle-rates.

- Remove bias in the estimated β introduced by global errors in the assumed density model used in the CAR-MHF. This is done by including at least some tracking targets that have fairly well-modeled β, and comparing their modeled β with that estimated by the CAR-MHF. This approach also leverages the drag coefficient modeling described above: given the published information on a satellite’s shape and mass, we are able to sufficiently model β.

- Using a given satellite’s estimated position and velocity at one time (t1), and then again at a later time (t2), calculate the decay in ξ using the osculating orbit states at those times. The time span Δt = t2 - t1 should be long enough to observe the decay signal above the measurement noise, yet short enough to recover some time-resolved information in the density model. Our simulations have used Δt of 48 hours, but a lower limit of 24 hours is feasible given the expected accuracy of our ground-based tracking system and the likely revisit rate (~1 to 2 passes per night) for our mostly LEO targets.

- Using the measured decay in ξ from the set of targets, solve for a spatially-resolved scalar correction (s) to the assumed density model. The correction factor s is defined in a grid; we have used grids spanning 300 to 500 km altitude, with 100 km altitude spacing and 20 deg spacing in latitude and longitude. In general, the problem is underdetermined (there are more grid elements than target satellites) and ill-posed (most satellites do not pass through each grid element). Thus, we use Tikhonov regularization to stabilize the solution, with a spatial smoothness constraint on the solved-for s field.

Our most recent simulations use actual resident space objects from the publically available catalog, and assume a
single ground site at Fenton Hill, NM. Using only 40 targets and having suitable visibilities from this single ground site, we are able to reconstruct the time-averaged, yet spatially resolved, density field over 48 hours to within approximately 10%. These results also assume reasonable orbit estimation errors, and that each satellite’s assumed ballistic coefficient \( \beta \) will have zero-mean error with 1-\( \sigma \) standard deviation of 10%. The satellite orbit tomography approach has some practical advantages over typical weighted least-squares approaches, such as allowing easy density model specification i.e. not requiring Jacobian matrices that describe the sensitivity of the density model dynamics to the states.

**Impact on National Missions**

Space Situational Awareness (SSA) is one of the core missions of Los Alamos as outlined in the Strategic Investment Plan. SSA is essential to ensuring stability in space and sustainability of our space activities and we will directly address this particular need with rigorous science and innovative technology. Our results have evolved SSA from today’s forensic operational mode to a predictive mode and transform it so that we receive advanced warnings of possible collisions instead of being forced to investigate the cause in the aftermath (see Iridium-Cosmos collision). Specifically, our project advanced the ability to monitor and track space objects by creating a new atmospheric drag model. The framework developed by this projects, allows to provide accurate collision probabilities for avoidance maneuvers and gives the ability to track space objects during geomagnetic storms as well as better satellite lifetime and reentry estimates. Our project has lead to a highly visible joint endeavor across several divisions and broadened our SSA portfolio. It has lead to new collaborations and built a new space flight dynamics research community at Los Alamos National Lab that is at the forefront of the field.

Figure 1. (left) Gaussian approximations to Monte Carlo samples for a simulated example. (middle) Mixture of Gaussian approximation to Monte Carlo sample from a simulated example. (right) The yellow and green points show 100 importance sampled points using the two-stage procedure. This small sample produced a very accurate estimate of the probability when compared to a brute force simulation of 9,000,000 pairs.

Figure 2. Example of data assimilation: (left) CHAMP observations over a 30 minute assimilation window; (right) assimilated state after combining CHAMP observations with GITM forecast.

Figure 3. Left plot: daily averaged measured F10.7 (red line), ensemble average F10.7 from the assimilation of CHAMP neutral density observations (blue line) and ensemble standard deviation for F10.7 (blue dashed line). The oscillations in the estimated F10.7 seem to follow the day-night change seen by the CHAMP satellite. Right plot: ensemble average density field for October 21 2002 at 0800 hours UTC.

Figure 4. GRACE’s orbit propagated through four different atmospheric models (MSIS, HASDM, Control GITM, and Assimilated GITM0 compared with GPS data to compute position error over 96 hours. The propagation is performed starting 00:00:00 UTC on Aug. 28, 2009.
Table 1: Source of Potential Error, Comparison, Error at 300 km, Error at 600 km

<table>
<thead>
<tr>
<th>Source of Potential Error</th>
<th>Comparison</th>
<th>Error at 300 km</th>
<th>Error at 600 km</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atmospheric Model</td>
<td>MSIS vs. GITM</td>
<td>4.3 km</td>
<td>40 m</td>
</tr>
<tr>
<td>Solar Conditions</td>
<td>10 sfu difference</td>
<td>3.2 km</td>
<td>97 m</td>
</tr>
<tr>
<td>Geomagnetic Conditions</td>
<td>Nominal vs. Stormy</td>
<td>16.4 km</td>
<td>235 m</td>
</tr>
<tr>
<td>Zero Shape Knowledge</td>
<td>Sphere vs. GRACE</td>
<td>23.6 km</td>
<td>143 m</td>
</tr>
<tr>
<td>Partial Shape Knowledge</td>
<td>Sphere vs. Cube</td>
<td>3.6 km</td>
<td>55 m</td>
</tr>
<tr>
<td>Accommodation Coefficient</td>
<td>Zero vs. Ads. Model</td>
<td>20.5 km</td>
<td>20 m</td>
</tr>
<tr>
<td>Accommodation Coefficient</td>
<td>Unity vs. Ads. Model</td>
<td>510 m</td>
<td>73 m</td>
</tr>
</tbody>
</table>

Figure 5. Satellite trajectory sensitivities to important drag physics at 300 km and 600 km over a propagation time period of 24 hours. Satellites use $\lambda = 0.001$ and a spherical geometry unless otherwise stated.
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Abstract
The project focused on improving capability to model response of permafrost to a warming climate. A highly parallel terrestrial Arctic modeling tool, the Arctic Terrestrial Simulator (ATS), was developed to simulate thermal, hydrological, and carbon cycle processes relevant to the Arctic tundra. The ATS integrates new models of freezing soil thermal hydrology and surface water dynamics with existing models of snow and surface energy balance, snow distribution, and organic matter decomposition, all in an extensible and flexibly configured framework. A novel multiphysics management framework called Arcos was developed to manage the couplings among the multiple process models. Arcos has significant potential to help manage complexity in next generation land surface and watershed models, and is currently being evaluated by multiple externally funded programs. ATS models of the Barrow Environmental Observatory were calibrated to borehole temperature data and used to project the response of Arctic tundra to warming climate. Results suggest significant expansion of the summer thaw layer by 2100, thus making previously frozen carbon available for decomposition and potential release to the atmosphere. Results also suggest that uncertainties in soil properties result in significant uncertainties in projected permafrost response. The same multi-physics realization used to simulate the Arctic can be used for a number of problems of national security interest.

Background and Research Objectives
The Arctic region has been a global carbon sink for thousands of years and currently contains about half the global belowground organic carbon [1]. The Arctic is now warming faster than the rest of the Earth (e.g. [2,3]) but the scientific community cannot say how much Arctic carbon will thaw, decompose into greenhouse gases (GHG), and be released to the atmosphere or how fast it will happen because current modeling tools do not adequately address the complex interactions among thermal, mechanical and hydrologic permafrost processes that control GHG production and sequestration in a thawing and topographically complex landscape. In particular, current projections of permafrost thaw and carbon release use simplified representations of the thermal hydrology of freezing/thawing soil, do not explicitly model overland flow or lateral subsurface flow, and neglect the effects of topography on surface energy balance and hydrology. The overarching goal of this project was to provide reliable quantitative projections of permafrost response to a changing climate including the effects of microtopography and topographic reorganization on hydrologic response and GHG release. The project focused on critical new modeling capabilities and improved projections of soil moisture and temperature, which control GHG release from thawing soil, taking into account submeter-to-meter scale variations in topography.

Scientific Approach and Accomplishments
The Arctic Terrestrial Simulator (ATS) was developed to provide the required terrestrial Arctic process modeling capability. ATS leverages and greatly extends the existing LANL-developed highly parallel Amanzi code [4]. Amanzi provides a number of important features for the ATS, including a very general parallel unstructured mesh capability, advanced discretization toolsets for these meshes, and parallel output for modern visualization tools. Thermal, hydrological, geochemical, and vegetation processes relevant to the Arctic tundra models were developed and implemented in ATS. To manage the significant complexity associated with those coupled processes, a novel multiphysics management framework called Arcos [5] was developed (Figure 1). Arcos is based on a Multiprocessor Coordinator (MPC)/Process Kernel (PK) architecture, within which a model for each individual ecohydrological process is implemented in a PK and MPCs are used to manage coupling among the PKs in a hierarchical framework. A second key feature of the Arcos framework is a directed acyclic graph that is formed at runtime to manage intermediate variables that control GHG production and sequestration in a thawing and topographically complex landscape.
that are shared among multiple PKs. The Arcos framework has significant potential beyond Arctic simulations, and is now being evaluated for land surface and ecohydrological simulations in externally funded programs focused on tropical, temperate, and Arctic regions.

A new constitutive model [6] for water partitioning between ice and liquid phases in unsaturated frozen soils was developed and successfully compared to existing laboratory data. The new constitutive model forms the basis of a new thermal hydrology model [7] for freezing/thawing soil, a key component in our permafrost modeling capability. That model was successfully compared to existing data from laboratory experiments. Simulations of phase-change in freezing/thawing soil are numerically difficult because of significant nonlinearities in the constitutive models. Convergence and time step size were significantly improved by a new algorithm for initializing the iterative process at each time step.

The freezing soil model was combined with a snow and surface energy balance model and a new and computationally tractable model for overland flow and heat transfer with freezing of ponded water. That combination of processes resulted in a fully coupled permafrost thermal hydrology model. That model was successfully calibrated and compared to borehole temperature data (Figure 2).

Simulations to predict the future evolution of Arctic lowland tundra require high-resolution terrain-following computational grids. A computational workflow for generating such grids using available high-resolution digital elevation maps was developed and successfully demonstrated using data from the Barrow Environmental Observatory (BEO). The workflow includes an efficient multistep procedure for initializing and spinning up the simulations. A three-dimensional example showing the coupled thermal hydrological system after spinning up is shown in Figure 3.

Earth system model projections of future climate were used to drive projections of permafrost dynamics at the BEO. Preliminary results (Figure 4) suggest that the active layer, the upper part of the soil that thaws annually, will be significantly deeper by 2100, making more carbon available for decomposition and potential release. In addition, the soil is projected to be significantly drier. Low- and flat-centered polygons are projected to be wetter than high-centered polygons. Testing of that hypothesis will require the capability to represent dynamic topography. Significant progress was made on implementing the computational infrastructure required for representing dynamic topography, including a tractable algorithm for representing the effect and dynamic mesh infrastructure. However, additional work is required to further refine the dynamic topography capability of ATS. That work is underway in an externally funded program.

Projections of future permafrost dynamics have significant uncertainty. Although uncertainty associated with the climate drivers have been addressed previously, the uncertainty associated with difficult-to-characterize soil properties had not been previously addressed. We used a calibration-constrained uncertainty analysis to produce 1000 samples of soil property combinations that are all consistent with exist calibration targets from field campaigns. Those soil property combinations were then used in forward projections driven by Earth system model runs. Results (Figure 5) indicate significant uncertainty in projected active layer thickness even for a specified future climate. A global sensitivity analysis for permafrost thawing simulations was conducted to help understand the relative importance of several physical parameters in controlling depth to permafrost [8]. The thermal conductivity, porosity and vegetation characteristics were determined to be the three most important factors contributing to the active layer depth.

Characterization of permafrost-dominated landscapes is crucial for understanding and predicting the spatial and temporal distribution of climate change related impacts and feedbacks in the Arctic. We developed and evaluated an automated approach to identify and characterize Arctic ice-wedge polygonal tundra landscape components, such as troughs, ponds, river- and lake-like objects, which constitute drainage networks, using high spatial resolution satellite imagery [9]. Identification and characterization of drainage network components is important for tracking Arctic tundra terrain evolution as well as for estimating water, heat and carbon fluxes for use in climate models.

**Impact on National Missions**

The project addressed a significant gap in the scientific community’s capability to understand and predict impacts of climate change by providing a high latitude high-performance Arctic landscape modeling capability to complement existing ocean, sea ice, ice sheet and atmosphere models. In addition, the Arcos framework developed as part of this project provides new capability to manage complexity in land surface and ecohydrological models, which is expected to lead to better representations of watershed response to changing climate.
Figure 1. The Arcos process model management framework was developed to manage the significant complexity associated with process rich models of permafrost response to changing climate. Arcos uses a process kernel (PK) and multiprocess coordinator (MPC) architecture to couple various land surface and near-surface process representations in a dynamically configured simulation. It is based on a process tree (left) to hierarchically organize the various process models and a directed acyclic graph (right) to manage intermediate variables that are shared among the various process models. The example process tree on the left is for a coupled surface/subsurface thermal hydrology simulation, while the directed acyclic graph on the right is for a subsurface only freezing soil simulation.

Figure 2. Thermal hydrology coupling surface and subsurface processes were successfully calibrated to borehole temperature data from the Barrow Environmental Observatory. Shown in each panel are temperatures at 40 cm depth for the year 2013 based on an uncalibrated model, a calibrated subsurface only model, a calibrated surface/subsurface model, and borehole measurements. The three panels are for different positions in a typical ice wedge polygon.

Figure 3. The ATS has been used in first-of-a-kind three-dimensional coupled surface/subsurface simulations of thermal hydrology in polygonal tundra. Shown are soil temperature and snow depth for a single ice wedge polygon at the Barrow Environmental Observatory. Ice wedge polygons are the basic geomorphic unit in polygonal tundra.

Figure 4. Existing Earth System Model (ESM) projections of future climate near Barrow Alaska were used to drive two-dimensional models of permafrost thermal hydrology. Shown are calculated ice saturation in cross-section across a low-center ice wedge polygon in 2011 and at three dates in year 2093. Snow height (black curve) and ponded water height (turquoise curve) above the topography are also shown. These simulations suggest that the active layer thickness, the thickness of the soil that thaws annually, will increase from about 30 cm in 2011 to 90 cm in 2093. These simulations were driven by ESM model outputs that assume a "business as usual" scenario for anthropogenic releases of greenhouse gases.
Parameter estimation using borehole temperature data was used to obtain soil thermal hydrology parameters applicable at the field scale. However, the estimated parameters are not without uncertainty, which results in significant uncertainty in projected active layer thickness. Shown are histograms of active layer thickness in year 2006 (labeled as Year 1) and 2100 (labeled as Year 95) at the Barrow Environmental Observatory based on 1000 realizations of soil parameters. The 1000 soil parameter combinations were obtained from a null space Monte Carlo algorithm, which generates samples that are each consistent with the calibration data. The active layer is projected to be significantly deeper by 2100, which will expose frozen carbon for microbial decomposition and potential release to the atmosphere. However, the projections are uncertain even for a specified future climate because of the uncertainty in soil parameters.

References

Publications
Frampton, A., S. L. Painter, and G. Destouni. Effects of hydrological inputs on the dynamics of permafrost system formation and degradation. Presented at European Geophysical Union General Assembly 2012. (Vienna, Austria, April 7-12, 2012).


Abstract
The Institute of Geophysics, Planetary Physics and Signatures sponsored 45 separate studies, which were the result of annual, competitive proposal solicitations. 110 scientific publications were produced. We include a sampling of the studies, as follows: (1) Astrophysics: supernova element production, star collapse and black hole formation, and HAWC gamma-ray experiments; (2) Space: A citizen-science aurora-borealis website, Terrestrial ring current, Saturn’s magnetosphere, and Astroseismology; (3) Science of Signatures: Scientific applications for CubeSats; (4) Climate: Ice ridge parameterization for sea-ice modeling, Laboratory ice experiments to enhance glacier models, wintertime warming effects on Arctic vegetation, paleoclimate analysis to delineate anthropogenic and natural climate change, and Real-time Arctic methane isotope field observations for source attribution; and (4) Geophysics: Unified crustal models, Improved seismic analysis, Slip-induced earthquakes, Volcanic eruption modeling, and 3-D fracking modeling.

Background and Research Objectives
IGPPS plays an important role within the major LANL scientific sectors of: geoscience, global climate, planetary science, and astrophysics. The institute spawns new scientific directions, bringing additional talent and breadth to the laboratory (in the form of academic visitors, students, postdocs, and staff employees), and in establishing connectivity and productive collaborations between LANL and academic scientists. IGPPS serves as both a recruitment and retention tool, providing Los Alamos researchers with professional growth opportunities to expand technical capabilities into new areas of personal interest, simultaneously aligned with DOE and Laboratory institutional technical objectives. These are important contributions to LANL’s scientific leadership and sustainability as a world-class scientific establishment and national security laboratory.

Scientific Approach and Accomplishments
We highlight some of the 45 separate research studies that often involved collaborations with 20 Universities. University graduate students spent approximately 2 contact-years at Los Alamos, side-by-side with LANL researchers. Senior faculty principal investigators spent in excess of 144 contact-days at the Lab. We direct you to the publication list to learn more about IGPPS sponsored studies.

Astrophysics
Big Bang nucleosynthesis has been an amazing success story, seeking to correctly predict the relative abundance of the elements produced by the cosmic big bang (H, He, Li) even though the relative abundances span 6 orders of magnitude. Although the Li-7 abundance differs from predictions by a factor of ~ 3, the Li-6 is more of a mystery because it disagrees with supercomputer models by a factor of almost 1000. A project with UCSD uses supercomputing to include, for the first time, additional, previously omitted nuclear reactions.

Supernova explosions are another area where knowledge mostly relies on supercomputing. Within supernova physics, neutrino transport is the dominant process, affecting all stages of the implosion of the core and explosion of outer shells. Our collaboration with Cal Tech advances that state of the art by including subtle neutrino effects in the shocks that slow down the collapse, the convection region, and shock bounce. We discovered that subtle changes in cooling significantly changed the heating and cooling balance resulting in large variations in explosion time scales.

For several decades after Los Alamos discovered gamma-rays bursts, there was dearth of data. New satellites such as the Swift satellite (which Los Alamos helped design and build) have collected detailed data for about 1000 bursts. A project with Ohio University models the jets of ejected material when a massive spinning star collapses.
into a black hole, producing a gamma-ray burst. The models are compared to gamma-ray, x-ray, optical, and radio observations to determine the initial conditions in the jet, thus defining aspects of the black hole collapse.

Sting from Milagro, a LANL-designed water-based detector experiment, The High Altitude Water Cherenkov Observatory (HAWC) consists of 300 water tanks in the Mexican mountains. Incoming cosmic rays and extremely high-energy photons produce showers of secondary particles from which HAWC can determine the original direction, thus mapping the sky (Figure 1). Research with the University of Wisconsin provides crucial calibrations of the background. Correcting for the background is key to studying the surprising result that cosmic ray emissions are not uniformly distributed across the sky; there is a large-scale directional variability with hot spots. An explanation for the discovered “anisotropy” is yet to be found.

There has been a long-term debate whether magnetic fields or turbulence dominate the time scale for interstellar clouds to collapse producing stars. With Florida State, we include both effects in supercomputer models of cloud collapse. The magnetic fields can slow collapse through slowing diffusion. Turbulence provides kinetic support that reduces the fraction of mass available for collapse. The combined model should reproduce the observed energy balance in star forming regions.

The discovery of ~ 2000 planets around stars is one of the hottest topics in astrophysics. A big surprise is the presence of Jupiter-sized gas planets orbiting stars in only a few days. How could these “hot Jupiters” form and survive so close to a star? A project with UC Santa Cruz uses a large hydrodynamics code to study how planets form further away from the star (like our Jupiter) and subsequently migrate closer to the star.

**Space**

In partnership with the New Mexico Consortium, Los Alamos developed a citizen science website, http://www.aurorasaurus.org to filter Twitter Tweets for real-time tracking of aurora sightings. End users benefit from pin-point forecasts of space weather activity, essentially mapping the auroral oval in real time. Increasing public appreciation and literacy of a scientific phenomenon while generating scientifically valuable data is an added benefit. NSF provided $1 million of follow-on work to the New Mexico Consortium/Los Alamos collaborators.

Accurate specification of the magnetic field surrounding the Earth provides powerful constraints on theories of magnetic storms and substorms and allows us to better predict the hazardous satellite-damaging radiation belt particle populations in space. One collaborative project with UCLA melds a novel modeling approach together with NASA spacecraft particle measurements to derive robust, validated magnetic field models for a variety of magnetospheric disturbance levels.

One effort developed the first integrated ionospheric/magnetospheric model for ring currents (electric current flowing toroidally around the Earth). Changes in current are responsible for geomagnetic storms that can severely affect technological systems, possibly causing permanent damage to telecommunication and navigation satellites, cables, or power grids. In particular, ring current models were combined with other first principle codes to understand the importance of ionospheric oxygen and the solar wind in the inner magnetosphere. This can be used to exploit data from the Van Allen Probe satellite currently investigating the magnetosphere.

A groundbreaking discovery of NASA’s Cassini mission to Saturn was the existence of a water-vapor plume on Saturn’s moon, Enceladus. It is believed that underground oceans on Enceladus feed the plume, which then ejects water vapor into space. Such plumes, under study with UCLA, are primary sources of water ions in Saturn’s magnetosphere. Understanding space-time variations of the source rate is critical for predicting overall dynamics and circulation of Saturn’s magnetosphere.

Using Los Alamos instrumentation on Stereo, Wind, ACE, and the Venus Express satellites, with UCLA, we studied the interaction between the solar wind and dust. Dust accelerated by the solar wind can reach speeds that are a danger to robotic and manned missions. It was determined that the interplanetary field was coupled to enhancements of dust.

**Signatures**

IGPPS conducted a summer cubesat workshop with technical staff members and program management. The goals included identification of national security mission interests, reviewing appropriate mission payloads, and determining payload requirements. IGPPS funded twelve concepts for further development (in progress).

The science of signatures focus area funded limited studies in three areas: (1) understanding current technologies and their limitations for sensing and detecting hydrazine to develop new strategies and materials for understanding potential signatures; (2) the initial development of the automated extraction and representation of uncertain numerical values from text with the goal of developing a two-stage lexical and syntactic parser for linguistic hedge terms called approximators for signature discovery in
unstructured text; and (3) examined a number of ideas regarding the implementation of firing point standardized diagnostics for a standardized recording system concept to provide consistent and persistent signature data from LANL firing point tests.

Climate

With the University of Colorado, remote UAV observations from NASA’s CASIE campaign in the Fram Strait were used to characterize sea-ice surface roughness, deformed ice-fragments and pond-area generated by “real-world” sea ice mechanics. Analysis identified two key parameters controlling sea ice ridging and its thickness distribution for optimization in CICE, LANL’s sea ice model. Comparisons with Fram Strait CASIE data indicate that one can meaningfully constrain the parameters. This research directly improves CICE simulations of sea ice thickness distributions, reducing uncertainty in predicting Arctic sea ice evolution.

Ice-sheet, surface melt water creates moulins or pours into crevasses, lubricating the ice-sheet bed causing basal sliding. CryoHydrologic warming occurs when melt water refreezes within englacial systems which is faster than surface heat conduction. Does ice melt and flows change on decadal time scales? Preliminary LANL Community Ice Sheet Model (CISM) simulations indicated that liquid water can persist in 1m wide crevasses for ~ 5-20 years, depending on initial ice temperature and crevasse spacing. Micro-scale laboratory ice experimental results with University of Colorado collaborators were used to derive analytical parameterization to determine the critical discharge value, above which internal heat generation with an englacial conduit in cold ice can lead to conduit growth. This new treatment is improving “enthalpy-based” treatment of ice sheet ablation zones in CISM.

Arctic plants require snow cover for protection making them vulnerable to early warming. LANL built a long term monitoring site with Norwegian collaborators at the Abisko, Sweden, field station, which is becoming an established LANL-Norway site for long-term data collection and research. LANL instrumentation was deployed to monitor plant abundance, stomatal conductance, water transport, soil sampling, and leaf photosynthetic activity. Controlled plots were established to examine the effects of early snowmelt on vegetation. Preliminary results indicate that the timing of snowmelt has a large impact on the ecosystem.

Global warming is often attributed to the burning of fossil fuels, but the division between natural and anthropogenic components remains uncertain. Most predictions rely on computer-based simulations that are based on fundamental physical, chemical and biological processes. IGPPS sponsored research in collaboration with Texas A&M uses semi-empirical statistical models to correlate known anthropogenic forcing by greenhouse gases and aerosols, solar variations, and natural oceanic and atmospheric variability with observed global warming. The observed annual, mean global temperature time series is better captured when the “Atlantic Multidecadal Oscillation, AMO” (cyclic sea-surface temperature variations), is included. We can account for 92% of the observed annual mean global temperature variance by including anthropogenic greenhouse gases and aerosols data, and AMO as predictors. Similar analyses of the Arctic and the southwestern US reveal that inclusion of the AMO better describes regional warming.

LANL with Harvard developed ICOS (off-axis Integrated-Cavity-Output-Spectroscopy), a fast and sensitive methane isotope sensor. ICOS detects mass differences between “isotopically” lighter and heavier methane molecules, 12CH4 versus 13CH4. Biogenic sources (e.g. vegetative) are associated with lighter molecules while heavier methane is associated with fossil fuels (e.g. gas or oil). ICOS was integrated into the FOCAL, Flux Observations of Carbon from an Airborne Laboratory, platform (Figure 3) and deployed to Alaska. Airborne Arctic measurements clearly differentiated between releases from local biogenic sources (tundra) and fossil-energy-related long-range plumes, emanating from Prudhoe Bay oil and gas facilities. These first regional-scale, methane flux attribution results will be presented at the December 2014, American Geophysical Union conference.

Geoscience

An increasingly important national security challenge is to accurately locate (few km or better) small “tremors” in remote parts of the globe. Are they natural earthquakes, mine blasts, or clandestine nuclear tests? In order to better understand earthquakes, IGPPS sponsored development of unique approaches for simultaneous inversion of disparate data sets (including gravity and seismic) to make unified crustal models of Euroasia and the western U. S. To improve location, discrimination, and yield estimates of small explosions we also used new measurement and imaging methods to map attenuation of the complex surface shear-waves in China and North Korea (Figure 3).

To understand how shaking on a fault can trigger catastrophic slip on adjacent faults, we conducted laboratory studies to quantify the time-dependent strengthening and dynamic stress drop across a modeled fault under increasing normal stress and contrasting hydrologic conditions. Stress drop increases with stick-slip recurrence time. We suggest that physio-chemical processes, acting at grain junctions and influenced by fluid pressure during shear, control aseismic creep and thus influence nucleation
and propagation of earthquakes. Our research provides evidence that earthquakes can be triggered when applied sound-wave amplitudes in adjacent crustal blocks exceed a threshold strain (Johnson et al., 2013). This work contributes to on-going DOE- and LDRD-supported research on acoustical properties of materials.

While large volcanic eruptions can neither be predicted nor controlled, a better understanding of eruption dynamics may help mitigate their hazards. Through numerical modeling we determined that the primary control on whether an erupted gas and ash column ascends in a buoyant plume or collapses into pyroclastic, ground-hugging flows is the shape of the vent. An increasing vent angle increases jet diameter and decreases jet velocity, affecting the transition to pyroclastic flows. Production of shock waves is dependent on vent shape and on the magnitude of decompression. Vent pressure controls crater formation as well as entrainment and distribution of rock material from conduit walls. In addition, other factors such as inelastic deformation and erosion of conduit walls, density and size of entrained particles (Figure 4), and evolution of vent shape through erosion are critical. Particulate size has a large effect on shock structures and eddy formation in the near-vent region of overpressured eruption columns. Real-time monitoring of in-progress eruptions may help guide mitigation strategies.

Advanced numerical modeling permits the evaluation of large-scale fluid-flow processes that cannot be investigated in the field or laboratory. Existing codes, (FEHM, PFLOTRAN) were upgrade by including new 3-D phenomenology, specifically by incorporating newly developed Discrete Fracture Network capabilities in PFLOTRAN implementations, the effect of reactive transport of aqueous fluids and of methane in a variety of engineered and natural systems, such as hillside drainage, fracking, and acid rock drainage. This work significantly expands the numerical tools available to researchers studying a variety of natural and engineered systems and provides major increases in realism of the models. The robust participation of students and outside collaborators in this work has brought new expertise regarding fluid flow and fracturing to the Laboratory and spawned new LDRD funding.

Energy security, involving discovering and characterizing new resources as well as mitigating adverse effects related to exploitation are of paramount national security concern. Using new conceptual models based on field exploration, we developed numerical models to better predict where geothermal systems are to be expected, how large they are, and the total enthalpy (energy) of the systems. The same models apply to better predicting the effects of fluid injection (e.g., waste-water injection; “fracking”) to induced seismicity. This work has directly led to new proposals submitted to DOE Geothermal.

Impact on National Missions

The research significantly improves our understanding of classes of earthquakes, volcanic dynamics, and fracking to allow society to mitigate catastrophic phenomena. This contributes to higher fidelity prediction of onset of some natural geophysical events to determine evacuation routes, better preservation of property or critical natural resources and infrastructure protection.

Global climate research continues to improve understanding of what may be a “natural” versus anthropogenic-induced climate change, contributing to better informed national policy implementation to preserve a human-friendly climate. Aspects of the modeling work migrates to other agencies such NOAA, NCAR, and elements of DOE’s Office of Science for application in large-scale climate studies, that also influence Congressional/Presidential policy.

The astrophysics and space science studies directly bear on understanding and better predicting hostile space environments affecting satellite survivability. IGPPS contributions can directly impact NASA, DOD, DOE, NSF and other federal agency programs.

Figure 1. First HAWC result: Moon casts a shadow, blocking cosmic rays. Data corrected for bending of charged cosmic rays by earth’s magnetic field.
Figure 2. (Top) Aircraft with sensor package surveying Alaska Arctic. (Bottom) Methane from August 26 - 28, 2013 flights. (Center) Methane isotopic ratios for same period. (Right) Measure fiber-optic air temperature.

Figure 3. L, Q (attenuation) image of NE China. Black lines indicate major active faults in Northeast China. Blue represents high Q (low attenuation) anomalous regions and red represents low Q (high attenuation) regions. Low attenuation regions are mainly in the mountainous regions. High attenuation regions are associated with Quaternary volcanic fields and sedimentary basins. From Ranasinghe et al, 2014.

Figure 4. Volcanic Jets: Particle and gas velocities for otherwise identical jets with different particle sizes.
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Abstract
The main objective of the Space Hazards Induced near Earth by Large, Dynamic Storms (SHIELDS) project is to provide critically needed understanding and modeling capability of energetic particle dynamics in the near-Earth space environment where operational satellites reside. During this one year study, the SHIELDS project investigated the complex dynamic space environment using data from LANL instruments on geosynchronous spacecraft and Van Allen Probes, combined for the first time with computational models and data assimilation methods, to test the model ability to reproduce more accurate inner magnetosphere dynamics. We performed simulations with the LANL ring current model RAM-SCB coupled with the University of Michigan global magnetosphere model BATS-R-US and ionosphere model RIM of a typical substorm injection event observed by the Van Allen Probes on 17 March 2013. Our initial results, published in one of the most prestigious journals in the field, validated unambiguously our hypothesis that substorm injections produce large increases in the hazardous Surface Charging Environment (SCE) consisting of keV range electron fluxes near Earth (~4-6 RE).

Background and Research Objectives
One of the most important space weather hazards is the spacecraft Surface Charging Environment (SCE), i.e. the relatively low energy (less than few 100 keV) electron fluxes, whose enhancement can lead to satellite failures during disturbed conditions. Two mechanisms that may be crucial for the increase of the SCE, but are not included in any existing global model are: a) particle injection during geomagnetic substorms, and b) scattering by plasma waves. Substorms may contribute significantly to the plasma pressure increase through the magnetic field reconfiguration, causing sudden enhancements of the ring current (keV) particle fluxes. On the other hand, plasma waves redistribute energy throughout the collisionless magnetospheric environment through wave-particle interactions that can serve as an additional mechanism for energy diffusion and particle loss. Including these processes requires models that are targeted at key regions/physics regimes, however, the coupling of these models across multiple spatial and temporal scales remains an extreme challenge. Guided by theory and observations, the overarching goals of the SHIELDS project are to bridge macro- and microscopic computational models, allowing for the first time to study the SCE consequences of substorm and plasma wave dynamics on a global scale. In the limited scope of a one year study, however, we only targeted the physics of substorm injections and the use of data assimilation techniques to test the model’s ability to produce more accurate ring current dynamics.

Scientific Approach and Accomplishments
Geomagnetic substorms are one of the main drivers of the surface charging environment (SCE). Substorms are dynamic magnetospheric disruptions wherein the nightside magnetosphere reconfigures on a timescale of minutes; occurring several times during a storm, they release fast plasma flows injecting hot electrons (few to 10’s keV) at geosynchronous orbit. To reduce the risk of incorporation of substorm dynamics into global space weather models (since there is no prior guidance available), we explored several techniques capturing substorm injections during this feasibility study.

First, we have coupled a LANL ring current model RAM-SCB [1,2] that uniquely specifies in a self-consistent magnetic field the ion and electron dynamics of the inner magnetosphere with the University of Michigan global magnetosphere model BATS-R-US [3,4] and ionosphere model RIM [5]. Figure 1 shows a simulation with these newly coupled models of the substorm injections observed by the Van Allen Probes on 17 March 2013. This fully self-consistent “two-way” coupled simulation is a radical advancement compared to previous studies that used artificially imposed electromagnetic field pulses to mimic substorm dipolarization and electron transport,
and shows significant improvement in reproducing the observations (Figure 1). Although the data-model agreement is not ideal so far, our initial results [6] published in one of the most prestigious journals in the field, validate unambiguously our hypothesis that substorm injections produce large increases in the SCE (keV range electron fluxes) near Earth (~4-6 RE).

A non-trivial challenge for global magneto-hydro dynamics (MHD) models like BATS-R-US is the issue of timing and spatial extent of the substorm disruption region. These codes initiate substorms through tail magnetic reconnection using finite resistivity to start the reconnection process. To address this challenge and improve the accuracy of substorm phenomenology, we investigated coupling of BATS-R-US with a regional Particle-in-Cell (PIC) code. We thus obtained the MHD with Embedded PIC (MHD-EPIC) algorithm [7] that can successfully model the dayside reconnection in a 2-D magnetosphere simulation (Figure 2). The dayside reconnection region is fully covered by a local implicit PIC model that is “two-way” coupled to the global MHD model. Figure 2 demonstrates that the magnetic islands formed in the PIC domain can smoothly propagate into the MHD region.

Finally, we explored applying data assimilation techniques to produce more accurate inner magnetosphere dynamics. To this end, an assimilation method was implemented for the first time in RAM-SCB using observational flux data from LANL instruments on the Van Allen Probes. These computations performed at the Lab HPC machines (we had a yearly allocation of 11.5M CPU-hours) showed that the assimilation is able to capture substorm phenomena, like clear pressure intensification during the simulated substorm, that would otherwise be missed in unassimilated RAM-SCB simulations.

These studies proved our hypothesis that substorms affect significantly ring current (keV energy) electron fluxes inside geosynchronous orbit, which are the main cause of the spacecraft surface charging.

**Impact on National Missions**

This one year study led to the successful selection of the SHIELDS proposal for a full, 3-year long, LDRD-DR funding. The SHIELDS framework, a new space weather forecast and reanalysis capability, will have a significant impact on LANL Global Security and Energy Security missions to understand, assess, and predict natural and man-made threats to the space infrastructure. It will also lead to the recruitment and the retention of postdocs at ISR and T divisions.
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The World’s First Drought and Insect Caused Global Tree Mortality Monitoring System

Chonggang Xu
20130733ECR

Introduction

The critical urgency of forecasting climate impacts and feedbacks makes understanding, quantifying, and predicting terrestrial carbon balance and subsequent climate impacts one of the greatest science challenges currently facing the world. The real-time monitoring systems for dominant types of disturbances will provide a key foundation for our understanding of global carbon balance. We currently already have fire-burned area monitoring system and comprehensive land-use change database; however, there is no global monitoring system of drought/insect-caused vegetation mortality, which could be at similar magnitude of fire-caused tree mortality. Armed with the world’s leading capability in dynamic vegetation modeling and tree mortality research, we propose to develop the world’s first automated global drought/insect-caused tree mortality monitoring system. The mortality monitoring system is developed based on the fusion of different sources of information including real-time mortality signal from remote sensing imagery, vegetation change information simulated from a vegetation dynamics model, radiative transfer and reflectance information from a forest reflectance model, and different sources of background information from forest inventory and remote sensing products. The fusion of different sources of information makes it feasible for the first time in the world to accurately quantify tree mortality using Moderate Resolution Imaging Spectroradiometer (MODIS) imagery from NASA, which is a common remote sensing tool for monitoring earth system processes globally. This detailed tree mortality quantification has never been possible by analyzing MODIS image alone. The successful development of our monitoring system will represent an enormous leap forward in our understanding of terrestrial carbon feedback to atmosphere, which is a key area of climatic change research in LANL’s mission to mitigate the impacts of global energy demand. It can help DOE Office of Science build a global tree mortality database used for dynamic global vegetation model benchmarking, a key area that DOE Office of Science is developing through the International Land Model Benchmarking Project. The data generated through this project can be used to substantially improve tree mortality prediction in the DOE-sponsored Community Land Model (CLM) and thus improve global climate predictions.

Benefit to National Security Missions

The development of the world’s first insect-caused tree mortality monitoring system will represent an enormous step forward in our understanding of terrestrial carbon feedback to atmosphere, which is a key area of climatic change research in LANL’s mission to mitigate the impacts of global energy demand. It can help DOE Office of Science build a global tree mortality database used for dynamic global vegetation model benchmarking, a key area that DOE Office of Science is developing through the International Land Model Benchmarking Project. The data generated through this project can be used to substantially improve tree mortality prediction in the DOE-sponsored Community Land Model (CLM) and thus improve global climate predictions.

Progress

We have made progress in four areas toward our final deliverables of SW tree mortality detection. We have produced about 10 related publications (published, in review or in prep).

First, we have developed a new method to detect tree mortality events and attribute an agent of mortality. The method uses Landsat time series data and multiple vegetative indices to identify mortality events in the conifer forests of the Sangre de Cristo and Jemez Mountains in northern New Mexico. Fire-, insect-, and drought-induced mortality were detected on an annual basis between 1993 and 2012. This method has been tested using older Landsat data (Landsat 4), and across the southwestern US using both Landsat and MODIS satellite imagery.

Second, the ED-FRT tree mortality monitoring system has been tested using an extended data set that encompasses the TA-51 site and covers a total of nine km2. Preliminary tests indicate some shortcomings within the current version of the model (e.g., Misregistration of the
reflectance data and the lack of variation in the ensemble runs). We are now working on it to improve the simulation accuracy.

Third, to improve the accuracy of mortality prediction our vegetation mode, ED, we have developed a plant hydraulic model, which has been evaluated against observations from the Sevilleta LTER site and TA51. With the improved model, we have made predictions of pinon and juniper mortality for the SW in next 100 years.

Finally, we have conducted a comprehensive sensitivity analysis for the ED model to identify key model parameters that contributes most to the tree mortality prediction. This helps to target the most important components for both the ED-FRT monitoring system and the future field measurements.

For FY15, our goal is to derive the carbon loss for the US Southwest using the developed disturbance detection and attribution system and the ED-FRT tree mortality quantification system. Specifically, we plan the following three tasks.

First, apply the disturbance detection and attribution system for the MODIS images from 2000-2013. Second, apply the ED-FRT tree mortality quantification system for areas identified as drought caused tree mortality. Third, manuscript writing for 3 papers including 1) ED-FRT on TA51; 2) the disturbance detection and attribution system for northern New Mexico; and 3) the tree mortality quantification for southwest.

Conclusion

The success of the project will generate two critical products for global carbon cycle assessment and Earth system model simulation. First, we will fully develop and test world’s first insect/drought-caused global tree mortality monitoring system through the coupling of a dynamic vegetation model, a light reflectance and transmittance model, and real-time remote sensing observations. Second, tree mortality database for build for New Mexico, Colorado and Western Australia with estimated carbon loss during the 2000-2012 period will be developed using the our developed monitoring system, which will be used for assessing regional simulations using the DOE-sponsored Community Land Model.
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From Troposphere to Ionosphere: How Much do Thunderstorms Disturb the Total Electron Distribution?

Erin H. Lay  
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**Introduction**

The ionosphere is a high-density layer of plasma through which all satellite-detected natural and man-made electromagnetic signals from the Earth’s surface must pass. Similar to dispersion of light by transparent solids, significant perturbations in the ionospheric plasma electrons disrupt electromagnetic signals. Variation in ionospheric plasma has traditionally been attributed to changes in geomagnetic activity (space weather). Only recently, the ionospheric community has begun to realize that tropospheric thunderstorms (below ~12 km) could have a significant effect on the ionospheric plasma by the following mechanism: when the updraft in a thunderstorm lifts the top of the cloud above the tropopause (altitude of a temperature inversion), the cloud can begin oscillating about that altitude for tens of minutes, producing a neutral pressure wave, called an atmospheric gravity wave (AGW), with periods of tens of minutes to hours. The goal of this project is to quantify and characterize the ionospheric response to thunderstorm activity, and to determine the mechanisms and magnitude of such coupling. This study is the first empirical analysis comparing ionospheric fluctuations in the peak plasma layer to underlying thunderstorms. For the first time, we will be able to quantify and interpret the spatial extent and dynamic evolution F-layer ionospheric disturbances due to thunderstorm pressure waves. This is of extreme importance for understanding and predicting ionospheric disruption of satellite communications, GPS geolocation signals, and electromagnetic signals such as EMP that are an important part of the Lab’s national security mission.

**Benefit to National Security Missions**

**Contribution to Remote Sensing for Nuclear Nonproliferation and Counterproliferation:** Significant perturbations in the ionospheric plasma electrons disrupt electromagnetic signals, such as electromagnetic pulses (EMP) that are a key signature of nuclear detonation. Better understanding of ionospheric disturbances near thunderstorms will improve EMP location accuracy and discrimination between various impulsive sources.

**Contribution to Space Science:** We will empirically study a new phenomenon for the first time in which atmospheric pressure waves from thunderstorms can significantly disturb the electron distribution in the ionosphere above the storms. Variation in ionospheric plasma has traditionally been attributed to changes in geomagnetic activity (space weather). Only recently, the ionospheric community has begun to realize that tropospheric thunderstorms (below ~12 km) could have a significant effect on ionospheric plasma. This study will provide basic scientific evidence of the relative importance of thunderstorm effects on the ionospheric behavior.

**Other contributions:** Understanding and predicting ionospheric variations is of importance in understanding disruption of satellite communications, GPS (Global Positioning System) geolocation signals, and electromagnetic signals such as EMP.

**Progress**

1. Developed data analysis tools for freely-available measurements of total electron content made by Global Positioning System ground receivers. These tools will be useful to the lab for any future ionospheric projects involving total electron content measurements.
2. Identified storms in the Los Alamos Sferic Array lightning database with significant lower ionospheric perturbations.
3. Analyzed several case studies (radar, lightning, and GPS TEC data) of Great Plains storms to determine the properties of thunderstorms with significant lower ionospheric perturbations (i.e. spatial size, height, lightning activity).
4. Performed statistical analysis to correlate upper
ionspheric fluctuations and lower ionospheric perturbations associated with thunderstorm activity.

5. Studied associated acoustic wave variations in upper ionosphere.


7. Started writing second journal article to be submitted to Nature Geoscience regarding acoustic waves in the ionosphere near thunderstorms.

8. Presented results at American Geophysical Union Fall meeting and International Conference on Atmospheric Electricity.

**Future Work**

Main task/goal
Characterize and classify the upper ionospheric response to lower ionospheric disturbances detected using a regional lightning detection network and extend understanding to a global scale.

Sub-tasks/goals
- Begin global case studies of thunderstorms and ionospheric disturbances. Specific regions for analysis include Brazil and Japan. Global TEC measurements have already been obtained for those regions.
- Write up analysis of case studies of storms in the Los Alamos Sferic Array lightning database with significant lower ionospheric perturbations associated with upper ionospheric disturbances.
- Complete statistical analysis of correlational study between upper ionospheric fluctuations and lower ionospheric perturbations associated with thunderstorm activity and write results in a peer-reviewed journal article.

**Conclusion**
Our goals for this project are as follows:

1. Characterize spatial size, magnitude, and temporal evolution of ionospheric perturbations related to nearby thunderstorms on a regional scale, and how they vary with thunderstorm properties (i.e. size, height, lightning activity).

2. Characterize the magnitude and spatial extent of troposphere/ionosphere coupling on a global scale as a function of geomagnetic latitude.

**Impact**
The findings from this study will be used to test and evaluate existing atmospheric gravity wave models, enabling us to distill and discover the physical processes responsible for energy and mass transport between the D-layer and F-layer, and to better now-cast and forecast ionospheric disturbances.

**Publications**

Understanding The Catalytic Conversion of Oligosaccharides to Fuels and Chemical Feedstocks

Andrew Sutton
20130757ECR

**Introduction**
A procedure to produce branched alkanes containing ten and eleven carbon atoms from starch in two steps using mild acidic conditions with lanthanide and palladium catalysts is known. The reaction proceeds well at 200 °C under moderate pressure of H2 (200 psi); however, the mechanism and the identity of any reaction intermediates are unknown. If the steps involved in this general reaction can be better understood, routes that obviate the need for expensive catalysts as well as the use of ambient reaction conditions might be achievable.

**Benefit to National Security Missions**
The work to be carried out develops the understanding of fundamental chemical reactions (i.e. Fundamental Chemistry Mission) with direct relevance to biomass derived substrates to produce fuels and chemical feedstocks. Development of competitive alternative energy sources and feedstocks directly impacts our national security mission.

**Progress**
The complete mechanism has been elucidated for a model system and this has revealed a key intermediate that is pivotal for the hydrodeoxygenation mechanism to proceed via a lower energy input. This is a very important discovery and we have a paper ready for submission to the Journal of the American Chemical Society detailing this work. We have also started looking at more complex mechanisms and they should be ready for publication shortly.

**Future Work**
The mechanistic studies are on-going and proceeding well. We are currently in the process of writing three manuscripts for publications. Further development of more complicated reaction schemes will be completed.

**Conclusion**
We expect to gain a more detailed understanding of hydrodeoxygenation reaction mechanisms involved in alkane production from biomass and to develop an insight into potential new catalysts for performing these transformations.

**Publications**
Huegle, T., and A. D. Sutton. Selective conversion of biomass to alkanes at 120 °C. TBD.

Deciphering Nature’s Chemical Toolbox: Decoding the Logic of Biosynthetic Assembly Lines

Alexander Koglin
20140624ECR

**Introduction**

The overarching goal of this project is to support the biosecurity mission of LANL in defeating biothreats due to drug-resistant bacteria and viruses and confront the accelerating development of antibiotic resistance by identifying novel bioactive compounds. This project focuses on the identification of new biosynthetic clusters that produce novel natural products with new chemical properties (chemotypes) to create a compound database for drug development and to decipher the logic of natural product biosynthesis. Those compounds have the potential to be developed into highly effective antibacterial treatments while being immune to current resistance mechanisms, since pathogenic bacterial strains have not been exposed to those compounds.

Genetic and enzymatic studies provide insight of isolated enzymatic functions in natural product biosynthesis, but have not led to new strategies to discover novel natural products biosynthesized by complex enzyme assemblies. Bioinformatics and structural studies are providing insight of three-dimensional folding and selective protein complex formation processes of key enzymes essential for the formation of biosynthetic clusters that produce medically relevant compounds. The unique and not-yet understood spontaneous self-assembly of these enzymes into clusters defines the very selective biosynthesis of all secondary metabolites of which only an estimated 0.1% have been identified so far. Once understood, known biosynthetic complexes can then be engineered to produce new drugs or lead to an efficient identification of new enzymatic assembly lines in vast genome data and isolation of their products that are novel drug leads.

**Benefit to National Security Missions**

New antibacterial and antiviral treatment options are urgently needed to reduce the threat to public health. The accelerating development of drug resistance in pathogens and its impact on lethality rates is widely discussed by several funding agencies (incl. HHS, DARPA, BARDA, DTRA, DOD), in scientific press releases and among general public press outlets.

This project is directly related to LANL’s missions in Global Security, Biothreat Reduction, and in alignment with the National Security goal of LANL’s Bioscience Division. It addresses Priority Area 1 of the Complex Natural and Engineered Systems focus area. Specifically, the ability to decode the biosynthetic logic will accelerate the field of synthetic and systems biology and allow for efficient engineering of drug candidates. This project supports LANL public health mission (Homeland Security Act 2002, DOE Strategic Plan 2011, Public Health Security and Bioterrorism Preparedness and Response Act 2002) as well as its mission in global threat reduction. It also has direct appeal to WFO sponsors, as expressed in ongoing interests by DTRA to develop countermeasures for natural and man-made biothreats. It will both leverage and strengthen LANL’s capabilities in computing, genomic and biosynthetic research. We will keep program managers in Global Security (Science of Signatures), DTRA and DOE BES programs appraised of the results of our research so that we can develop future funding for this effort.

**Progress**

This project focuses on methods to identify genes coding for new biosynthetic enzyme clusters that produce bioactive metabolites with new chemical properties (chemotypes) in genetic information of bacteria, fungi and plants, and to predict the chemical composition or chemical structure of these biosynthesized natural products based on their encoding. It describes a “Genome-to-Drug” discovery route with the goal to create a searchable database of all known and newly identified enzyme clusters and produced compounds for drug development and to decipher the logic of enzyme cluster formation. Natural products represent the class of small bioactive...
molecules that are widely applied as antibacterial, antivi-
ral, antitumor, antifungal, immunosuppressant and anal-
gesic drugs. The search for new antibacterial and antiviral
drugs supports the biosecurity mission of LANL and other
federal government agencies as reflected in numerous
recently issued press releases, several research funding
announcements.

Since the start of this project (April 2014), we have been
collecting, characterizing and depositing protein sequenc-
es, enzyme function and structural data in a library of
biosynthetic clusters and a library of produced medicinal
relevant natural products. First successes were demon-
strated with the identification of 19,500 new biosynthetic
gene clusters in GENBANK-deposited bacterial and fungal
genomes. In addition, 250 recently sequenced genomes
have been made available by a federal agency. This col-
lection represents the initial set to develop algorithms to
predict the protein complex assembly and the chemical
structure of the produced bioactive compounds.

We programmed a searchable database with a graphical
user interface that connects strain and genome informa-
tion with cluster peptide sequences and structural infor-
mation of the associated natural product of publicly avail-
able bacterial systems (GENBANK). We continue to expand
the number of entries by including the NORINE and Merck
Natural Product libraries to further improve the consist-
ency of structural motifs used for our search algorithm
and to enable a reliable prediction of the assembly orders
in biosynthetic clusters. We developed a file format that is
a one-cluster-per-file setup to allow cross-strain searches
and alignments to identify similarity in biosynthetic pro-
cessing of different natural products in different strains.
This further helps to identify events of horizontal gene
transfer between species and across strain families.

In addition to previously described recognition motifs
(e.g. the phosphopantetheinylation site of thiolation (T)
domains or the substrate recognition sites of adenylation
(A) domains) in NRPS clusters, we identified short pep-
tide sequence motifs that show high sequence similarity
in all domains of a biosynthetic module in case the same
substrate is processed. Homology modeling of T, A and
condensations (C) domains revealed that these motifs are
located on the surfaces of domains and proteins and seem
to be highly conserved in their charge distribution if one
particular building block is incorporated into the grow-
ing product chain. So far, these structural motifs seem to
be consistently located at the interfaces of domains of an
isolated module and at the proposed interfaces to neigh-
boring modules. The identification of conserved peptide
sequences, among all domains of one biosynthetic module
that correspond to the processed substrate of this bio-
synthetic unit suggests that a quality control mechanism
to ensure the correct biosynthesis of natural products is
embedded within the peptide sequence of natural product
assembly lines. Although it seems necessary to ensure the
correct biosynthesis of bioactive compounds, a proofread-
ing mechanism has not been previously proposed. If we
can consistently prove this hypothesis for all incorporated
substrate building blocks and for in-trans active tailoring
enzymes, we will be able to predict the protein complex
formation of a biosynthetic module, even for genetically
distributed domains, and its clustering order with neigh-
boring modules into biosynthetically active assembly lines.
In turn, this will allow prediction of the biosynthetic pro-
cessing order of a natural product along its assembly line,
since these clusters work in a step-by-step mechanism, and
will enable us to make assumptions about the chemical
structure of a natural product solely based on its genetic
encoding.

We will continue our search by analyzing biosynthetic
clusters from bacteria/fungi and plants. We are confident
that the generated information of bacterial, fungal and
plant biosynthetic systems will enable identification of new
natural products and guide an informed isolation of those
newly identified compounds based on predicted chemical
composition and structure.

**Future Work**
Natural products represent the class of small bioactive
molecules that are widely applied as antibacterial, antivi-
ral, antitumor, antifungal, immunosuppressant and anal-
gesic drugs. This project focuses on methods to identify
genes coding for new biosynthetic enzyme clusters that
produce bioactive metabolites with new chemical proper-
ties (chemotypes) in genetic information of bacteria, fungi
and plants, and to predict the chemical composition or
chemical structure of these biosynthesized natural prod-
ucts based on their encoding. This knowledge will allow (1)
identification of new drug classes with new physiological
properties, and (2) manipulation of these assembly lines
to produce specific drugs and/or efficiently manufacture
novel and unique metabolites.

In the next funding period, we will continue analyzing vast
bacterial and fungal genome data in an automated search
algorithm we developed. We will identify and characterize
novel natural product assembly lines, continue to com-
plete the database of biosynthetic clusters to allow the
identification of common recognition motifs (jigsaw puzzle
links). We will continue updating and improving the search
algorithm using the new data.
We will also expand the search for relevant biosynthetic clusters and natural products to plant genomes and include those in our created libraries.

We will begin isolation of first, predicted natural products and confirmation of their structure/composition.

Conclusion

This project leads to the identification of biosynthetic clusters in diverse genomes and the informed isolation of novel natural products from strains known to synthesize potent bioactive compounds. We collect and characterize data in a library of diverse biosynthetic clusters and medicinally relevant natural products. This information is the basis to decipher the mechanism of complex self-assembly in natural product biosynthesis, which will reflect in the development of algorithms to predict the chemical structure of natural products based on their genetic encoding.
Identifying, Creating, and Controlling Functional Hotspots in DNA

Boian Alexandrov
20110516ECR

Abstract
In the living cell, the double-stranded DNA molecule experiences natural thermal motions that induce spontaneous openings and re-closings of the double helix known as “DNA breathing,” or “DNA bubbles.” The genomic locations that demonstrate an enhanced local breathing (usually situated at regulatory sites) have been called nonlinear vibrational hotspots of the DNA. The local propensity for breathing, i.e., the density and strength of the local DNA hotspots are related to the DNA stability and flexibility that play a key role in DNA biological functions such as transcription and replication. Our research shows that DNA breathing is directly associated with the reading of the genetic code, i.e. with the transcription as well as with DNA-protein interactions, and participates in genetic disease mechanisms. We developed a new computation tool for prediction and modification of the strength of DNA hotspots. We correlated our predictions with genomic data obtained by others, and we also demonstrated and experimentally verified the ability of our tool to make predictions. Specifically, we have designed various regulatory DNA sites, and, by changing the strength of DNA hotspots situated in these sites, we changed their functions and checked experimentally that these modifications are changing the corresponding functions according to our predictions. Additionally, we have experimentally demonstrated, for the first time, that by affecting DNA breathing, electromagnetic terahertz radiation can influence gene expression and can be used for stem cell reprogramming.

Background and Research Objectives
The structural stability and functional properties of biomacromolecules are primarily governed by hydrogen bonds (H-bonds). The vibrational frequencies of intramolecular and intermolecular H-bond’s are in the terahertz (THz) range. The H-bonds are much weaker than covalent bonds, and that is why biomacromolecules (at physiological temperature) experience slow conformational motion resulting from inherent thermal fluctuations. Thus, the double-stranded (ds)DNA experiences thermal motions that spontaneously induce local openings and re-closings of the helix (i.e., “DNA breathing” or “DNA bubbles”). The local genomic propensity for DNA breathing is interrelated with its stability and flexibility, which play important roles in cellular gene expression and transcription.

In general, the cellular transcription (i.e., the reading of the genetic code and therefore the production of all the proteins and lipids by the cell) is controlled by various cellular proteins (transcription factors), whose bindings to DNA can enhance or suppress the process. It was established that some transcriptional start sites (TSSs) and transcription-factor-binding sites (TFBSs) display an enhanced breathing, associated with prolonged transient openings of the DNA double helix (bubbles). The genomic locations (usually situated at genomic regulatory sites, such as core promoters) that demonstrate an enhanced breathing have been called nonlinear vibrational hotspots of the DNA. Further, we have demonstrated theoretically that an exposure to a prolonged THz radiation can resonantly induce such DNA hotspots, which can potentially influence the local breathing, and hence the gene expression and cellular function.

Scientific Approach and Accomplishments
Computational prediction of promoters and the transcription start sites (hotspots=TSSs)
We developed a new promoter prediction protocol that exploits structural and motif-based DNA characteristics together with the local breathing dynamics of the double helix. Our novel recognition algorithm used supervised and unsupervised learning techniques for core promoter recognition on genomic scale. Via our Markov Chain Monte Carlo algorithm, we performed extensive computer simulations of the DNA breathing dynamics of the following genomic sequences: 30,000 core promoters (all the human genomic promoters of the protein coding genes), 30,000 exons, and 30,000 non-promoters
We demonstrated that adding DNA breathing dynamics characteristics to currently used recognition characteristics and applying modern machine learning methods leads toward a general and more accurate genomic-scale promoter prediction in this genomic set.

We applied our prediction method to two newly sequenced phages’ genomes, and characterized their promoters and active TSS and TFBSs.

Understanding the mechanisms governing affinity of the transcription factors binding sites and their modifications (hotspots =TFBSs)

We studied DNA breathing dynamics of various trinucleotide repeat sequences (TRS) that represent a common type of genomic DNA motif whose expansion is associated with a large number of human diseases (e.g., Huntington disease, X-syndrome, and many others). We found a novel and notable collective breathing behavior of genomic DNA of tandem TRS, leading to propensity for large local DNA transient openings at physiological temperature. We demonstrated that the patterns of openings of various TRSs depend specifically on their length.

We reported that TRSs interfere with the binding of some of the TF by altering the local DNA breathing (in the proximity of the binding sites). Using our computational framework, we designed a modification of the genomic TATA-box (the famous binding site of the TBP), and showed that we can change the TBP binding by inserting specific TRSs, while the nucleotides where the TBP was in contact with the DNA (i.e., the direct points-of-contact) were left unchanged.

We developed a computational framework for identifying and designing the strength of TF binding sites, based on modeling of the DNA hotspots. The new tool has a novel capability to predict the effects of nucleotide modifications, e.g., DNA-methylation, mismatches, and flanking sequence variations on protein binding in cases where binding is sensitive to DNA conformations. In particular, we investigated in detail the influence of DNA breathing dynamics on the binding of the Fis protein (conserved between Escherichia coli and Salmonella typhimurium), which is known to bind at highly variable sequences. To test our understanding of how Fis binding is influenced by DNA hotspots we designed computationally various Fis binding sites. Specifically, we designed new mutant DNA sequences, leveraging various nucleotide modifications, such as: mismatches; nucleotide methylations; and base pairs substitutions in DNA segments that are known to interact (or not interact) with Fis. In each case, our intention was to make the DNA hotspots either closer to or farther from the typical simulated hotspot of a “strong” Fis binding site. Our predictions were validated by electrophoretic mobility shift assay (EMSA) experiments – in vitro, and by bioinformatic analysis of all known Fis binding sites - in vivo.

Applying our new TF binding-prediction protocol, we studied the effect of inherited single-base-pair variations, i.e., of single nucleotide polymorphisms (SNPs), implicated in cognitive deficit in schizophrenia in a cohort of 1200 patients. We found experimental evidence that changes in DNA breathing dynamics, caused by a few SNPs influence binding of specific TFs by long-range effects and hence gene expression that points to two adjacent promoter SNPs as the functional variants associated with schizophrenia. In particular, our simulations of DNA hotspots significant sequence effects of specific SNPs on the local breathing dynamics of DNA, while EMSA and transcription (RT-PCR) experiments confirmed the conclusions from our simulations.

By using site-specific chromatin immunoprecipitations, we applied our TF computational framework to derive a specific DNA breathing profile of the transcription factor YY1 binding sites in cells. The ubiquitous TF YY1 has a fundamental role in essential biological processes by activating, initiating or repressing transcription depending upon the sequence context it binds. We found that the genomic flanking sequence variations and single nucleotide polymorphisms may exert long-range effects on DNA breathing dynamics and to predetermine in this way the YY1 binding.

Modifying cellular gene expression via THz irradiation (modification/creation of DNA hotspots by THz irradiation)

We evaluated cellular response of mesenchymal mouse stem cells exposed to a broadband THz radiation. After designing the experiments, we conducted the irradiations and performed: mRNA extraction, gene chip statistical survey, and quantitative real time polymerase chain reaction (Q-PCR) experiments, as well as computational analysis. We found that an extended (6 hours) exposure to broadband terahertz radiation results in specific changes in gene expression. Our findings suggested that the prolong terahertz irradiation accelerates cell differentiation (cell reprogramming) toward the adipose phenotype by activating the transcription factor peroxisome proliferator-activated receptor gamma (PPARG). Our molecular dynamics computer simulations indicated that the local breathing dynamics of the PPARG promoter DNA coincides with the gene specific response to the THz radiation. Hence, we argued that THz radiation could be a potential tool for cellular reprogramming.

We investigated theoretically the physical conditions of
DNA-bubble appearances in a THz field. We calculated the nonlinear response manifolds for the period T-solutions and the period-doubled 2T-solutions of the DNA nonlinear vibrations were T is the period of the external THz field. We demonstrated that the period-doubled breathers (DNA bubbles) appear naturally in a THz field, even if the amplitude (A) of the external field is very small, |A|~0. We showed that these period-doubled breathers arise from the multistability overlap between various stages of the Feigenbaum period-doubling cascades in the non-linear potential of the DNA hydrogen bonds.

We study proliferation of electromagnetic waves (EM) in double-periodic medium that is periodic in space and in time. The time-periodicity can be achieved by irradiating the medium with an EM (e.g. THz radiation) source changing in this way its dielectric constant periodically. We found new and exotic solutions of the spectrum of EM in such media, and possible resonances caused by the double-periodicity and eventual incommensurability between the space and time periods.

To understand the connection between THz radiation and DNA dynamics, we studied the effects of the anharmonic strand-separation dynamics of double-stranded DNA on the infrared spectra of the intramolecular base-pairing hydrogen bonds. Using the extended Peyrard- Bishop-Dauxois model for the DNA breathing dynamics coupled with the Lippincott-Schroeder potential for N-H...N and N-H...O coupled with the Lippincott-Schroeder potential for N-H...N and N-H...O hydrogen bonding, inserted in the Schroderinger equation, we identify a high frequency (~96THz) feature in the breathing DNA infrared spectra. We show that this sharp peak arises as a result of the anharmonic base pair breathing dynamics of DNA. In addition, we study the effects of friction on the infrared spectra. For higher temperatures (~300 K), where the anharmonicity of DNA dynamics is pronounced, the high frequency peak is always present irrespective of the friction strength.

We performed a large series of THz irradiations on sets of mesenchymal mouse stem cell cultures in a different time point of their development. After the irradiation we leveraged again mRNA extraction, gene chip statistical surveys, and quantitative real time polymerase chain reaction (Q-PCR) experiments. We repeated our previous experimental results but we observed that the level on the effect depends on the level of stem cells’ differentiation. Additionally we executed a detailed statistical analysis of the obtained experimental data. Specifically, we analyzed the gene expression data from 18 gene chip micro-assays (chosen for whole-genome mouse expression profile), and additionally the RT-PCR data obtained for 23 selected genes, from the irradiation of the cellular cultures irradiated by two different terahertz sources - one with single frequency (SF) and the other with broadband frequency beams, for 2 hours and for 12 hours. We performed simulations and correlated DNA breathing of the core promoters of the found upregulated genes. The insignificant differential expression of heat shock and stress related genes as well as our temperature measurements imply a non-thermal response. The microarray survey and RT-PCR experiments demonstrate that at different irradiation conditions distinct groups of genes are activated. Stem cells irradiated for 12 hours with the broadband THz source exhibit an accelerated differentiation toward adipose phenotype, while the 2-hour (broadband or SF) irradiation affects genes transcriptionally active in pluripotent stem cells. Phenotypic and gene expression differences suggest that the THz effect depends on irradiation parameters such as duration and type of THz source, and on the level of stem cell differentiation. We propose that TH radiation has potential for non-contact control of cellular gene expression and for the regeneration medicine.

Our results have been published in 11 peer-reviewed articles, one book–paragraph, and have been reported on 11 conferences and workshops (with 4 invited talks). We filled out one discloser agreement in the LANL IDEA. Our efforts have been internationally recognized, and we received a Senior Research Fellowship at Durham, UK, funded by the EU.

Impact on National Missions
Our accomplishments support LANL and DOE interests in genomic studies, development of modern statistical learning computational tools, and advanced knowledge on cell biological functions of the complex systems. The research is directly aligned with LANL’s and DOE’s complex biological systems priority in synthetic biology, as it aspires to design, construct, and manage “biological functions/systems that are more efficient/effective in their applications.”

We believed that we opened a new venue for investigation of the interaction between the THz radiation and living matter and proposed a new way of stem cells non-contact reprogramming. We also developed a tool for prediction of the DNA hotspots leading to novel insights about their role in the protein-DNA binding and in the role of the physico-chemical properties of DNA in the biological function.
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Understanding Energetic Ion Transport and Loss in Natural and Artificial Radiation Belts at Low Altitudes

Misa Cowee
20120715ECR

Abstract
Energetic ions in natural and artificial radiation belts can cause damage to the civilian and military assets whose orbits intersect those belts. To better predict the threat posed to satellites, we must understand the physical processes, which govern the formation and loss of these radiation belts. One such process is known as magnetic field line curvature (FLC) scattering, and it is found to cause the rapid de-trapping and loss of the inner radiation belt protons during geomagnetic storms. Through test particle simulations, we investigated how the properties of this loss mechanism depend on the proton’s energy, velocity, radial position, and geomagnetic activity level. From these results we were able to determine reasons why existing models of FLC scattering induced loss do not agree well with satellite observations. We then developed a new predictive model for FLC scattering induced loss in the inner proton belt that shows very good agreement with the simulation results and is easy to use. We also used the test particle simulations to investigate the potential effects of FLC scattering on ionized fission fragments after a high altitude nuclear explosion. This is important for artificial radiation belt models, which calculate the spatial distribution of the high energy electrons produced by the beta-decay of the fission fragments. We determined that FLC scattering is not a substantial transport mechanism for the ionized fission fragments, but that it could be a substantial loss mechanism if ionized fission fragments are injected at very high altitudes, which they are in current artificial belt models.

Background and Research Objectives
Recent satellite observations indicate that geomagnetic storms can cause energetic protons trapped in the Earth’s inner radiation belt to become de-trapped and lost on timescales faster than any known physical processes associated with the radiation belts. Analytic studies indicate that these protons may be rapidly de-trapped and lost because their motion is modified by sudden changes in the magnetic field during magnetic storms in a process called magnetic “field line curvature” (FLC) scattering. Comparison of observations to the predictions of these various analytic models, however, has yielded discrepancies, which have yet to be explained.

Additionally, satellite observations from the 1960’s of the artificial radiation belt produced by beta-decay of fission fragments after the Starfish Prime high altitude nuclear test shot indicated that its artificial radiation belt extended above 10,000 km and persisted for several years, damaging a large fraction of the existing space infrastructure. The spatial extent of this artificial belt was not predicted at the time and has not been explained since; however, it has not yet been tested whether or not the ionized fission fragments could have become de-trapped due to FLC scattering in the HANE-perturbed magnetic fields, allowing them to travel to higher altitudes where they could have subsequently populated the artificial radiation belt.

For the natural radiation belts, our first goal of this project was to carry out a simulation study to better understand the physics of the FLC scattering loss mechanism and the magnetospheric conditions that cause it, and determine why the existing analytic models did not agree well with observations. Our second goal was to use the simulation results to develop a new model of FLC scattering induced de-trapping, which could be easily applied as a space weather predictive model for the inner proton belt. Our third goal was to validate our newly developed model by comparing to several observed cases.

Within the time frame of the project we were able to accomplish the first two goals, however we ran out of time before we could do the observational validation. Our simulation results showed that FLC scattering is a viable mechanism to explain the loss of inner belt protons after a geomagnetic storm and the results have helped us to identify reasons for the discrepancies between the
observations and the current analytic model predictions of
the inner belt proton structure after geomagnetic storms.
We have also developed a new predictive model for inner
proton belt de-trapping that depends on the proton’s or-
bital distance, velocity, the magnetic field model, and the
geomagnetic activity level.

For the artificial radiation belts, our project goal was to
test whether or not FLC scattering of the ionized fission
fragments was capable of transporting the debris ions to
higher altitudes on rapid timescales. Our first simulation
results accomplished this goal, showing that FLC scatter-
ing was not a viable mechanism to explain the large spatial
extent of the Starfish artificial belt. Although we quickly
came to this conclusion, we then realized that we could
test another relevant aspect of the problem, and adjusted
our goals. Our second goal then became to test whether or
not debris ions could be trapped when injected onto mag-
netic field lines at very high altitudes as is done in several
existing artificial belt models. This injection of debris ions
is employed in order to produce a match to the observed
spatial structure of the artificial belt, but may be unphysi-
cally trapping the debris ions.

**Scientific Approach and Accomplishments**

For this project we developed a particle tracing (test
particle) simulation code to follow the motion of energetic
ions in the Earth’s magnetosphere. In the radiation belts,
trapped ions typically exhibit three basic types of mo-
tion—they gyrate around magnetic field lines, bounce up
and down magnetic field lines and drift around the Earth.
Figure 1 (left) shows the trajectory of a hypothetical proton
in a trapped orbit, which starts at the green dot and ends
at the red dot (combined gyration, bounce and drift mo-
tion is seen). The Earth is approximated as the large blue
sphere for reference. FLC scattering can occur every time
an ion bounces past the equator, and typically manifests
in changes in the ion’s pitch-angle, $\alpha$, which is the angle
between the magnetic field and the ion’s velocity vector. If
a trapped ion’s pitch-angle is sufficiently decreased in the
scattering, then it can end up lost into the atmosphere.
Though this change in pitch-angle can be small on a single
bounce, because ions can bounce hundreds of times in a
typical orbit, the cumulative effect can be large and a
large population of previously trapped ions can end up de-
trapped and lost to the atmosphere.

Whether or not the ion experiences FLC scattering and
is de-trapped depends on its mass ($m$), charge state ($q$),
energy ($E$), pitch-angle ($\alpha$), and the magnetic field topol-
ogy at its orbit. For example, further from the Earth, the
magnetic field lines become more curved at the equator,
which favors FLC scattering. This is why FLC scattering is
particularly prevalent during geomagnetic storms, because
the magnetic fields become even more curved at these
times. FLC scattering happens then because the gradients
in the magnetic field experienced by the ion during one gy-
ration as it crosses the equator are non-negligible. In this
case, constants of motion cannot be determined, and the
ion can exhibit trajectories, which are not predicted by the
typical expected (adiabatic) motion. Figure 1 (right) shows
the trajectory of a hypothetical proton when it is subject to
FLC scattering. Note how the motion is chaotic compared
to the trapped orbit in the left panel.

To test the effect of varying initial spatial and velocity dis-
tribution and magnetic field model we carried out ensem-
bles of simulations of populations of natural belt protons
and artificial belt debris ions. The protons and debris ions
were tracked in the simulations until they are either lost or
stably trapped. The ions are considered lost if they exit the
simulation box (radial distance > 15 Earth radius) or if they
enter the atmosphere.

For the natural belts, our simulation results showed good
agreement with existing analytic models predictions
for the degree of FLC scattering caused by a proton in a
single-scattering event (single bounce). However, our
results after cumulative scatterings (tens to thousands
of bounces) can show significant disagreement with the
analytic model predictions. We identified several reasons
for this disagreement, mainly in the assumptions made in
these analytic models. First, these models assumed that
the cumulative behavior could be predicted based on the
degree of FLC scattering during the first bounce. We found
this assumption led to a significant over-prediction of the
loss. Second, these models did not accurately reflect the
effect of the proton’s gyrophase angle on the scatter-
ing. The gyrophase angle is a measure of the clock angle
of the proton in the plane of its gyration; for example, as
the proton is gyrating around the magnetic field line, the
point in its gyration when it is furthest from the earth is at
0 degrees, while the point in its gyration when it is closest
to the earth is 180 degrees). The gyrophase angle is
important because the gradients in the magnetic field are
different at the points in the gyration.

Based on our test particle simulation results, we were able
to develop a new analytic model to better predict the FLC
scattering induced loss of protons based on their energy,
pitch angle, orbit radial distance, and geomagnetic activ-
ity level [1]. By applying our new model, we obtain very
good agreement with our simulation results for a range of
geomagnetic activity levels. Figure 2 shows a comparison
of the simulation results (gray line) to the predictions of
our new model (yellow) and several other existing models
(blue, red, green). Shown are the radial profiles of inner
belt protons (L is a measure of radial distance in units of Earth radius, Re) for cases of 25 and 100 Mega-electronvolt (MeV) proton energies under different magnetic field models. The geomagnetic activity level is given by the index Kp, where Kp = 3 is a moderate storm and Kp = 6 is a very strong storm. Thus our model can potentially serve as an easy-to-use and more reliable predictor of inner belt proton loss due to FLC scattering than the previously used models.

For the artificial belts, our simulation results showed that FLC scattering of debris ions was possible but the effects due to the explosion-perturbed magnetic fields would be minimal. Thus, we concluded that FLC scattering could not have been responsible for transporting debris ions to significantly higher altitudes than the burst altitude.

Our test particle simulation results also showed that the common practice in artificial belt models of simply injecting debris ions at high altitudes to produce an artificial belt structure that agrees with observations must consider the effects of FLC scattering [2]. Figure 3 indicates the fates of the debris ions launched in the simulation. FLC scattering may cause debris ions to be lost to the atmosphere (blue areas) or lost outside the simulation box (orange areas). Debris ions that remain trapped on the field lines are indicated in gray. Shown are plots for varying initial debris ion velocity (500, 2000, 4000 km/s), mass (m) and charge state (q). L is a measure of the radial distance in units of Earth radius. We find that some of the debris ions will likely FLC scatter and be lost to the atmosphere or outside the simulation box on timescales of seconds, which does not give them sufficient time to populate the region with beta-decay electrons. This effect is not included in current artificial belt models.

Impact on National Missions
This research directly supports the LANL mission because its results address a gap in modeling space weather. Energetic protons in the inner radiation belt are not currently included in such models, but pose a significant hazard to spacecraft in orbit. Space weather effects on sensors can compromise our Nuclear Detonation Detection (NDD) remote sensing program, so understanding the potential hazard from natural or artificial radiation belts from a High Altitude Nuclear Explosion (HANE) is critical.

Figure 1. (Left) The trajectory of a hypothetical proton in a trapped orbit which starts at the green dot and ends at the red dot. Combined gyration, bounce and drift motion is seen. (Right) The trajectory of a hypothetical proton when it is subject to FLC scattering. The motion is chaotic compared to the trapped orbit in the left panel. The Earth is approximated as the large blue sphere for reference in both panels.

Figure 2. Comparison of the simulation results (gray line) to the predictions of our new model (yellow) and several other existing models (blue, red, green). Shown are the radial profiles of inner belt protons (L is a measure of radial distance in units of Earth radius, Re) for cases of 25 and 100 MeV proton energies under different magnetic field models. Kp is an index for the geomagnetic activity level where Kp = 3 is a moderate storm and Kp = 6 is a very strong storm.
Figure 3. The fates of the debris ions launched in the simulation. Debris ions may be lost to the atmosphere (blue areas) or lost outside the simulation box (orange areas). Debris ions which remain trapped on the field lines are indicated in gray. Shown are results for varying initial debris ion velocity (500, 2000, 4000 km/s), mass (m) and charge state (q). L is a measure of the radial distance in units of Earth radius.
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Abstract

The liver is the largest internal human organ for metabolism, detoxification and protein synthesis. It contains complex microvascular architecture to sustain the high demand of these biological functions. Reconstruction of such an organ in vitro remains challenge in bioengineering. Such in vitro platform can be used to study of liver disease and systemic detoxification. In this proposed study, we utilized microfluidic technology to develop a functional in vitro human liver organ. This in vitro system performs normal in vivo liver metabolic and detoxification functions. The optimized platform provides architectures for nutrient and gas exchange. It also allows immune cells and endothelial cells to communicate with liver tissues. The biocompatible hollow fiber networks in the device were used to simulate vasculature. The internal lumen of hollow fibers supported vascular endothelium to form mono-endothelium, and selectively control the diffusion of secretory factors, nutrients and waste. The external space of the hollow fibers provided an essential support for hepatic cell growth, organization, and differentiation. This resulted a fully developed, functional liver organ.

Background and Research Objectives

Advances in tissue engineering and artificial organ systems are expected to have a major impact on drug discovery, screening, and assessment of efficacy and safety, and to facilitate basic research of cellular and subcellular mechanisms. The ultimate potential of engineered organs will be realized by more complex, powerful, and integrated systems capable of recapitulating inter- and intra-organ signaling and dynamics. Rational design and development of in vitro predictive platforms that support multiple human organ constructs will allow for the systematic, reproducible, and quantitative screening of chemical and biological warfare agents (CBWAs), as well as the pharmacokinetic and pharmacodynamic analysis of medical countermeasures. We have engineered an integrated liver organ platform by coupling microvascular systems using human cells, hollow fibers, and microfluidic technologies (Figure 1). Our objective is using this platform to recapitulate the biochemical and functional activity of a human liver. This project will provide the accurate simulation of spatial and functional complexity of human liver, and will be amenable to rapid, high-throughput analysis to allow for real-time monitoring of organ viability and pathophysiology. The strength of our approach is the use of multiple advanced technologies to recapitulate the anatomical and functional characteristics of liver organ.

Scientific Approach and Accomplishments

Constructing microfluidic and cartridge platforms: In this study, we developed both small-scale (microfluidic platform) (Figure 1) and large-scale hollow fiber cartridge-based 3-dimensional (3D) liver organs with vascular systems. Our reconstructed liver organ used a 3D hollow-fiber scaffold to support vascular endothelium and liver tissues by mass exchange and oxygenation to support long-term growth and maintenance of normal hepatic metabolic functions. In both of these systems, hollow-fibers served as the capillary system (Figure 2). The medium and endothelial cells were circulated through the hollow fiber lumen by peristaltic pump. The shear stress in the fiber was precisely controlled and relevant to in vivo transmembrane pressures. Compared with non-shear stress condition, we found that the integrated endothelium was formed, and the biological functions of vascular tissue were identical with in vivo condition (Figure 3).

In these platforms, we reconstructed liver tissue in the extracapillary of hollow fibers. The maintenance of differentiated hepatocytic functions in the bioreactor was demonstrated using primary human liver cells. The primary human hepatocytes were used to provide functional activity with low immune responses and have good compatibility with vascular endothelial cells. We have maintained the tissue for one month, and urea syn-
thesis and P450 enzyme’s activities were stable (Figure 4). These data suggest that these reconstructed liver tissues can maintain their long-term performance, and can act as alternative model to simulate the hepatocyte metabolism in vivo.

Tissue validation: To evaluate the functional metabolic activity of constructed liver tissues to toxic metabolites, we measured trans-epithelial electric resistance, differentiation markers, albumin and urea production, glucose consumption, LDH release and cytochrome P450 enzymatic activities. Our results suggested that both small and large-scale liver platforms demonstrated similar normal hepatic metabolic functions and detoxification activities.

Immune activities: Immune cells and inflammatory cytokines played essential roles during acute liver injury or liver inflammation. The release of chemotactic factors in plasma will affect the vascular endothelial cells and recruit immune cells. In the present study, we introduced human peripheral blood mononuclear cells into the liver microvascular system. β-naphthoflavone was used to initiate liver injury. The cytokine profiles were evaluated using a cytokine array study. We have demonstrated that proinflammatory cytokines associated with macrophages and neutrophil activation was significantly increased. This immune activation is similar to the in vivo situation.

In conclusion, our in vitro 3D liver organ system is similar in functionality to human in vivo liver organ. It can be implemented into a diverse range of clinical, biomedical, pharmaceutical and toxicological applications for long-term functional evaluation of chemical and biological warfare agents. Further, the microfluidic capability established during this study was used to develop other tissues, such as a neuromuscular junction. We also utilized this technology to develop other microfluidic related programs, such as water treatment and radioactive material reduction.

Impact on National Missions
Many Department of Defense (DOD) agencies, including Community Business Development Partners department (CBDP), Defense Threat Reduction Agency (DTRA), and The Joint Science and Technology Office for Chemical and Biological Defense (JSTO-CBD), are seeking innovative countermeasure technologies for chemical and biological defense. Within this area, one major goal is the development of state-of-the-art rapid and effective in vitro toxicological platforms to provide an early warning system, reduce and eliminate the threat, and mitigate the effects of CBWAs. To address these needs, our developed liver platform can be used for CBWA toxicology evaluation during accidental exposures and in terrorist attacks. This platform can detect molecular biomarkers, liver metabolic responses, and changes in liver physiology after threat agent exposure. This tissue platform can also benefit a variety of biological applications, from basic biological sensing to toxicological testing and drug discovery. For biodefense purposes, we envision this platform to be utilized for detection of potential toxic agents for ingestion exposure.

This work can support the Los Alamos National Laboratory (LANL) threat reduction mission and creating viable external funding opportunities. Combining with our skin and lung tissue platform, we are using these complete in vitro 3D tissue/organs capability to develop proposals targeting environmental and workplace exposure paradigms.
Figure 3. Scanning electron microscope images of differentiated vascular tissues: Top pannel: Differentiated monolayer vascular endothelium; Bottom: High resolution of endothelium with single cell.

Figure 4. Immunohistochemistry staining of differentiated liver tissues
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Label-Free Measurement of Single Cells by Impedance Cytometry in a Microfluidic Device

Babetta L. Marrone
20130239ER

Introduction

Single cell analysis is needed for characterizing heterogeneous populations, which is not only important for most applications in the biosciences, but is particularly critical for emergent industries like algae biofuels and global public health. Single cell analysis systems require integration of technologies for counting, positioning, separating, sorting, characterizing, and identifying single cells in a high-throughput manner. Typically, these functions are accomplished using flow cytometry and sorting in a laboratory setting, which requires extensive sample preparation and fluorescent labeling for sensitive detection. Although very effective and highly specific, these approaches do not lend themselves to modern needs in bioenergy or global public health where cost, robustness, speed, and sample throughput are as important as the measurements being performed.

Microfluidics “lab on a chip” technologies hold great promise for the future of single cell analysis in the field. However, as instruments “shrink” it will also be essential to simplify measurements. We will develop a new approach for single cell analysis using impedance sensing on a microfluidic device. We will: 1) Design and construct a microfluidic-scale, impedance sensing device for detection and manipulation of large numbers of single biological particles based on intrinsic properties, without the use of specific labels. 2) Develop new signatures for distinguishing specific cells in context, based on intrinsic properties obtained by impedance sensing; and investigate the cellular sources of these responses. 3) Apply the new approach to solve real-world problems in biological detection using the model system of direct quantification of biomass and lipid productivity during algae cultivation for biofuel production.

The expected outcome of this project is a simplified measurement modality and new set of signatures for investigating and identifying biological particles in real time. High-impact applications include monitoring biofuel production, and other potential applications in medical diagnostics, biomedical research, pharmaceutical screening, toxicology, and environmental science.

Benefit to National Security Missions

We will develop a new measurement modality and new set of signatures for investigating and identifying biological particles in real time for high-impact applications in biofuel production, as well as medical diagnostics, drug discovery and screening, toxicology testing, and biomedical research. The greatest impact of this simple, label-free, nondestructive approach is that it can be implemented on small, low cost platforms, thus enabling introduction of real-time sensing and measurement technologies into new fields of bioenergy and health care. The work has immediate applications to DOE-EERE programs in renewable energy, replacing petroleum-based fuels with fuel made from algae feedstocks. The work will support automation of algae cultivation systems for biofuel production. Automation will save operating costs, optimizing growth and harvesting schedules to reduce the overall cost of biofuels production. The capability to design and test lab-on-chip devices directly addresses mission needs of the National Institutes of Health (NIH) and the Department of Defense. Both agencies are actively seeking to develop miniaturized sensor devices for biomedical and biosecurity applications in support of National and Global Security mission challenges. Specifically, the work directly addresses translational medicine and global public health missions of NIH by providing a new approach for disease diagnostics that is rapid, simple, and affordable.

Progress

Microfluidic Device Design and Fabrication
1. We are working towards optimizing the design of
the impedance element using COMSOL multiphysics software.

2. We have designed and built a series of soft lithography impedance sensing devices. Coplanar electrodes with width and spacing of 10-20um were found to be unstable and debonded from the glass substrate in about an hours time. A new electrode layering is being implemented. PDMS channels of a variety of widths (50um, 100um, 250um) and depths (25um, 40um, 100um) have also been tested with clogging occurring in the narrow channels severely limiting the lifetime of the device to circa one hour.

3. We are exploring etched glass substrates with opposed side-wall electrodes, which are reported to be more sensitive and more difficult to manufacture using a soft lithography approach. The etched glass substrate may provide a more robust device.

4. A commercially available impedance sensing device has been purchased. This will allow comparison to future devices designed and fabricated in our laboratory.

**Impedance Measurements**

1. LabView based impedance sensing program was developed and tested. This custom program allows for high speed (thousand particles per second) and multifrequency sample interrogation.

2. Installed a high speed camera and integrated it with the LabView program. Cells that record an impedance event are automatically imaged.

3. Stopped-flow impedance measurements of polystyrene beads, algae cells, and media were conducted.

4. We constrained the design and operating space of the system, giving consideration to the particle sizes and concentrations, the electrode widths, the sample interrogation times, and the probability of particle coincidences.

**Cell Separator Devices**

1. In Year 1, we demonstrated the ability to separate E. coli bacteria from blood using a continuous flow Surface Acoustic Wave (SAW) separation device. Additional SAW separation devices are being designed and constructed.

2. The acoustic force on a particle depends on its diameter, density and compressibility. We will continue to explore how these intrinsic characteristics can be used to separate cells and measure single-cell properties of interest. For example, independent measurements of cell size, buoyancy, and stiffness permits a cell’s responsiveness in an acoustic field to be calculated by application of acoustic theory. These properties are quite difficult to measure and are typically performed using bulk suspensions. However, the response of an individual cell to an acoustic field (SAW) can be combined with individual cell images to provide distributions of cell size and responsiveness, and their correlations. The ability to access single-cell properties such as responsiveness and size would provide powerful new insights with implications for rapid cell feature detection.

**Computational Signature Extraction**

We developed a computational approach to identify a small set of intrinsic features that accurately predicted oil/lipid content in algae. The software that we developed is efficient and accurate and requires very little user input. Data on 237 features were collected for 10,000-cell samples from an imaging flow cytometer. Using an innovative genetic algorithm, a set of 13 key features were found to be most informative for quantifying lipid accumulation in algal cells.

**FY14 Achievements**


Invitation to Submit Manuscript. Special Issue of Cytometry, Part A focused on Computational Data Analysis of High Dimensional Cytometry Data. (manuscripts due September 1, 2014).

**Future Work**

1. Continue to test and apply the prototype microfluidic device that uses SAW (for focusing) and impedance
sensing of cell properties.

2. Continue studies to identify intrinsic features of cells that can be used as candidate signatures in biological applications, using established methods (e.g. imaging flow cytometry). Conclude algae lipid measurement experiment. Work with imaging flow cytometer companies to gain access to flow cytometry data from clinical applications.


4. Advance the development of the sorting function of the microfluidic device. Sort cells based on size and another feature as measured without the use of labels by impedance analysis or acoustic contrast. Confirm the measurements by comparison to established methods.

5. Continue to demonstrate the general applicability of impedance sensing and acoustic cell manipulation in new applications.

**Conclusion**

We will develop a device to measure and sort cells, based on signatures which can be detected without labels; and will demonstrate quantitative measurement performance of this device to analyze cell size, lipid content, viability, and other intrinsic features. We will also determine physical cell features that result in impedance or acoustic contrast differences between single cells. The outcome of the project will pave the way for simple, label-free, single cell analysis devices that can be used for many applications, e.g. to automate real-time cell analysis for algae biofuel production; or to bring cell diagnostic capabilities into resource-limited areas of the world.

**Publications**


Marrone, B. L. Flow cytometry in algae biofuels and by-products research. Invited presentation at 4th International Conference on Algal Biomass, Biofuels and Bioproducts. (Santa Fe, NM, 15-18 June, 2014).


Munsky, B., S. Sellars, C. Sanders, and B. L. Marrone. Automated label free classification of algal lipid accumula-
A New Hypothesis to Explain the Variability of the Outer Radiation Belt: Can we Predict Post-storm Fluxes of Energetic Electrons Based only on Pre-storm Fluxes of the Lower-energy Population?

Gregory S. Cunningham
20130297ER

Introduction
The primary goal of the proposed work is to test the hypothesis that flux levels of mega-electronvolt (MeV) electrons in the outer belt can be predicted on an event-by-event basis solely as a consequence of electromagnetic waves accelerating low-energy particles that are convected in from the outer magnetosphere. In order to conduct a test of this hypothesis, we need a category of events for which fluxes of MeV electrons in the outer belt are highly depleted so that we can predict their buildup over time due to acceleration of a low-energy source population. We have identified High-Speed Streams (HSS) as meeting this need. Assuming we have an initially-depleted state of the MeV electron population in the outer belt, we must be able to predict the time-evolving distribution of low-energy electrons convected into the outer belt, since the low-energy electrons are the source that will be accelerated to higher energies through diffusion.

The Ring-Current Atmosphere interactions (RAM) code will be used for this purpose, first for HSS events and then for geomagnetic storms. It must be demonstrated that RAM is predictive for HSS events, since RAM has been primarily applied to storms. Finally, given the time-dependent population of low-energy electrons, which acts as a boundary condition for the 3D diffusion code, we must be able to predict event-specific distributions of the amplitude of the electromagnetic waves responsible for diffusing the low-energy particles up to higher energy. We will build an event-specific empirical wave amplitude database using data from the soon-to-be-launched Radiation Belt Storm Probes (RBSP) mission that will, in its own right, result in considerable utility to the magnetospheric science community.

Benefit to National Security Missions
This project will test the hypothesis that fluxes of outer belt energetic electrons after geomagnetic events can be predicted from knowledge of the low-energy source population prior to the event and electromagnetic wave distributions during the event. In order to test the hypothesis, we will create a new modeling capability that utilizes in-situ measurements of the low-energy source population as a boundary condition for a code that predicts the evolution of the high-energy population. The hypothesis, if proved true, will lay the groundwork for enabling forecasting of space hazards due to energetic electrons in the outer radiation belt hours to days in advance. Such a capability would directly impact NASA’s goal to improve our understanding of how the sun impacts the environment in which satellites operate, e.g. the ‘Living With a Star’ program. The DOD, specifically the Air Force Weather Agency, is tasked with alerting owners of national security assets in space of impending hazards, and so DOD will directly benefit. NOAA, specifically the Space Weather Prediction Center, is tasked with alerting owners of commercial space-based assets of impending hazards in space, and so it will also directly benefit. Finally, the DOE builds satellite instrumentation that is hosted on satellites owned and/or operated by the DOD and Intelligence Community. The owners/operators of these satellites rely on predictions from AFWA/SWPC, and hence will also benefit from such a capability.

Progress
During FY14, we successfully utilized an approach to specify the global distribution of chorus waves using precipitation of low-energy electrons as measured by the NOAA POES constellation as a proxy, which is calibrated against measurements of the waves made by the Van Allen Probes. We also successfully utilized the low-energy source population measured by the Van Allen Probes as a boundary condition in our DREAM3D diffusion code. The combination of measured low-energy source population and global wave specification allowed us to model a complex geomagnetic storm
that occurred during October 2012, early in the Van Allen Probes mission. Our code successfully modeled many aspects of the storm, including the location of the peak in phase space density (PSD), the size of the PSD peak, and the timing of the acceleration. This work was presented at the 2013 Fall AGU as one of 4 selected presentations in a highly competitive session that received more than 60 submissions. The work was published in two articles that appeared in a special issue of Geophysical Research Letters on early important results from the Van Allen Probes mission, was the subject of a NASA feature story on the agency’s website, and also appeared in the April 2, 2014, issue of LANL’s Science Highlights.

**Future Work**

We will build event-specific wave models for the entire duration of the Van Allen Probes mission rather than using a statistical model.

We will run the DREAM3D code for all HSS events during the life of the Van Allen Probes mission.

Incorporate event-specific plasma density measurements made by the Van Allen Probes into the calculation of diffusion coefficients, and use an uncertainty model for the plasma density to quantify uncertainties on diffusion coefficients.

Predict event-specific energization of MeV electrons, and compute prediction efficiencies by comparing to data.

We will not be able to modify DREAM3D to permicomplex (non-dipole) magnetic field configurations during Year 2, as originally scheduled, due to the 8% budget cut.

**Conclusion**

We expect to prove, or disprove, the hypothesis that it is the variability of the low-energy electron source population which, when combined with geomagnetic event-specific wave distributions, is responsible for the variability of post-event high-energy electron fluxes. If proven true, this hypothesis will lay the foundation for predicting post-event high-energy electron fluxes hours to days in advance, an important capability for protecting space-based assets. If proven false, intermediate objectives like producing an event-specific empirical wave database will be of value to the scientific community.

**Publications**


Multidisciplinary Studies of Long Non-coding RNAs: towards a Structural Basis for RNA in Epigenetics

Karissa Y. Sanbonmatsu
20130319ER

Introduction
RNA (ribonucleic acid) is DNA’s molecular cousin. RNA is similar to DNA in composition; however it often performs a function in the cell, unlike DNA, which is considered solely an information carrier. In all living systems, including humans and bacteria, the information for the blue print of the organism resides in DNA. The blue print is implemented by transferring the genetic information from DNA to RNA. Next, the genetic information is converted from the RNA into proteins, which make up the structures of the cells and perform the biochemistry.

RNA has long been thought to mainly serve as a transferring medium, moving information from DNA to proteins. However, in the past five years, it has been found that the vast majority of the human genome (more than 90%) is converted into RNA, but never gets converted into proteins.

In the past two years, it has been found that much of this RNA is in the form of long non-coding RNA (lncRNA, or ‘link’ RNA). These gigantic RNAs do not ‘code’ for protein, but instead are thought have a function themselves: turning on and off other genes. The RNAs are often associated with epigenetics. Epigenetics has exploded in the past five years and is closely related to stem cell programming. In epigenetics, Larmarkian-like effects occur, where the environment modifies, but does not mutate DNA. These modifications are passed down to future generations of organisms. For example, babies undergoing extreme stress shortly after birth have an altered stress response, which is passed down to the grandchildren.

While many long RNAs have been found to be critical for cancer, hereditary disease, brain function and development, the mechanism of long RNA action is not understood. We will perform the first ever structural study of long RNAs to help determine their mechanism.

Benefit to National Security Missions
We will produce preliminary data for specific NIH calls in cancer-related non-coding RNAs and several calls for NIH’s epigenomics program for epigenetic mark discover, including the role of noncoding RNAs in regulation of transcription (Jerome Garcia). The project is directly related to DARPAAs CLIO Memory thrust, including “basic research towards use of epigenetic systems to report environmental events” (Cathy Cleland). It is indirectly related to DOE BER Biological Systems Science “Low dose radiobiology effects on epigenetic regulation”.

Progress
In the past fiscal year, we applied our structure technique (shotgun secondary structure) to several more long non-coding RNA systems. The first system is COOLAIR, a canonical epigenetic switch in plants that allows plants to flower only after prolonged exposure to cold. The second system is Braveheart, a long non-coding RNA that plays a key role in heart cell development. The third system is Gas5, which is critical for hormone signaling. To accomplish this, we transcribed the RNA for each system, denatured the RNA, folded the RNA and chemically probed the RNA. In chemical probing, a special reagent is added that only reacts with highly mobile nucleotides, allowing us to map which nucleotides are base paired in double helices and which nucleotides are single stranded. In this way, we determined candidate secondary structures of the long non-coding RNAs.

Future Work
In this fiscal year, we will finalize secondary structures of (1) COOLAIR, a canonical epigenetic switch in plants that allows plants to flower only after prolonged exposure to cold, (2) Braveheart, a long non-coding RNA that plays a key role in heart cell development, and (3) Gas5, which is critical for hormone signaling. To accomplish this, we will perform computational studies to eliminate possible
secondary structure folds and produce the best RNA fold. We will take steps to validate these folds in vivo. We will start on a new system called HULC which is a long non-coding RNA thought to interact with microRNAs. We will also prepare complexes for preliminary 3-D studies.

Conclusion
Our goal is to perform the first structural study of long non-coding RNAs (ribonucleic acids). The only example of a large RNA complex whose 3-D structure has been solved is the ribosome, which took 3 decades of work. We will take the first step in structural studies of long non-coding RNAs by determining the 2-D structure. For large systems, 2-D structures are impossible to accurately determine computationally due to the large number of permutations and possible structures. We have devised a novel experimental technique called SHOT-GUN structure determination. We will use this to obtain the 2-D structure experimentally.

Publications
Computational & Experimental Studies: Ribosomes, Riboswitches & Long non-coding RNAs. Invited presentation at Fourth Annual Summer Symposium on Cellular Dynamics of Macromolecular Complexes. (Montreal, May 2014).

Structural Studies of Intact LncRNAs in Plants and Mammals. Invited presentation at Long non-coding RNAs: Marching towards Mechanism Keystone meeting. (Santa Fe, March 2014).


Sanbonmatsu, K. Y.. Understanding the atomic mechanism of magnesium effects of RNA dynamics. Invited presentation at Mini-symposium on Modeling, Simulation and Function of Biomolecular Assemblies. (University of Tokyo, Tokyo, Japan, Nov. 2012).

How Trees Die: Multi-scale Studies of Carbon Starvation and Hydraulic Failure During Drought

Sanna A. Sevanto
20130442ER

Introduction
In this project we will develop Ultra Low Field (ULF) Nuclear Magnetic Resonance (NMR) and Magnetic Resonance Imaging (MRI) to simultaneously detect changes in both water and carbon use of trees and use this novel technique in targeted drought stress experiments for building a comprehensive multi-scale view of the role of carbon and water in plant mortality. NMR and MRI are ubiquitous tools for non-invasive studies of soft-tissue anatomy and function in medicine and biology and their suitability to studying water dynamics inside plants has been demonstrated. The traditional techniques, however are difficult to use in studies of trees because they require permanent magnets of high magnetic field that limit detectable sample size and shape restricting in vivo applications. The major challenge of studies of tree physiology and mortality is a lack of non-invasive methods to detect water and carbon dynamics. These substances travel through the plant along pressure gradients and any invasive method will immediately change the state of the system when applied. Therefore, development of non-invasive methods capable of in vivo measurements of plant function is essential for advancing our understanding of plant function and responses to climate. ULF NMR/MRI uses simple pulsed electromagnets and optimized detection coils that operate in room temperature using very low magnetic fields; three orders of magnitude lower than traditional NMR/MRI making this technique adaptable to natural plant environment. The ULF NMR/MRI system is also very light (~10lb) and coil size is adaptable to tree size enabling measurements at several locations on a tree simultaneously.

Benefit to National Security Missions
Understanding global climate change impacts and feedbacks with terrestrial ecosystems is a critical mission for DOE-SC-BER. Climate change and weather will affect national security impacting also trade and transportation as well as communication. Mechanistic understanding of vegetation function during drought and mortality is critical fundamental knowledge for prediction of progress of global climate change via the interactions of vegetation with climate. Forests store ~30% of fossil fuel emissions, and forest mortality may release large amounts of carbon dioxide to the atmosphere affecting predictions of atmospheric carbon storage and effects of fossil fuel use. Forest mortality and increasing drought will also impact restoration of natural environments. Currently, understanding the mechanisms of vegetation mortality relies on unproven hypotheses because we lack non-invasive, in vivo methods to study plant water and carbon dynamics. The interaction of water and carbon transport in plants is one of the fundamental unresolved topics of plant biology. Improving our understanding of carbon-water interactions inside plants is critical for understanding controls of productivity (photosynthesis) and material allocation as well as plant water use. In addition to trees, the methods developed in this project will be applicable to other type of plants from crops to biofuel crops, and the fundamental science results can be applied to improve renewable food and energy resources.

Progress
In the past 12 months we have completed system development for detection of water content changes in plants. This includes the design and implementation of next generation optimized field generation and pulse sequence generation. We have conducted measurements on living trees under drought in greenhouse conditions as well as calibration measurements in controlled temperature chambers for tackling the temperature sensitivity of the system. Based on these experiments we have developed a thorough understanding on how varying temperature affects our NMR signal and developed a model for correcting for...
temperature variation. This work placed us to the point where we can start using the NMR system for real plant studies. We have begun these experiments according to the plan by first using the NMR system for understanding progress of hydraulic failure. We have detected decreasing water content in trees under drought in greenhouse conditions. To verify bubble formation in the tree trunks that would lead to hydraulic failure during drought, and to understand how bubble formation shows in our NMR signal we have conducted studies on aspen branches where we induced bubble formation using a surfactant, and verified existence of bubbles with x-ray tomography.

We have prepared and submitted a manuscript on the NMR system to Reviews of Scientific Instruments and are preparing another manuscript on the temperature correction model and its implications on signal interpretation in plant studies to be submitted to a plant journal such as Plant, Cell and Environment.

**Future Work**

The goal of the next fiscal year is to use the Ultra Low Field (ULF) Nuclear Magnetic Resonance (NMR) in for studying tree drought mortality and the role of water and carbon dynamics in tree mortality in a greenhouse environment. We will also continue developing Magnetic Resonance Imaging (MRI) of water content changes and NMR detection of carbohydrates. In the experiments we will use manipulative methods such as surfactants and tree girdling to promote hydraulic failure and carbon starvation to determine the link between hydraulic failure and carbohydrate availability. We will use ULF-NMR for detection of changes in water dynamics together with well-established plant physiological methods (gas exchange, sap flow, tissue water content).

**Conclusion**

Our technical goal is to develop Ultra Low Field (ULF) Nuclear Magnetic Resonance (NMR) and Magnetic Resonance Imaging (MRI) to accurately quantify water and carbon dynamics inside a tree in natural environments. Our science goal is to use ULF NMR/MRI to determine the roles and interactions of water and carbon cycling in tree drought mortality. Currently plant physiology and mortality studies lack non-invasive, in vivo methods. Our new technique will provide the key parameters and insights for mechanistic modeling of plant mortality, which is critical for understanding climate impacts and feedbacks on vegetation.

**Publications**


Yoder, J., Measuring absolute water content of trees in vivo with low field NMR. Invited presentation at Physics Division Summer Seminar PostDoc Series. (Los Alamos, NM, June 26, 2013).


Introduction
The Las Conchas wildfire surprised everyone when it unexpectedly burned over 35,000 acres in less than 7 hours during its first night even though it was burning downhill in sparse vegetation and under mild wind conditions. One theory for this peculiar behavior is that a particulate-laden portion of the fire-induced pyrocumulus (pyro-cu) column collapsed, and unleashed a symbiotic density current/fire front that incinerated everything in its path. However the precipitating phenomenology of these events is not understood. LANL’s coupled fire/atmosphere model, FIRETEC, will be used in three tandem efforts and will focus on fundamental process. These initial foci are: 1) assuring that the coupled fire/atmosphere code, HIGRAD/FIRETEC adequately captures the interaction between winds and plumes, 2) deciphering potential causes of strong down drafts of down slope density current, and 3) understanding the interactions between a density current and a fire front. The final goal is to better understand key aspects of the coupled fire/atmosphere interaction that occurred in the first night of the Las Conchas fire and identify what combined fire/atmosphere dynamics could have lead to the unexpected observed fire behavior. Such an effort has never before been possible due to computational cost and complexity of process interactions, but LANL’s R&D 100 award-winning HIGRAD/FIRETEC is being reformulated to take advantage of LANL’s new High Performance Computing (HPC) machines.

Benefit to National Security Missions
This work will establish the capability to perform much larger coupled wildfire simulations and enable wildfire risk assessment across the DOE complex. This work increases LANL’s unique capacity to study coupled fire/atmosphere phenomena in realistically complex environments and supports the USDA Forest Service (USDA FS) wildfire research and management missions. This work will position LANL to serve a larger research role and to assume direct relevance to the fire management sector of the USDA FS. Pyro-cumulus columns inject significant amounts of particulate high in the atmosphere and thus have significant impacts on the atmosphere’s radiation balance.

Understanding pyro-cumulus dynamics, conditions leading to collapse, and the effects of resulting density currents on fire behavior is crucial for elucidating the fire-related effects from an urban nuclear event (on US soil or elsewhere). In this setting, density currents would be channeled by street canyons, thereby focusing the kinetic and thermal energy and potentially increasing damage by an order of magnitude. LANL has ongoing activities in support of DHS, STRATCOM, and DTRA to understand damage and lives at risk from an urban conflagration that could likely result in a pyro-cumulus collapse.

Progress
Non-dimensional large-scale plume characterization: A novel non-dimensional analysis of the well-known non-buoyant jet-in-a-crossflow (JICF) was completed and is being extended to large-scale wildland fire plumes with and eye on producing useful characterization metrics applicable to managers in the field.

Non-dimensionalization of the governing equations for the JICF yields a velocity ratio, and Reynolds number dependence for many of the plume characteristics associated with the resultant plume height, fluxes, and mixing characteristics.

Non-dimensionalization of the Navier Stokes equations via the buoyancy term reveals the convective Froude number and Reynolds number emerging as the key independent parameters. The convective Froude number in equations for a heated plume the atmosphere
is analogous to the vertical vs ambient velocity ratio in the simple NB-JICF case, suggesting a similar non-dimensional characterization of plume height, mixing, and fluxes can be pursued.

Density-current fire interaction: Progress has been made in the initial exploration of the interaction between a density current and wildfires. This preliminary analysis is the first exploration into this topic that includes the two-way coupled fire behavior and it leverages previous HIGRAD efforts focused on dust storms on Mars and density-current magnitude estimates from above-mentioned plume dynamics explorations.

Initial results show that the cross-stream vorticity and reverse velocity gradient near the head of the density intensity the fire spread and intensity. These results highlight the importance of three-dimensional interactions between fire and winds.

This analysis, which included surface grass fires and canopy fires in Ponderosa pine, suggests that the vegetation structure has significant impacts on the coupling between the density current and the fire intensification due to its impacts on the near-surface.

Mountain wave-fire interaction: Another topic that has emerged as a key focal point of this project is the effect of mountain waves on wild fire and any major related phenomena such as pyrocumulus. The area where Las Conchas Fire occurred is surrounded by highly mountainous topography and is subject to the influence of strong change in flow conditions due to mountains. When the atmosphere is stably stratified and the ambient environmental conditions are such that strong nonlinear mountain waves develop and break, the downstream of major mountains can suffer from gusty or turbulent winds due to downslope windstorm phenomenon and rotors, respectively. If collocated, wild fire can evolve very differently from the case without the mountain influence. The fire can spread much faster due to the mountain-induced gusty winds along the downstream direction or in opposite (upstream) direction due to turbulence-induced rotors, which will be a serious threat to fire fighters. The HIGRAD model has been used to simulate mountain waves properly in order to investigate the combined effect of mountain waves and fire. Preliminary results strongly suggest that the mountain wave is sensitive to the direction of winds impinging on the mountains and strongly change the characteristics of simulated fire. Further simulations are under way in order to systematically investigate this initial finding, also in context of pyrocumulus columns.

Theoretical and Numerical Multi-phase Model Development: The development of an expression for virtual potential temperature for an air parcel carrying soot was completed. This equation uses soot loading in the same way that water vapor is used in the common definition of virtual potential temperature. This soot model was then implemented in HIGRAD, along with an additional conservation equation for soot mass fraction. In order to derive this equation, soot was represented by C60, commonly referred to as fullerene or Bucky balls. It is assumed that the soot molecules in a control volume have a large enough mean free path that they do not interact with one another. As long as the soot concentration, $q_s$, < 0.1, then the soot can be treated as part of an ideal gas mixture in the virtual potential temperature equation. The derivation uses Dalton’s law of partial pressures to represent the different species in the mixture.

Future Work
The research will proceed with two foci: 1) understanding the coupled fire/plume/atmosphere/topography interactions leading to pyro-cu down drafts; and 2) the interaction of the resulting density current with wildfire behavior.

To capture the coupled fire/atmosphere behavior at high resolution (2–20 m), represent realistic length-scales (100s of meters to km), and avoid adverse impacts of numerical boundaries, one of the initial tasks will be to reformulate the Monte Carlo radiation and parallel input/output data exchange so that fully coupled fire/atmosphere simulations can be performed on the large domains required for this study.

The interaction between atmospheric mountain waves and fire behavior is becoming a primary focus of this work as it appears that there were mountain waves occurring during the first evening of the Las Conchas fire. The interaction between mountain waves and wildfires will be done through simulations using both idealized and realistic wind patterns.

The effects of a range of soot concentrations will continue to be evaluated in order to determine their implications and importance. In the event that plume dynamics are highly sensitive to soot concentration, this important finding would dictate a critical need for new instrumentation to accurately assess this hazard.

Initial wildfire acceleration and intensification as the leading edge of the density current reaches and passes through the fire will be studied over flat, sloping, and
canyon topographies. These simulations will highlight the importance of: 1) the pressure gradient across the leading edge of the density current; 2) the uplifting vertical velocities ahead of the current; and 3) the sustained accelerated winds within the current.

**Conclusion**

Fire behavior experts have suggested one viable hypothesis for the fire behavior during the first night of the Las Conchas fire: strong down drafts associated with the soot-laden pyrocumulus column (pyro-cu) that towered above the fire, causing a sustained density current carrying fire at high rates of speed. The proposed research will test this hypothesis, and decipher the combination of environmental conditions and fire behavior dynamics that enabled such an event. The insight provided by this research will help fire managers to identify pyro-cu collapse risk scenarios and to implement possible life-saving emergency actions if one occurs.

**Publications**


Biocatalysts for Remediation of Uranium Wastes

Francisca Rein Rocha
20130590ER

Introduction
A strategic priority of the U.S. Department of Energy is the cleanup of a multitude of sites across the Nation that contain subsurface contamination with radionuclides from legacy waste accumulated over five decades of nuclear activities during the Cold War. Given the daunting volume scales of soil and groundwater contamination with uranium and toxic heavy metals at low concentrations, in-situ bioremediation by microorganisms has been greatly regarded as a promising approach to cost-effective, viable technologies for environmental decontamination. This biological approach is based on the established fact that some bacteria contain specific multi-heme, c-type cytochromes that can catalyze the reduction of uranium from its soluble form in oxidation state U(VI) to its insoluble U(IV) state as uraninite (UO$_2$). However, this reaction takes weeks to reach equilibrium and leads to incomplete reductions of uranium(VI) in contaminated sediments. Moreover, the use of sacrificial electron donors in bioremediation is impractical and promotes deactivation due to the competing re-oxidation by the reversible activity of sacrificial agents.

A major bottleneck for further advances in the derivation of effective technologies to address this grand challenge is the missing knowledge about the reaction mechanisms and their specific metal-binding interactions. Therefore, the overarching goal of our proposed research is the development of improved, bioengineered enzymes as biocatalysts toward the efficient and selective bioremediation of nuclear waste.

We will achieve this high-impact objective through an interdisciplinary application of our combined capabilities in biological and physicochemical sciences. Our research efforts were designed to address a critical environmental/health challenge of immediate national concern as well as to create new capabilities of relevance to current and emerging Laboratory missions in this direction.

Benefit to National Security Missions
This research supports the above missions by providing advancements toward the environmental decontamination and cleanup of nuclear waste. A key component of this research that underpins core missions in national security and stewardship is the development of new capabilities and knowledge about the physicochemical behavior of actinides/radionuclides. This project also ties directly into the LANL/LDRD Grand Challenge “Complex Biological Systems” (specifically “to resolve national challenges in energy, health and environment” as well as “biological interactions and metabolic patterns that control ecosystem functions”). The importance and urgent needs for basic science to enable bioremediation technologies have been recognized and stimulated by several DOE initiatives, especially through the Office of Biological and Environmental Research. In addition to DOE, this research has high relevance to NNSA, DoD, and DHHS (NIH) programs. With underlying themes related to (bio)sensing/detection of radionuclides or toxic substances, nuclear forensics, molecular bioelectronics, and bioenergy, the outcomes of our proposed R&D may naturally lead to ties into programs within DHS, Intelligence Agencies, DoD (DARPA, DTRA, ONR), and DOE (BES, ARPA-E) among some of the identified agencies/programs.

Progress
One of the most important milestones reached in the first phase of the project was the successful implementation of the new preparative methods and bio-analytical techniques needed for the expression, isolation, purification, and structural characterization of our uranium-reducing biocatalyst. Producing the tetra-heme reductase D. desulfuricans cytochrome c3 (Cyt c3) at the target qualitative and quantitative levels was...
a particularly significant accomplishment because multiheme cytochromes are generally more difficult to express correctly, since co-factors are needed to enable the proteins to obtain their native fold. In Cyt c3, four hemes must be attached via thioether linkages to the polypeptide chain at the CXX(XX)CH binding sites, and the correct distal axial ligands must be connected to the metal center (trivalent iron) in the nascent protein. In our approaches involving E. coli recombinant expression, specific molecular assembly proteins were required for these critical interactions to form properly. Among the achieved improvements in the expression of Cyt c3, the pC3 plasmid carrying the Cyt c3 gene was co-expressed with the pEC86 plasmid carrying genes of helper maturation proteins. Other systematic changes have also led to further optimizations towards high yields, especially strategies involving auto-induction and temperature effects. We have found that auto-induction processes allow for control over amounts of media and supplements for bacteria growth to high densities prior to protein expression. Another key finding was that decreasing the typical growth temperatures, which causes bacteria to grow slower, presumably allowed the protein more time to properly fold into its native form. Following expression, the protocols for extraction, purification, and analysis of Cyt c3 have also been implemented and applied, from which the products have purified/analyzed by ion-exchange chromatographic column (Sepharose), gel electrophoresis (SDS-PAGE), Coomassie/heme staining, absorption spectroscopy (UV-Vis and IR), and electrochemistry (cyclic and pulse voltammetries).

As our target application requires surface immobilization of the biocatalyst, we have also generated Cyt c3 tagged with histidines (His-tag Cyt c3) so that it can be tethered to functionalized electrodes for in-situ electrocatalytic reduction of uranium. To this end, a twelve-histidine residue was placed at the C-terminal of the protein, with a cleavage site (TEV protease) introduced between protein and His-tag to provide us with the flexibility of cleaving the tags and obtain the wild-type Cyt c3 from this same derivative. Following purification via Ni-NTA column, we have begun to structurally and functionally characterize this new His-tag Cyt c3 construct. Measurements by far-UV circular dichroism (CD) showed that this construct is well-folded and has retained its helical structure. Importantly, our spectroscopic and electrochemical characterizations in aqueous solutions as well as immobilized as electrode films clearly indicate that His-tagging had no negative impact on either the structural stability or the redox potentials of the heme sites (-0.55 to -0.60 V vs Ag/AgCl), consequently retaining the reductase activity of Cyt c3. Since medium effects can play an important role in the treatment of uranium samples in complex environments, we are now applying our in-situ spectroelectrochemical techniques not only to probe structure/function-property relationships as a function of the multiple oxidation states of Cyt c3 but also as a function of pH, temperature, and ionic composition and strength. Furthermore, these methods combining interfacial bioelectrochemistry and UV-Vis-IR optical spectroscopies have begun to prove their powerfulness in developing an elucidation of reaction mechanisms for the complex catalytic U(VI)/U(IV) reduction by Cyt c3 and derivatives. Along with these synergistic tasks involving structure-function relationships and mechanistic redox characterizations, the ability to finely manipulate Cyt c3 by our underway site mutations will allow us both to understand and to rationally re-design our biocatalyst with improved efficiency and reactivity towards multielectron uranium-reductase activity.

Overall, our project efforts are on track. In addition to a successful first-year review, our progress to date has already resulted in at least two publications in preparation.

**Future Work**

With our capabilities established and methodologies successfully proven for both wild-type and His-tagged Cyt c3, we are currently working on our planned studies of Cyt c3 mutants by site-directed mutagenesis in order to understand the nature of biocatalyst-uranium binding and thus engineer optimizations for increased selectivity/affinity towards hexavalent uranium. The mobile uranyl dication (UO$_2$^{2+}) is a linear dioxo species that prefers to coordinate up to six donor ligands in the equatorial plan. Uranyl-protein motifs show that binding typically occurs through carboxyl groups such as in aspartate and glutamate. In addition, hydrogen bonds between uranyl and backbone amide groups are predicted to enhance the metal-protein interaction. Therefore, we plan to substitute the binding pocket of Cyt c3 (in the regions of lysine 14 and 56) with glutamate/aspartate residues to enhance specific binding and identify structural features that are essential to uranium reduction.

Also, with our interfacial chemistries validated for surface modifications and biocatalyst immobilization onto electrodes, we can now design and fabricate "biofilm reactors" for the detection and processing of uranium reduction. This is an ideal strategy for restoration of contaminated groundwater because it allows for the removal and recovery of precipitated contaminant from the subsurface by physical deposition of a stable precipitate on the electrode -- a technically and economically viable approach that can be directly applied to remediation technologies.
Conclusion
By seeking the understanding and application of chemical principles underlying the multi-electron reductase activity of cytochromes c3, our research can lead to high-impact contributions to the permanent environmental bioremediation of radionuclides and toxic metals. Through interdisciplinary application of biological and physicochemical capabilities, we strive toward advances of fundamental and practical importance for enabling the development of improved, bioengineered radionuclide-reducing systems to efficiently address the problem of incomplete reduction and recovery of uranium(VI) wastes. In addition to health/environment sciences and radionuclide (bio)chemistry, this project has a high potential for impact in areas such as nuclear forensics, (bio)sensing/detection, and bioenergy.

Publications

Structure Determination of Large and Membrane-Bound Proteins by Nuclear Magnetic Resonance (NMR) Spectroscopy

Ryszard Michalczyk
20130620ER

Introduction
This project addresses our current lack of knowledge of structure and function of membrane proteins and large protein assemblies by developing and applying novel Nuclear Magnetic Resonance (NMR) and stable isotope labeling methods to determine their solution structures. The limited spectral resolution of traditional multi-dimensional NMR experiments, coupled to magnetization losses due to fast relaxation in large proteins, presently limits the size of biomolecules suitable for NMR spectroscopy to <50 kDa for high resolution structures. We will address these critical shortcomings by developing new solution NMR methods and isotope labeling schemes to produce the largest de novo NMR solution structures to date of a large, flexible protein complex (132 kDa) and a membrane-embedded system (74 kDa).

The innovative aspect of this research lies in the interactive use of specific, site-selective isotope labeling and optimization of NMR methods for this specific labeling scheme. We will improve existing and develop new NMR methods applicable to solution structure determination of large protein complexes and membrane proteins by selective stable isotope labeling. We will design selective isotope labeling patterns and synthesize selectively labeled amino acids and metabolic precursors for protein labeling in vitro and in vivo. These methods will be applied to obtain the NMR solution structures of a 132 kDa protein complex and a membrane-inserted permease of 74 kDa. These will be the largest structures ever determined by NMR and will place LANL at the forefront of modern structural biology.

The results will provide new, unique, and exciting information about large, complex systems involved in synthesis of bioactive compounds (antibiotics, anti-cancer drugs, virulence factors, toxins, etc.) and development of antibiotic resistance, leading to their manipulation and subsequent production of new therapeutics and drugs. The potential impact of this research is vast.

Benefit to National Security Missions
Knowledge of the structures and mechanisms of both large proteins and their complexes and membrane-bound proteins is critical to our understanding of and intervention in processes as varied as antibiotic resistance and biosynthesis, biofuels production, and disease development (Parkinson’s, Alzheimer’s, diabetes, etc.). This project is directly related to LANL’s missions in Global Security, Biothreat Reduction, and Energy Security, and success of this project will open the structural biology field to the detailed mechanistic studies of large protein complexes and membrane-bound proteins involved in the above as well as many other processes placing LANL at the forefront of the field. Leveraging the results obtained here with LANL’s synthetic stable isotope capabilities, will open funding areas from NIH, DTRA and DOE. Program managers in Global Security (Kirsten McCabe) and DOE (BES/BER) will be informed of the results of our research so that future funding for these efforts can be developed.

Results obtained from this project will allow intervention into systems related to antibiotic resistance and toxin synthesis, leading to further research into development of new antimicrobials, inhibitors of efflux pumps and mechanism of membrane protein action relevant to multiple disease states. This relates directly to Biological Weapons and Defense and Pathogen Detection and Countermeasures. As such, this research is of potential high relevance to DOE, DOD and DHHS. It will also lead to discovery and innovation in Fundamental Chemistry (syntheses with stable isotopes) and Fundamental Bioscience.

Progress
During the past 12 months of the project, we continued development of new NMR (Nuclear Magnetic Resonance) pulse sequences, implementation of data
handling protocols and synthesis of further isotopically labeled amino acids.

For data acquisition and handling we have performed further tests of Non-Uniform Sampling (NUS) schemes based on Iterative Soft Threshold (IST) reconstruction algorithms to determine minimum number of data points in multidimensional experiments that allow for faithful reconstruction. The method will allow us to reduce experimental time 4-fold for 3-dimensional NMR experiments and 10-20-fold for 4-dimensional experiments. Final tests will be performed on selectively labeled large proteins once they are produced from labeled amino acids.

We have also made further significant progress towards selective amino acid labeling for large proteins. For optimal NMR performance, all amino acids will have amino nitrogens labeled with N-15 and α-carbons labeled with C-13 and deuterated. The carbonyl carbons will be unlabeled and the side chains will have C-13 labeled and protonated carbons alternating with unlabeled deuterated carbons. A common precursor to these amino acids is [2-13C, 15N, 2H]-glycine attached to a chiral auxiliary synthon (2,10-camphorsultam). We have synthesized further large quantities of 2-13C-bromoacetic acid and [2-13C, 15N]-glycine. Following protection of both nitrogen and carboxyl groups of glycine, it was deuterated to produce a common precursor for all amino acids. While some cleavage of protecting groups was observed during deuteration, the deprotected glycine was recovered from reaction for reuse.

We have synthesized additional amino acids with desired labeling patterns. In a previous review period we obtained glycine, alanine, aspartic acid and tyrosine. We added to this list glutamic acid, serine, threonine, proline, valine and leucine. Syntheses of remaining amino acids are in progress. The most complex task is the synthesis of tryptophan aromatic ring. To keep the synthetic part of the project on track to be finished by the end of 2014, we have decided to initially synthesize tryptophan with backbone labeling only and to revisit the ring synthesis at a later stage. This will have no impact on structure determination part of the project. Overall, chemical synthesis of amino acids is well on track.

For metabolic labeling of proteins, we have cloned the gene for the small protein, ubiquitin (76 amino acids) into E. coli hosts. Expression of this protein under various labeling conditions will allow us to monitor incorporation of isotopes at specific positions in amino acids, since NMR spectra for ubiquitin are well resolved and characterized. We have performed growth in the presence of labeled glycerol and labeled pyruvate. Analysis of produced ubiquitin showed significant scrambling of all isotopes leading us to conclude that metabolic labeling using these precursors will not be acceptable for NMR of large proteins. We have also performed cell growth in minimal media supplemented with labeled glycine (which we synthesized). Analysis of isotope incorporation in the protein shows that for this approach to be successful we will need to judiciously incorporate inhibitors of amino acid synthesis into growth media to accomplish desired labeling. Further experiments are in progress.

To this end, expression of proteins of interest in cell-free systems has been investigated. We successfully synthesized catalytic (C) and activation (A) domains of enterobactin synthase using an E. coli based cell-free system. This system will be used for production of proteins for NMR studies using selectively labeled amino acids.

For the NMR methods development part of the project, we have modified and tested recently developed 3D TROSY-hNCAnH and 3D TROSY-hN(CO)CANH NMR experiments by converting them to double-TROSY versions for further increased sensitivity in large proteins. We are actively working on modifications and optimization of the Time-Shared 3D-HSQC-NOESY experiment, which is being extended to a 4D pulse sequence with 13C phase shifts allowing for unambiguous identification of cross-peaks and determination of distance constraints.

**Future Work**

During the last year of the project we will perform the following tasks.

1. We will perform final optimization of recently developed 3D double-TROSY-hNCAnH and Time-Shared 3D HSQC-NOESY NMR experiments for selectively labeled amino acids on samples of large proteins (>49kDa molecular weight) synthesized using in vitro expression system. To dramatically reduce acquisition time, we will incorporate non-uniform sampling (NUS) data reconstruction algorithms. Experimental time will be reduced by an order of magnitude, with improved sensitivity.

2. The Time-Shared 4D-HSQC-NOESY with 13C phase shifts allowing for unambiguous identification of cross-peaks and determination of distance constraints will also be optimized for labeled proteins. Here too we will use and optimize the NUS scheme in combination with coupled read-out and excitation TROSY for maximum sensitivity and resolution. This will increase spectral resolution, and will also simplify resonance assignments.
3. We will finish syntheses of all specifically labeled amino acids in the first two-three months of FY15 and progress to in vitro synthesis of labeled proteins. We will use Escherichia coli based cell-free system developed and tested in house to produce specifically labeled condensation, carrier and activation domains of the peptide synthetase complex and also produce samples of membrane inserted permease. We will combine the domains to form a soluble protein complex. These samples will be used for NMR structure determination.

4. We will collect all necessary NMR data for structure determination of the synthetase protein complex using classical and our newly developed NMR experiments, obtain distance constraints and calculate the structure of this complex. We will also collect and process all NMR data for the permease and begin structure calculations for the permease as well.

**Conclusion**
We will improve existing and develop new NMR methods generally applicable to solution structure determination of large protein complexes and membrane proteins by selective stable isotope labeling. We will design selective isotope labeling patterns and synthesize selectively labeled amino acids and metabolic precursors for protein labeling in vitro and in vivo. These methods will be applied to obtain the solution structures of a 132 kDa protein complex and a membrane-inserted permease of 74 kDa. These will be the largest structures ever determined by NMR and will place LANL at the forefront of modern structural biology.
Redox Active Catalysts for C-C Coupling Reactions Relevant to Renewable Energy

John C. Gordon
20130672ER

Introduction
An effort to upgrade derivatives of glycerol (essentially a waste molecule produced on a huge scale as a result of biodiesel production) for the synthesis of fuels precursors and higher value chemicals, and to do it using well-defined, inexpensive catalysts based on earth abundant metals is a desirable goal. The research outlined herein targets the development of inexpensive catalysts, comprised of earth abundant metals, which are capable of such biomass derived molecule upgrading.

Precious metals are commonly used in catalysis due to their ability to promote two-electron processes, such as oxidative addition reactions. In contrast however, 1st-row metals tend to undergo one-electron redox changes or promote radical reactions, which has limited their more general use in catalytic chemistries. The proposed work will attempt to use redox active ligands capable of conferring multi-electron redox behavior on cheap and abundant metals, thus potentially applicable to upgrading glycerol based derivatives.

Benefit to National Security Missions
The proposed work will advance our understanding of the chemistry and chemical methods that directly bear upon energy security. Success in this area would seed the development of future approaches to more efficient chemistries, potentially providing a bridge from basic science to global scale energy solutions.

This project provides an opportunity for our team to collect results in this high profile area of renewable energy. Results from this exploratory work should prove invaluable in obtaining potential future funding from organizations such as DOE Office of Basic Energy Sciences (Catalysis Science) and DOE Office of Energy Efficiency and Renewable Energy.

Progress
The concomitant rise in global energy demands and growing concerns over climate change have spurred interest in the development of both alternative energy sources and less-expensive synthetic methods for high-value chemical feedstocks. In this regard, the development of novel methods for biomass conversion, specifically those designed for the coupling of three-carbon carbonyl molecules derived from glycerol into six (or higher)-carbon containing molecules represents a potential route for both fuel and fine-chemical synthesis from a readily-available and inexpensive precursor. Pinacol couplings are ideal reactions for the coupling of carbonyl-containing molecules. Typical reductants utilized for pinacol couplings include sodium, zinc, manganese, magnesium and aluminum metals, as well as transition metals such as vanadium and titanium, and lanthanides such as samarium and cerium. However, no efficient catalytic variant of pinacol coupling has been developed.

Our approach to the homocoupling of glycerol derivatives involves the use of iron centers supported by ligands that possess redox reactivity. The ability of redox active ligands to function as an electron ‘sink’ has been shown to facilitate multi-electron catalytic processes, and the use of iron catalysts with redox active ligands will participate in the two-electron reductive chemistry required for pinacol coupling.

Our first efforts towards pinacol couplings with redox-active metal complexes have centered on iron-containing catalysts. We have synthesized a new iron complex containing a redox-active ligand and begun reactivity studies establishing the ability of the reduced iron complexes to affect the homocoupling of ketonic substrates. Electrochemical experiments of this iron complex reveal two successive one-electron reductive
processes; comparison with the cyclic voltammetry data of the redox-active ligand suggests that the first reduction occurs on the iron center while the second reduction is largely ligand-based. Exposure of the iron complex to chemical reductants in the presence of an appropriate ligand results in the two-electron reduced iron species. Computational and spectroscopic studies aimed at elucidating the electronic structure of the iron complex are underway.

Studies aimed at both stoichiometric and catalytic pinacol couplings with various substrates are in process as well. Exposure of the reduced redox-active iron complex to a slight excess of ketones such as benzophenone and acetone results in rapid formation of the anticipated pinacol products as confirmed by proton- and carbon-13 NMR spectroscopy. Encouraged by the pinacol coupling observed under stoichiometric conditions, we are currently screening catalytic conditions for pinacol coupling using both test substrates, such as benzophenone, acetophenone, and benzaldehyde, and biomass derived substrates, such as crotonaldehyde and acetone. We are also currently evaluating other iron complexes with different ligand scaffolds for this chemistry, as well as examining the mechanism by which the pinacol coupling occurs.

**Future Work**

We will continue to computationally screen existing ligands suitable for desired redox chemistries and attempt to make iron complexes supported by these. We will also design, prepare and synthesize other promising new redox active ligand systems. If successful in new ligand synthesis, we will synthesize and characterize new iron complexes derived from these scaffolds and test their redox chemistries with standard organic substrates that will serve as models for the biomass derived molecules. We will also move towards screening bio-derived substrates containing ketonic fragments for their ability to undergo desired chemistries.

**Conclusion**

Developing earth abundant metal-catalyzed processes to effect the low cost conversion of biomass derived feedstocks remains a challenge in the field of energy related chemistry. In part this is due to the inability of first row transition metals to participate in multi-electron redox processes. Success in this project would not only lead to a more fundamental mechanistic understanding of C-C coupling reactions with traditional organic substrates using these classes of metals, but also has the potential to convert species derived from a large scale waste by-product of biodiesel (glycerol) into potentially useful fuel precursors and other chemical feedstocks.
**Introduction**

We aim to increase the energy storage density in supercapacitors, a family of devices well suited to the intermittent power generation associated with many renewable sources. We propose that tailoring the size and shape of the electrolyte in supercapacitors to match the electrode surface geometry will lead to enhanced energy densities, forming our central hypothesis. This hypothesis leads us to consider several nano-structured organic electrolytes (NOEs) as candidates for use in supercapacitors, as well as to study their behavior near and in the electrode pores. The novelty of our project lies in optimizing the electrolyte rather than the electrode. Many key questions about the behavior of the electrolytes in the harsh environments near electrodes must be answered for progress to be made. Our access to unique electrochemical sample cells that allow us to probe the in situ behavior of the electrolyte near electrode surfaces and our recent theoretical advances for the proposed electrolyte class provide the key enabling developments.

Thus, we have four major goals:

1. Produce multi-scale descriptions of the NOE materials in device settings
2. Discover the physical principles directing their spatial distribution in heterogeneous media
3. Explore their non-equilibrium route to this distribution upon charging/discharging the device
4. Encapsulate in quantitative expressions the physics dictating their performance

**Benefit to National Security Missions**

Many processes involved in manufacturing and transporting goods suffer from inefficiencies due to wasted energy. Similarly, many renewable energy sources (such as wind and solar) yield only intermittent electricity generation. We therefore require advanced devices that quickly capture and release stored energy. If their energy densities can be improved, given that supercapacitors may deliver an order of magnitude more power than chemical batteries, they may dramatically improve the performance of dynamic energy capture and reuse systems. Our project aims to improve the energy densities of supercapacitors by tailoring the size and shape of the electrolyte to match the electrode surface geometry. Specifically, we will explore certain dendritic chemistries, which possess all of the key properties needed in a good electrolyte. In addition, several aspects of their physical chemistry recommend them for application in supercapacitors. These characteristics include precisely controlled size and shape, broad range of available sizes, high charge densities, low viscosities at relevant concentrations, and the ability to capture impurities.

**Progress**

Our goals for Year 2 of the project were as follows:

- Carry out Brownian dynamics (BD) simulations on the coarse grained models (CGM) within the Debye-Hückel and implicit solvent approximations. Examine the behavior of single and multiple molecules in the neighborhood of surfaces with different pore geometries. The surfaces will be modeled as static particles arranged in the desired topologies. Examine the behavior of blends of dendrimer electrolyte species in the presence of electric fields and model electrode surfaces. Apply an external electric field and track the phase separation of the two species.

- Using the information on the effective step length obtained in Year 1, construct a field theoretical model using the Edwards path integral formulation to predict the localization of the individual dendrimers onto various pore surface geometries. Extend this approach to multiple molecules, solving...
for concentration within the pore. Compare the results with the CGM modeling (1 above).

- Construct molecular dynamics (MD) models of poly(amido amine) (PAMAM) dendrimers in aqueous solutions to compare to the CGM and experimental results. Continue quantum chemical stability studies of PAMAM in an electric field; use these results to introduce relevant fragmentation species into the MD simulations.

- Devise an extension of the Ginzburg-Landau theory for polymer blends to account for blends of the dendrimer electrolytes in solution and in the presence of an electric field.

- Experimentally challenge the simulations with reflectivity experiments on flat electrodes.

Over the past 12 months, we have made progress on each of the above goals, as detailed below:

We completed BD simulations of coarse-grained dendrimer electrolytes placed between two flat electrodes, using concentrations and electric field strengths relevant to typical supercapacitor applications. This work was published in ACS Macro Letters (Welch, P.M.; Welch, C.F.; Henson, N.J., “Flattening of Dendrimers from Solutions onto Charged Surfaces,” ACS Macro Letters 2014, 3, 180-184) and featured on the cover of that journal in the February, 2014, issue. We are currently extending these simulations to other electrode geometries, such as porous electrodes.

The theoretical work used to extract an effective step length for dendrimers in Year 1 was published in J. Chemical Physics (Welch, P.M., “The Escape of a Charged Dendrimer from an Oppositely Charged Planar Surface”, J. Chem. Phys., 2013, 139, 164906). This parameter was then used to compare the BD simulation results of (1) above to a scaling theory that describes the behavior of dendrimer electrolytes at flat electrode surfaces. Predictions from the theory agree well with the simulations. Combined, the simulations and scaling argument indicate that simultaneous adsorption and compression at the interface take place. We are currently extending this work to construct a field theoretical model using the Edwards path integral formulation to predict the localization of the individual dendrimers onto various pore surface geometries.

A post-doc was hired to spend a significant portion of her time in performing the atomistic MD simulations and quantum chemical stability studies. Though she has only been at LANL for about a month thus far, she has already begun these studies. In addition to a LANL Institutional Computing allocation that we obtained in Year 1 for this project, she will take advantage of CPU time awarded to us from the Environmental Molecular Sciences Laboratory at PNNL. The computationally intensive nature of these studies will require that they be continued into FY15.

We have begun an extension of the Ginzburg-Landau theory for polymer blends to account for blends of dendrimers in the presence of an electric field. Due to the FY14 LDRD budget cuts, this task will continue into FY15.

A in situ electrochemical cell was constructed and we completed a set of neutron reflectivity experiments (on the SPEAR beamline at LANSCE) to probe the behavior of dendrimers at oppositely charged, flat electrode surfaces. Though analysis of the data is still underway, the results suggest that the dendrimers flatten in agreement with the simulation and theory results mentioned in (1) and (2) above. Due to a loss of beam during our scheduled time, we will continue these experiments in FY 15.

Future Work

- Using theoretical developments of FY14, map the information from the coarse-grained modeling (CGM) simulations to parameterize the resulting Ginzburg-Landau theory. Perform time-dependent Ginzburg-Landau (TDGL) simulations of the blend with simple surface boundaries and varying electric field strengths.

- Introduce multiple realistic (posts, polydisperse pores, etc) electrode geometries into the TDGL simulations. Calculate charge localization on the electrode surfaces as a function of imposed electric field strength. Explore similar CGM models at smaller scale.

- Explore the structure of the NOEs on realistic electrodes, comparing against the simulations, with small-angle neutron scattering.

- Measure capacitance of devices that combine dendrimer electrolytes with electrodes of various geometries (flat vs. porous, with different pore geometries).

- Continue atomistic MD and quantum chemical stability studies.

Conclusion

This project will produce: 1) A new set of theories for predicting when specific NOEs will partition within pores of various geometries; 2) A new theory for predicting how the environmental parameters dictate the structure of the multilayer arrangement of the NOEs near the electrode; 3) A new theory detailing the dependence of capacitance on the relationship between pore geometry and electrolyte
shape; 4) A multi-scale simulation model of a class of supercapacitor devices that may be used as the foundation for a future program at LANL; 5) New insight into the behavior of NOEs in complex environments.

**Publications**


One-step Supercritical Fluid Extraction (SFE) and Separation of Rare Earths (RE)

Stephen L. Yarbro
20140186ER

Introduction
We propose to engineer and demonstrate a prototype system that exploits the high solvent power of supercritical carbon dioxide coupled with extractants for lanthanide (rare earth) production. This approach will dramatically simplify lanthanide processing and separation. Essentially, in one-step, extract rare earth elements directly from ore with a supercritical CO$_2$ (SCCO$_2$)/extractant mixture (typically tri-butyl phosphate (TBP)) and adapt an aerodynamic isotope separation method to separate the heavier elements from the lighter elements while dissolved in the supercritical fluid. Current production methods require complex equipment and many steps such as dissolution, flotation, and filtration, and washing, separation requiring hundreds of separation stages, precipitation, and calcination. Supercritical fluids are powerful solvents. Coupled with the right extractants, the supercritical fluid can selectively remove the lanthanide from the ore, and then use an aerodynamic technique developed for isotope separation to separate the lanthanides while still in the homogeneous supercritical fluid. Aerodynamic methods demonstrated for uranium isotope enrichment are capable of effectively separating elements with weight differences of a few atomic mass units. After separation, reduce the pressure and recover the lanthanide solids thereby eliminating the majority of the current production steps along with the associated complexity, cost, and waste.

Benefit to National Security Missions
In 2012, Congress commissioned a study on the defense implications of China’s control of the rare earth supply and the impact on US security. Congress is encouraging DOD to develop a long-term strategy to identify material weaknesses and vulnerabilities associated with lanthanides and to protect long-term U.S. national security interests. In addition, the Department of Energy (DOE) Energy Efficiency and Renewable Energy (EERE) Advanced Manufacturing Office is providing $120M to fund a Critical Materials Hub focusing on critical materials supply issues. A portion of their mission is to enable new sources of critical materials not now commercially viable, improve the economics of processing existing sources, and identify new uses for co-products and by-products that do not currently contribute to the economics of materials production. This mission integrates well with LANL's Materials for the Future Science Pillar’s vision, “Pursuing the discovery science and engineering required to establish design principles, synthesis pathways, and manufacturing processes ...”. We envision demonstrating the process on lanthanides to build a relationship with EERE and then extend the work to actinides to build programs related to NA-22/24 and defense programs material issues.

Progress
This is a new start and the accomplishments over the last 9 months will be summarized. The project will use supercritical carbon dioxide with selected co-solvents to selectively remove and separate lanthanides from oxides and simulated ores. Once in solution, different configuration of a centrifugal nozzle will be used to test the feasibility of separating the lanthanides dissolved in the dense gas phase with the co-solvents.

Accomplishments in FY 14 to date:

Extraction equipment
- Supercritical extraction unit has been procured and set up in the lab
- The IWD is complete and ready for use
- The lab area has been organized and is ready for use
- Pressure safety reviews have been completed and are ready for final approval
- Preliminary nozzle design has been completed and a nozzle fabricated (using a 3-D printer) to use to design modifications to the extraction equipment
Modeling and solubility studies
• Preliminary 1-D model of the centrifugal nozzle fluid dynamics has been developed
• Preliminary work evaluating thermodynamic models for predicting solubility has been completed
• Procedure for synthesizing model ‘ore’ formulations has been completed

Future Work
We will use commercially available “off-the-shelf” (COTS) equipment to measure solubilities except for the nozzle which will be fabricated in-house. In FY 14, we have procured and set up a SFT-110 unit from Supercritical Fluid Technologies and started solubility measurements. The solubility tests provide the concentration data that is an input to the simple nozzle separation model. We are collaborating with the LANL Center for Integrated Nanotechnologies (CINT) and their micro-fabrication capability to build simple nozzles for testing. The project has used their 3-D printing capability to fabricate a test nozzle for developing modifications to the SFT-110 unit. Essentially, there are two phases to the R&D plan: (1) Measure lanthanide solubilities from a well-characterized oxide substrate to develop the procedures and analytical support, then measure lanthanide solubility from simulated ore samples to get data on optimum operating conditions and extractants. (2) Use the solubility data to design and fabricate a simple nozzle device and with select SCCO$_2$ streams, measure separation factors and validate the CFD model.

In FY15, we plan on completing the solubility tests on oxides and simulated ore solid substrates initiated in FY 14 and use the data to validate a thermodynamic model with predictive capability. Separation testing with the nozzle will be initiated and completed. The separation factors for selected lanthanides will be measured and compared to the 1-D nozzle model developed in FY14. The combination of solubility data and thermodynamic model and nozzle data with a simple separation model will enable a economic and feasibility assessment to be completed for the technology.

Conclusion
The expected result is a demonstration of a high-efficiency dissolution and separation method for lanthanides, which has potential for extracting and refining actinides and other strategic metals. The product will be a demonstrated method and a conceptual engineering design of a plant for lanthanide recovery and purification.

Publications
Deciphering the Algal Phycosphere

Armand E. Dichosa
20140216ER

Introduction
Identifying the exact bacterial symbiotes and their influence on algal biomass has yet to be accomplished. The most ideal approach to dissect this complex community is with GMDs and high-throughput flow cytometry. Upon completion of this study, we will have developed: (A) technologies to efficiently capture, co-cultivate target cells, and analyze direct cell-cell interactions; and (B) established a bioinformatic pipeline for genomics and transcriptomics analyses. Ultimately, this work can be broadly applied to other relevant studies, including host-pathogen interactions and co-evolution.

Our team will co-capture single algal and bacterial cells into one gel microdroplet (GMD) and wrap each GMD with growth media, thereby making microdroplets (MDs). MDs will be incubated under defined growth conditions. Using flow cytometry, each MD will be iteratively analyzed to determine which algae-bacterial pair demonstrates top-performing algal biomass. The consistently top-performing algae will be isolated and its associated bacterium identified using genomics. Transcriptomics will also be done to determine the interactions involved.

Benefit to National Security Missions
Our work is in direct support of the DOE mission of energy security through promoting science and technology that benefits renewable energy. As algae are widely accepted as a viable source for our country’s energy needs, significant work is warranted to understand the basic biological processes that promote (and prevent) algal biomass production. Specifically, our work addresses this need to dissect and identify the associated bacteria that influence algal growth. Such fundamental understanding will greatly contribute to improving algal growth in a commercial production scale with greater efficiency (time, cost, and resources) and lesser environmental impact (nitrogen or chemical input).

Our work also contributes to the mission relevance of scientific discovery and innovation through fundamental bioscience. It is widely accepted that ~99% of environmental bacteria (including human microbiome, soil communities, etc.) cannot be grown as pure cultures under laboratory settings. A basic premise is that we cannot achieve the exact growth conditions as the native environment in the lab and that specific bacteria are required to signal growth. By using gel microdroplets (GMDs) for co-cultivation with high-throughput flow cytometry, we can greatly improve our current understanding of bacterial growth and cell-to-cell interactions, and their significance to our nation’s health, ecology, and economy.

Furthermore, our work develops a novel pipeline in both the wet-lab and bioinformatics fronts to specifically investigate cell-to-cell interactions. Thus, the DHS, NIH, and DHHS will benefit from our work as our novel technology development can potentially address host-pathogen interactions and co-evolution (e.g., endosymbiosis) investigations.

Progress
Capture of Target Cells
The capture of single cells in gel microdroplets (GMDs) is random, based on the current protocol and existing technology. This becomes a greater challenge when attempting to capture a controlled number of target cell species, which, for this study, is one algal cell with <5 bacterial cells in a single GMD. To this end, we have developed a modified protocol to reproducibly capture a single algal cell in GMDs. Using a similar strategy, we implemented a protocol to co-capture the algae-associated bacterial cells (<5 cells) per GMD with one algal cell.
Generated MDs Using Microfluidics
A key component of our proposed work is to sequester each GMD in microdroplets (MDs) comprised of nanoliters of defined growth media, whereby each GMD is a microculture independent from other MDs, but allows for thousands of simultaneous growth reactions and subsequent high-throughput screening with flow cytometry. To accomplish this goal, we tested several microfluidic designs and reagents and have (a) developed a droplet-generating microfluidics device to capture single GMDs in MDs, (b) identified the ideal preparation steps to generate stable MDs, such that each MD in the collection/incubation chamber does not coalesce with neighboring MDs during incubation for two weeks* (*which is more than sufficient as we seek to cultivate for 3 – 5 days), (c) determined that “cross-talk” between stable MDs does not occur, thereby assuring that each algal-bacterial interaction during growth within an MD remains separate, and (d) demonstrated viable, algal growth within MDs. Within this same scope, we have additionally investigated “deterministic encapsulation” of the GMDs inside MDs on the microfluidic platform, so that a higher fraction of MDs containing a single GMD can be achieved. To this end, we have developed multiple microfluidics platforms to perform the focusing/ordering of GMDs that can lead to deterministic encapsulation when conjugated with the microfluidic droplet generator (see a).

Developed Multplexed Bacterial Phylotyping
To identify the specific bacteria associated with improved algal biomass, we have implemented method(s) to utilize next-generation sequencing at LANL to sequence the bacterial 16S rDNA (~300 bp) necessary for rapid phylotyping (i.e., taxonomic identification using a molecular marker; the current standard is the 16S rRNA gene) with a custom bioinformatics pipeline. This aspect of our research is in the validation stages.

Identified Relevant Bacteria
A complementary component of our work is to isolate and identify bacterial species that have a phenotypic influence on algal growth using conventional, ‘low throughput’ microbiology as a mitigation strategy. Our isolation of bacteria from an algal production pond has shown promising results when grown concurrently with algae Chlorella. Among our finds was the isolation of the bacterium Williamsia sp., which, when co-cultured with Chlorella sorokiniana enhanced the growth of the algae (compared to Chlorella grown without Williamsia sp.). Consequently, the genome of this isolate was sequenced and is currently being assembled for annotation and analysis to inform mechanisms of interaction. Conversely, a second isolate inhibited Chlorella growth when grown in co-culture. This isolate is currently undergoing genome sequencing for eventual assembly and annotations.

Future Work
Collecting and Cataloging Bacterial Candidates
Our team already has shown bacterial isolates to either be beneficial (putative Williamsia sp.) or inhibitory (bacterial identification TBD) to algal growth (Chlorella sorokiniana), and these bacterial isolates are undergoing genome sequencing and annotations. At present and carrying on into FY15, we continue our efforts to sequester and perform genomics on additional candidate bacterial isolates of relevant significance to algal growth.

Conduct Co-culture Studies
Using bacteria native to an algal production pond system, we will isolate the ideal number of representative bacteria necessary to achieve co-capture of ~4 bacteria and one algal cell per GMD. Because we have already identified the relative quantities of each cell input to achieve this, our team is poised to transition to our developed microfluidics device to generate the MDs. We anticipate generating 105 – 106 MDs, which will be cultivated for ~2 [algal] growth cycles.

Characterizing Top-performing Bacteria
After cultivation in MDs, we will utilize flow cytometry to screen and isolate with high-throughput only the GMDs with improved algal biomass (expected ~1%) and the associated bacteria. These select GMDs will be sorted individually into 96-well culture plates for further cultivation. Each well indicating visible turbidity (i.e., bacterial growth) will be selected for further investigated for their direct affect(s) on algal growth in axenic algal cultures. Thus, the bacteria associated with algae displaying accelerated growth or improved lipid production by this method will be ideal candidates for subsequent genome sequencing (Aim 2D, FY16).

Conclusion
We will identify growth-promoting bacteria in an algal phycosphere (ecological area involving the bacteria and algal interactions) that provide essential nutrients for growth. Re-introduction of these same bacteria to production ponds should improve algal biomass yields, eliminate the additions of expensive vitamins, and reduce nitrogen inputs. Post genome sequencing, species-specific genetic markers will be identified for the tracking of growth-promoting bacteria in algae production system.
Intrinsically Disordered Proteins: New Tools for Old Controversies

James H. Werner
20140307ER

Introduction

Far from being static 3D structures, many proteins are substantially disordered and fluctuate dynamically between a large range of conformations. Many of these unstructured proteins fold into a more ordered conformation when binding a well-structured target. The exact manner in which this folding upon binding occurs, however, is still open to substantial debate. One reason for our lack of understanding of how intrinsically disordered proteins (IDPs) fold upon binding a target is due to a lack of experimental techniques capable of monitoring the conformation of a single IDP protein before, during, and after target binding. Here, we are proposing to develop a new method capable of monitoring individual intrinsically disordered proteins before, during, and after binding to a target. Moreover, we are applying this new, truly state of the art, method to study a problem of substantial scientific and programmatic interest: the method by which bacterial DNA is protected during sporulation. This project aims to study individual IDPs as they bind to and protect DNA in live bacteria. These studies should shed substantial light on the how IDP conformational dynamics influence their binding behavior in real, live cell environments and may lead to a better understanding of the molecular basis of how bacterial DNA is protected during sporulation. In addition, this work will substantially advance the state of the art in fluorescence microscopy by developing the first instrument capable of monitoring intra-molecular conformational dynamics while simultaneously following 3D intra-cellular transport dynamics.

Benefit to National Security Missions

Spores of Bacillus and Clostidium species have long been of interest due to their roles as agents of food-borne disease, food spoilage and bioterrorism (e.g. Bacillus anthracis). Small acid soluble proteins (SASPs) play a major role in long-term spore survival and bacterial persistence by protecting the spore DNA from numerous physical and chemical damages. An enhanced understanding the molecular basis of spore DNA protection has the potential to lead to better eradication strategies. In particular, DTRA has an emerging interest in understanding and combating bacterial sporulation as reflected in a recent HDTRA1-12-CHEM-BIO-BAA call for multidisciplinary approaches to decontamination of B. anthracis spores. We further note that a successful demonstration of being able to simultaneously measure intra-molecular conformational dynamics and intra-cellular transport dynamics will position our team to respond aggressively and competitively for several NIH calls in single cell analysis (e.g. Single Cell Analysis Common Fund).

Progress

In the past year, we have made substantial progress to the goals of this research project.

On the instrument development side, we have expanded our 3D tracking microscope from 4 detectors to 8 detectors such that we can have 4 probe volumes for both a “red” and a “green” detection channels. These modifications have been completed for both the hardware and the software. We note the software modifications required a substantial amount of modifications to the existing 4 detector tracking system.

As of June of 2014, we are now ready to begin aligning the instrument and track objects that emit both red and green fluorescence emission, with our first tracking targets and alignment tools to be red and green quantum dots we have bound together by chemical means. Another potential tracking target is DNA labeled with two organic fluorophores (Alexa 488 and Alexa 594) at either end. We have synthesized this DNA sample and have characterized the energy transfer between the dye pairs by standard fluorimetry and by fluorescence lifetime measurements. This sample will be used to
optimize tracking parameters prior to work on intrinsically disordered proteins (which are more expensive and not suited to routine optical alignment).

As far as protein expression is concerned, we have been growing and optimizing the conditions for culture and harvesting the small acid soluble protein (SASP) from Bacillus subtilis. While our yields have been lower than more conventional, folded proteins, we anticipate soon having enough sample for standard ensemble characterization methods (infra-red spectroscopy and circular dichroism) of these proteins in the presence and absence of a DNA binding partner. We have also ordered the DNA plasmids needed to express double cysteine mutants of this SASP protein, which will follow the studies of the native (non-cysteine mutant) samples. These cysteine mutants will be fluorescently labeled with a fluorescent donor (Alexa 488) and acceptor (Alexa 596) dye pair for fluorescence resonant energy (FRET) studies of protein conformation and binding.

**Future Work**
- Fully align microscope for two color tracking
- Make the changes to the tracking microscope to observe two different colors while tracking
- Begin protein expression, labeling, and purification of the small acid soluble protein (SASP) SspC from B. subtilis
- Study binding of dye-labeled SspC to DNA by circular dichroism (permuting label locations as needed)
- Begin studying SASP conformation in solution by 3D Tracking smFRET

**Conclusion**
We will develop a method capable of simultaneous measurement of intra-molecular conformational dynamics with intra-cellular transport dynamics. This will be a broadly applicable tool for a large number of problems in cell biology, defining and expanding the state of the art in fluorescence microscopy. Moreover, we will use this new method to study the conformation of individual intrinsically disordered proteins before and after binding a DNA target both in solution and in live cells. These measurements will experimentally determine which of two classic models (induced-fit or conformational selection) better describes protein folding upon binding.
Electromagnetic Field Control of Cold Molecular Collisions

Brian K. Kendrick
20140309ER

Introduction
The goal of the proposed research is to develop, implement, and apply new theoretical and computational capabilities for including external electromagnetic field interactions in reactive scattering calculations of cold and ultra-cold molecular collisions. These new capabilities will be applied to several important molecular systems of experimental interest to demonstrate the potential for controlling the dynamics and most importantly the outcome of cold and ultra-cold molecular collisions including elastic, inelastic, and reactive channels. Recent rapid experimental progress in cooling, trapping, and colliding cold molecules has opened up this new and exciting, unexplored energy regime which is ripe for new discoveries and technological applications. Due to their unprecedented sensitivity, cold and ultra-cold molecular collisions are especially amendable to control by external electric and magnetic fields and recent experiments have begun to demonstrate this possibility. The control of molecular collisions has been a long sought goal with many important fundamental and technological applications including: synthesis of specific molecular species of interest, quantum computation, sensing, testing fundamental laws of physics, elucidating quantum enhanced reaction mechanisms (i.e., due to tunneling/resonances), investigating the role of non-adiabatic effects, and providing detailed information on molecular structure and intermolecular interaction potentials. The proposed research will develop and implement new capabilities into the already unique LANL quantum reactive scattering code to include external electromagnetic field interactions and to perform first-ever benchmark calculations on several important cold molecular collision systems including: LiNa + LiNa, Li + HF, Li + CaH, and OH + O. We expect to demonstrate remarkable control of the collision outcomes for each of these systems which will lead to new experimental studies and discoveries. These calculations will also lead to new fundamental insight into the mechanisms associated with quantum enhanced reaction dynamics including non-adiabatic coupling effects such as the geometric (Berry) phase.

Benefit to National Security Missions
The proposed research will develop new fundamental capabilities in modeling and simulation which will enable the thorough investigation of molecular collisions and chemical reactions in the new unexplored cold energy regime. In addition, the proposed work will also lay the foundation for several potential technological applications based on cold molecules including a new framework for realizing quantum computing, the development of sensors with unprecedented sensitivity, enable new tests of fundamental symmetries, and the synthesis of specific molecular species and materials with novel properties. The control of cold molecular collisions will also enable the formation of dense ensembles of cold molecules relevant for studying new exotic states of condensed matter and quantum phases. Fundamental understanding and reaction cross section calculations of cold molecular collisions are also important in astrophysics models for the interstellar medium and molecular clouds. Relevant agencies include DOE’s office of Basic Energy Sciences, NASA, and the Offices of Army and Naval research. Recently, the Army Research Office (ARO) has recognized the importance of this new area of research and has launched a major MURI experimental effort “Quantized Chemical Reactions of Ultracold Molecules” within the university community.

Progress
- Completed the quantum reactive scattering calculations for the O + OH -> H + O_2 reaction at cold and ultra-cold collision energies which include geometric (Berry) phase effects (due to non-adiabatic coupling between the nuclear and electronic motions). Performed numerous
convergence studies with respect to the basis set size, propagation distance, number of coupled channels, and other parameters. A large number of sensitivity studies were also performed with respect to the potential energy surface in order to help elucidate the possible role that quantum resonances play in the geometric phase effects. Baseline calculations which do not include the geometric phase were also performed for comparison. The geometric phase was found to alter the ultra-cold reaction probability by up to two orders of magnitude and must be included in order to predict the correct experimentally observable cross sections. These calculations are “first ever” benchmark calculations and the large geometric phase effect found at ultra-cold collision energies represents a major discovery in the field of ultra-cold physics. These results are being prepared for publication in either Physical Review Letters or Science.

- Implemented a ScaLapack (parallel) version of the log-derivative propagator for the asymptotic propagating using Delves channel basis functions.
- Implemented and benchmarked a GPU (parallel) version of the computationally intensive matrix-vector-multiply routine. These new capabilities (#2 and #3) enable the solution of an unprecedented large number of coupled channel equations which is needed for including electromagnetic field interactions in the scattering calculations.
- Completed the derivation and numerical implementation of the coupling matrix elements due to external electric fields. The testing and validation of the new computer codes which include these couplings are underway for the Li + HF system.
- Continued active collaboration with Professor Balakrishnan (UNLV) on ultra-cold molecular collisions. Mentored a new UNLV postdoc Jisha Hazara in learning how to perform quantum reactive scattering calculations for the O + OH and Li + LiYb systems.

**Future Work**

- Finalize the geometric (Berry) phase calculations for the O + OH reaction by including several values of total angular momentum (to verify convergence with respect to the partial wave sum). Prepare and submit manuscript for publication in Physical Review Letters or Science (during Fall/Winter FY15).
- Implement a GPU (parallel) version of the linear-solver in the log-derivative solution of the coupled-channel equations (during Fall/Winter FY15).
- Perform quantum reactive scattering calculations including external electric field interactions for the Li + HF system at ultra-cold energies. Demonstrate electric field control of the reaction outcome. Prepare manuscript for publication (Winter/Spring FY15).
- Implement external magnetic field interactions and perform additional scattering calculations and control demonstrations for the Li + HF system (Spring/Summer FY15). Prepare results for publication. The Li + HF calculations will validate the new electromagnetic field interactions recently added to the LANL APH3D code against previously published results as well as extend them to new higher collision energies. These will be first ever benchmark calculations and are expected to have high impact within the cold-physics community.
- Perform scattering calculations for the LiNa + LiNa system including external electric fields and investigate stereodynamic control of the outcome (Summer FY15). Prepare results for publication. The LiNa calculations will be first-ever benchmark calculations demonstrating stereodynamic control using external electric fields.
- Present results of the O + OH and Li + HF calculations during the 46th annual meeting of the Division of Atomic, Molecular and Optical Physics of the American Physical Society (June 2015).
- Continue active collaboration with Professor Balakrishnan (UNLV) and postdoc Jisha Hazara (UNLV) on ultra-cold molecular collisions.

**Conclusion**

The results of this work will revolutionize the field of cold and ultra-cold physics by enabling an efficient treatment of full-dimensional 3-body reactive scattering collisions up through the cold temperature regime including electromagnetic field interactions. We expect to demonstrate control of cold molecular collisions and chemical reactions for several experimentally relevant molecular systems. Since the cold energy regime is essentially unexplored, all of the proposed calculations using this new capability have significant potential for new discoveries and applications.

**Publications**


Introduction
Small micron-sized radiological, biological, and/or heavy-metal-laden particles deposited on urban and rural surfaces during a nuclear or industrial accident, a terrorist attack, or inadvertently as a waste by-product can be resuspended into the air from wind gusts and result in harmful exposures to the population over large areas and long time periods. Particle adhesion to surfaces and the resultant resuspension process is poorly understood, however. Based on assessment of controlled experiments with spherical particles, researchers could not predict the resuspension rate to within a factor of ±10 and experiments using a biological agent resulted in resuspension rates of up to 1000 times larger than predicted by current theories. This means that current predictive capabilities would not be able to quantify the amount of particles lofted into the air with enough accuracy to determine if the resuspension event was extremely hazardous or not of any concern whatsoever. This uncertainty is a result of a combination of the difficulty in accurately measure particle adhesion, prior focus on idealized spherical particles and smooth surfaces, the lack of bio-agent specific measurements, the inadequacy of current theories for accounting for the sheltering effect of rough surfaces on the aerodynamic lift and drag forces on a small particle, the inherent stochasticity of the adhesion, lift, and drag forces, and the confounding effect of humidity and moisture on adhesion.

This investigation into the fundamental science of resuspension of different particle morphologies from a wide range of surfaces crosses the boundaries of adhesion science and fluid mechanics, and covers a wide range of scales (from nanometers to meters). The resultant algorithms and experimental measurements will improve the resuspension and health risk assessments of those in the bio-terrorism and radiological assessment communities, as well as those working on wind erosion, dust storm, riverine sedimentology, and clean room applications.

Benefit to National Security Missions
Resuspension of hazardous biological agents and radionuclide particles deposited on indoor and outdoor surfaces plays a role in numerous fields within LANL's national security mission, including counter-terrorism, nuclear power plant safety, plutonium storage, clean-up and remediation, and environmental risk assessment. The resuspension models developed and experimental data collected during this project will be of great interest to DoD, DHS, EPA and intel agencies looking at bio, dirty bomb, and nuclear fallout after-effects, as well as internally at the lab for environmental remediation purposes. There is concern that after a CBR dispersal event that subsequent resuspension could cause significant health effects long after the initial event and complicate clean up efforts. This work will also apply to wind erosion, dust storm, riverine sedimentology, and clean room applications.

Progress
Significant progress has been made on particle resuspension theory and model development. A first generation probabilistic particle resuspension model (PPRM) was coded up following Reeks and Hall (2001) by post-doc Scott Speckart for spherical particles over smooth surfaces. This code accounts for the turbulent variations in the winds and the wide range of adhesion forces found in nature, allowing for plausibly realistic estimates of spherical particle resuspension from smooth surfaces. Additionally, following the direct numerical simulation analyses of Zhang et al. (2013), the model was modified to include more accurate non-Gaussian probability distributions for the aerodynamic lift forces. Scott then developed a particle sheltering algorithm so that the 2nd generation PPRM works over rough surfaces, i.e., surface asperities block the wind so that fewer micron-scale particles are lifted into the air. To our knowledge this is the first-of-its-kind probabilistic
model that can be used over rough surfaces (note that most environmental surfaces are considered “rough”). A first draft of a particle resuspension review paper for the plume modeling community was completed. A second journal paper describing the new particle resuspension model with particle sheltering due to large-scale roughness is underway.

Experimentally, the Center for Integrated Nanotechnology (CINT) team has employed Atomic Force Spectroscopy (AFS) to measure adhesion forces between cantilever probes and surfaces. Initial experimentation has focused on calibration of instrumentation and methodology and hiring key personnel to continue the work. In order to measure adhesion forces between particles and surfaces of interest, we are performing atomic force spectroscopy utilizing an Asylum MFP-3D Stand Alone Atomic Force Microscope (AFM). It is the ultimate goal of this proposal to perform measurements between actual biological samples and natural surfaces, however it is firstly important to calibrate our system by measuring forces between known particles and surfaces in a controlled environment in order to 1) compare to previous literature values and; 2) generate a calibration file from which it is possible to interpret results of actual samples. Thus we have focused on performing calibrated measurements between, for example, Silicon Nitride AFM cantilevers and silicon calibration grids. The AFM topography imaging measurements provide a height section profile demonstrating the sub-nanometer vertical resolution attainable. We have begun collecting force-curves produced at a single position by lowering the AFM probe to the surface and pulling the probe away. By taking such measurements over an entire area we have been able to generate an adhesion force map. These results demonstrate the utility of force mapping via AFS for our proposed work. Accurate measurements rely on proper calibration of each cantilever as the adhesion forces measured are dependent upon the accurate measurement of the spring constant of each cantilever (which we are able to perform using our AFM setup).

While we are initially using pre-loaded cantilevers with attached polymeric and glass beads, it is necessary that we have the ability to also attach our own particles of interest as desired. Thus, we are utilizing a micro-manipulator within the CINT clean room to generate our own probes of interest with desired particles and eventually biological molecules. Initial attempts at adding microspheres to cantilevers are underway. We have also made a key hire in the form of Matt Rush, a graduate student from UNM with a background in Mechanical Engineering and experience in AFM and AFS. He is now working fulltime on the project and has made great progress in continuing calibration and refinement of our system.

Future Work
- Fully calibrate Atomic Force Spectroscopy (AFS) system and methodology; and perform adhesion measurements of known materials and compare results to both literature values and values obtained via other methods (e.g. sedimentation through centrifugation) that will also be performed by our team. This will ensure confidence in our measurements.
- Perform validation study of second generation probabilistic particle resuspension model (PPRM) combined with first-year AFM-derived adhesion force distributions for “classical” laboratory-scale spherical particle-smooth surface resuspension experiments.
- Produce third generation probabilistic particle resuspension model (PPRM) to account for impact of capillary forces on particle adhesion (i.e., from humidity and moisture). It is known that moisture can result in a water bridge between the particle and surface, significantly increasing adhesion (and reducing resuspension), but the details of when it becomes important is not understood.
- Conduct Atomic Force Microscopy (AFM) adhesion force measurements to characterize probability distribution as a function of asperity roughness height, spacing, particle diameter, and relative humidity.
- Utilize humidity-dependent AFM adhesion force distributions in the 3rd generation PPRM model. Perhaps derive simple expressions for adhesion force pdf as a function of surface, particle asperity characteristics, and relative humidity.
- Conduct AFM nanoscale surface-asperity characterization measurements. This is key for understanding and confirming different models of the particle-surface adhesion force distribution, as well as the nature of the capillary force.
- Begin producing nano-fabricated surfaces and spherical particles with controlled well-defined nano-scale properties. This will allow us to control and isolate parameters that influence adhesion, likely resulting in a better theoretical understanding of the adhesion force between particle and surface.
- Publish journal paper on PPRM with particle sheltering capability.
- Publish conference and journal papers on AFM measurements.

Conclusion
The main goals of the proposed research activity are to:
1) develop “universal” particle resuspension equations that correctly account for adhesion and the quasi-random nature of resuspension and are valid for both rough and smooth surfaces, spherical and non-spherical particles, and dry and humid environments; and 2) to fill in the measurements gap for the mean adhesion force and its probability distribution through first-of-their-kind adhesive force measurements with Atomic Force Microscopy (AFM) using a) nanofabricated particles and surfaces and b) “real” particles (spherical and non-spherical, smooth and rough, biological spores with and without appendages) and “real” urban and rural surfaces.

**Publications**


First Direct Observation of Weibel Instability in Collisionless Shocks

Sasikumar Palaniyappan
20140483ER

Introduction

Acceleration of charged particles as they interact with “collisionless shocks” is a widespread phenomenon occurring across the entire universe. Unlike the well-known collisional hydrodynamic shocks, in the collisionless shocks the particle collision time is much larger than the particle transit time through the shock. This astrophysical phenomenon occurs regularly in the cosmos, for example, at supernova shocks, during fast coronal mass ejection from the sun forming solar-wind shocks and at the planetary bow shocks. A particular type of electromagnetic plasma instability known as Weibel instability is believed to be the dominant mechanism behind the formation of these collisionless shocks in the cosmos. Weibel instability leads to an exponentially growing magnetic field arising from the electromagnetic micro turbulences in initially unmagnetized or weakly magnetized plasmas present in the vicinity of gamma ray burst sources, supernovae and galactic cosmic rays. How these magnetic fields are generated and what are their structures, which dissipation mechanism is dominant, which physical processes lead to shock formation, and how particles are accelerated in these shocks remain open questions. Apart from indirect spacecraft observations, there is no direct observation to date of collisionless shocks mediated by Weibel instability. Here we propose (1) first direct observation of Weibel instability mediated collisionless shocks in laboratory plasmas using ultra-intense lasers and (2) observe the evolution of Weibel instability leading to strong magnetic fields up to few hundred GigaGauss in the plasma using ultrafast proton deflectometry. This will enable us to study the underlying physics behind this unique astrophysical phenomenon.

Benefit to National Security Missions

This project directly aligns with the LANL “Nuclear and Particle Futures” science pillar just established, specifically with its Nuclear and Particle Physics, Astrophysics and Cosmology, High Energy Density Plasmas, and (Advanced) Accelerators elements. This work will establish a unique LANL capability for studying astrophysical sciences using the existing Trident laser facility. A part of this proposal is to upgrade the Trident probe beam to higher power. Such an addition to the Trident laser facility would greatly enhance LANL scientific capability. Studying laboratory astrophysics with intense lasers is at the heart of the LANL proposal High Intensity Laser Laboratory (HILL), just submitted to the recent NNSA Experimental Science Facilities call, and squarely along the path of the LANL Laser Strategy.

Progress

We proposed to use the near-critical plasmas that are on the verge of the laser reflection/transmission boundary for generating collisionless shocks driven by intense laser pulses. Understanding how the near-critical plasmas respond to intense laser pulses is crucial to use them to generate collisionless shocks. In the past year, we have explored the interaction of ultra-intense laser pulses (Trident laser beam) with near-critical density plasmas. As a result we have identified a new laser-plasma interaction regime, where near-critical plasmas trap plasma electrons due to self-generated plasma magnetic field. A manuscript detailing the results titled “Efficient quasi-monoenergetic ion beam from laser driven plasmas” is under review in ‘Nature’ with the PI as the lead author. The results have larger implications in making laser-driven compact ion accelerators.

As the laser drives a strong electron current forward up to several mega Amperes, it generates a very strong azimuthal magnetic field up to several hundred mega Gauss. As a result the electron current and the laser light are channeled through the plasma. The self-generated plasma magnetic field traps plasma electrons and slows them. The slowed and trapped electrons are released
forward in the end when the laser exits the plasma. The released electrons accelerate the ions to an energetic bunch.

Our team studied the effect of laser spot size on the collisionless shocks driven by intense laser pulses using the VPIC code. At the Trident laser facility, the laser beam can be focused down to a spot size between 5 microns to 20 microns. The spot size could induce transverse instabilities in the plasma that adversely affects the generation of collisionless shocks in the plasma. As a result of the study, we have narrowed down on the optimal laser spot size and the plasma density that would generate the collisionless shocks in near-critical plasmas. We have upcoming beam time at the Trident laser facility that starts in Sep 15th 2014 as part of the FY 14 work. The simulation studies have helped us to design the upcoming experiment. In the experiment, we hope to generate collisionless shocks in near-critical plasmas.

A silica nano-foam near-critical target that is crucial for the experiment was developed. We have collaborated with LANL MST-7 to produce these nano-foams that we plan to use in the upcoming Trident experiment. These silica aerogels are initially formed, then super critically dried, allowing no shrinkage while providing great flexibility in the density. These foams are nanoporous with open celled structure.

In the past year, we have also explored the options of developing a dedicated probe laser beam at Trident versus splitting up the existing Trident laser beam into two. The studies have shown that it is better to split the Trident laser beam in to two for practical reasons. So we will isolate a 3 inch middle portion of the Trident ‘C’ beam and focus it with a separate off-axis parabola for generation of a proton beam to probe the plasma.

**Future Work**

A substantial amount of effort will be dedicated to developing a probe laser beam that will be used for proton deflectometry in the second year of the project. We have explored the available options such as developing a dedicated probe beam versus splitting a fraction of the existing Trident short pulse beam and using it for proton deflectometry. After careful study, we have decided that splitting the existing Trident laser beam into two, one beam as a driver and the other beam as a probe would be suitable for the proposed research. A three-inch central portion of the Trident ‘C’ beam will be sampled and focused using a separate off-axis-parabola for probing the plasma shocks.

Also, the kinetic Vector-Particle-In-Cell (VPIC) simulation the experiments will be continued to improve our understanding of the plasma shock physics.

**Conclusion**

We expect to see the first-ever direct observation of collisionless shocks mediated Weibel instability in plasmas using 200 Terawatt LANL Trident laser, capable of producing ultra-high intensity of 2 x 10^21 W/cm^2. Using proton deflectometry we expect to measure the magnetic field generated Weibel instability. By measuring the Weibel magnetic field as the time evolves, we could infer the growth rate of the Weibel magnetic field. Diagnosing the ions accelerated by the shock will be one of the main goals of this project. We expect the collisionless shock to accelerate plasma ions to quasi-mono energetic distribution.

**Publications**

Introduction
The purpose of this project is to investigate the fundamental chemistry of uranium and thorium with nitrogen rich ligands using experimental and computational chemistry methods. We propose a series of nitrogen-rich ligands that will bind to uranium and thorium to form novel high nitrogen content actinide coordination compounds. These nitrogen-rich actinide complexes are designed to undergo a low energy initiated self-sustained combustion reaction to yield high purity uranium and thorium nitrides. While there has been an increase in research on new routes to actinide nitrides, there are very few examples of actinide high nitrogen complexes. Characterization of this new class of actinide complexes and subsequent investigation of their combustion properties will impart new insight into their potential application in actinide nitride nuclear fuel fabrication. Concurrently, this research will increase our overall understanding of structure-function relationships as they relate to high nitrogen actinide materials and their decomposition products. Finally, this work will unite LANL core capabilities in actinide and energetic materials chemistry to establish a new LANL capability, a new field of science and could ultimately lead to a revolutionary route to high purity bulk actinide nitrides.

Benefit to National Security Missions
LANL is an international leader in both actinide and energetic materials science. By uniting these two fields, this project offers promise for a new paradigm for the preparation of high purity bulk actinide nitride materials. It will produce high impact results, new signatures of science, train the next generation of actinide scientists, and stands to revolutionize production of advanced nuclear fuel materials. The marriage between actinide and energetic materials that the success of this project demands is uniquely available at LANL. This effort supports the LANL missions in Materials for the Future and in Global Security. We anticipate that our LDRD successes will translate into a larger program in actinide nitride science with future programmatic funding from organizations such as DOE science campaigns, DNDO, DHS and the IAEA.

Progress
We prepared and characterized two different uranyl high nitrogen complexes of bitetrazoleamine. These include a monomeric and dimeric complex in which each uranium center binds to one bitetrazoleamine as a bidentate ligand. We have shown that we can control formation of the dimer or monomer by controlling the pH of the reaction solution. We are scaling the monomeric compound for combustion experiments. We have also been performing reactions of oxygen-free uranium precursors with nitrogen-rich tetrazole ligands with uranium and thorium and have isolated and characterized a new oxygen-free U(IV) compound that binds 2 nitrogen-rich tetrazole ligands and are working to purify and characterize other U and Th nitrogen-rich compounds from these experiments. This work will be continued and is expected to yield new precursors for combustion experiments in year two.

Towards the computational effort, we have developed a validated computational procedure for investigation of nitrogen rich metal complex decomposition pathways. This method is being used to compare lanthanide and actinide high nitrogen complexes for prediction of complexes that decompose to metal nitrides.

Two postdocs were hired to start in the third quarter of this fiscal year. Kevin Browne of C-IIAC will be working on nitrogen rich uranium and thorium compounds and Katie Maerzke (T-1) will be performing the computational work.

Future Work
Computational and experimental work on novel high
nitrogen complexes of uranium and thorium will continue into Year 2. We will build on our synthetic success in year 1 to scale-up new complexes for combustion experiments which will begin this fiscal year. We will continue to predict stable nitrogen rich uranium precursors and compute energetically favored decomposition pathways.

Milestones for this year include a report that compares the predicted thermal stability of uranium and thorium high nitrogen complexes. Additionally we will report on the synthesis and combustion of new uranium and thorium high nitrogen precursors.

**Conclusion**
We will prepare novel nitrogen-rich U/Th complexes. Decomposition of these U/Th complexes should give pure U/Th nitride, oxynitride, or oxide materials. We anticipate that the decomposition of oxygen free U/Th high nitrogen compounds to the nitride will take place at low temperatures and will not be plagued with carbon and oxygen impurities. The proposed work will not only result in a new LANL capability, but a new field of science. It will produce high impact results, train the next generation of actinide scientists, and offers to ultimately revolutionize production of advanced nuclear fuel materials.
Discovery and Implication of Negative Ions in the Earth’s Magnetosphere

Herbert O. Funsten
20140546ER

Introduction
After more than 50 years of intensive study, our lack of understanding of mass and energy transport throughout the magnetosphere as well as the underlying physical processes that drive them is astounding: we still cannot predict geomagnetic storm onset, evolution, magnitude, and persistence. Using recent spacecraft data, we have serendipitously discovered negative hydrogen (H-) and (O-) ions at energies up to 50 keV. Because they (1) likely originate as cold ions in the upper ionosphere, (2) behave differently than positive ions in electromagnetic fields, and (3) respond differently than electrons to waves, these particles represent a fundamentally new and unique population. Key questions that our project will answer include:

- What are the origin, transport, acceleration, and fate of H- and O- in the magnetosphere?
- What physical processes are revealed and understood using H- and O- as signatures?
- What is the global impact of H- and O- on mass and energy flow throughout the magnetosphere?

Benefit to National Security Missions
This project provides new signatures for understanding physical processes that drive the dynamics of the Earth's space environment and will quantify the impact of these new particle species on the physical processes themselves. Understanding and predicting the space environment is directly applicable to our DOE space Nuclear Detonation Detection Program and is of interest to other agencies who rely on the U.S. space infrastructure. Furthermore, it is directly relevant to NASA’s mission of understanding the space environment under its Living with a Star Program.

Progress
Work to date during FY14 has focused on three key tasks in order to establish the credibility that the negative ion signatures observed by the HOPE mass spectrometer are of natural (ionospheric) origin.

Quantification of electron backgrounds
The HOPE mass spectrometer uses energy and time-of-flight (TOF) measurements to establish the mass of a charged particle. The primary background for negative ions is dependent on the electron flux, specifically chance TOF coincidence resulting from two electrons that generate non-coincident detection events at a TOF value characteristic of a negative ion. Using the TOF spectra that are routinely reported from HOPE, we have quantified the probability of electron chance coincidences occurring within negative ion TOF windows for negative H and O as a function of energy and over 6-month epochs. The negative ion counts (but not flux) corrected for the chance-coincidence electron background have been incorporated into the HOPE data processing chain and are now available as a data product for analysis by this project team. We have demonstrated the ability to remove most counts from chance detection of two electrons. Because the HOPE TOF spectra are only obtained for a subset of viewing angles and thus represent only 1/40 of all collected data, we will validate the electron background using the entire HOPE data set using negative ion counters, which have been re-set on the spacecraft to accurately map to either negative ion TOF spectra (at the appropriate H- and O- energy range) or to collection of background counts (outside of this energy range).

Quantification of negative ions generated within the HOPE instrument
Scattering of ambient positive ions from internal surfaces of the HOPE instrument represents the only viable potential pathway for non-natural negative ion production and subsequent detection by HOPE. Specifically, the entrance surface to the HOPE electrostatic energy analyzer contains a potential scattering surface at an Al plate coated with Ebonol-C
We have performed both electron-optic simulations of this scattering and laboratory experiments of scattering of an incident beam of 10 keV H\(^+\) from this coated surface. The electron-optic simulations have identified Ebonol-coated Aluminum zones of the HOPE entrance that can scatter incident protons such that resulting negative ions can enter and traverse the energy analyzer. The experiment uses an electro-static deflection and an imaging microchannel plate detector to measure the incident beam flux, the distribution of scattered atoms, the energy of the scattered atoms (crudely), and the charge state of the scattered atoms. The following key results were obtained, indicating predominantly specular scattering:

- The scattering probability of incident protons is 0.0113 at an incident angle of 10° and 0.0058 at an incident angle of 20°
- The fractional charge state distribution of scattered hydrogen at an incident angle of 10° is: 0.14 H\(^+\); 0.85 H\(^0\) (neutral), and 0.01 +/- 0.002 H\(^-\)
- The fractional hydrogen abundance with energy loss of the scattered hydrogen is minimal: 0.86 lose no/ minimal energy, 0.10 lose up to 1 keV; and 0.04 lose between 1 keV and 4 keV
- The net probability that an incident H\(^+\) is scattered as H\(^-\) is therefore (0.0113 * 0.01) = 0.00011.

**Quantification of the absolute detection efficiency of negative ions**

These tests utilize the HOPE engineering (non-flight) model of a single TOF pixel. This experiment, originally to be completed in FY14, will extend into FY15 because of reduced LDRD funding (as previously reported to the LDRD PO). Preliminary results indicate that the coincidence detection efficiency of negative ions is approximately half that of positive ions; this difference is the result of the different acceleration voltage for charged particles in ion mode (11 kV) and electron mode (1.5 kV).

The impact of LDRD cuts on this project is minimal; as previously reported, experiments of quantification of negative ion fluxes as a HOPE data product will be complete in early FY15. A critical person for implementing this (Jon Niehof) has left the Lab but will still be available at a low level to complete this implementation. A summer student (Kyle Pittman) is helping to understand the electron backgrounds. Co-I Brian Larsen is preparing a manuscript on the scattering of protons from Ebonol-coated aluminum.

**Future Work**

The second year of this project involves the quantification of negative ions generated within the HOPE instrument and contribution from the natural environment. With the experimental validation of the electron background complete, quantification of the negative ion measurement begins. Negative ions are certainly created through scattering within the instrument but laboratory measurements show vastly insufficient efficiency to explain the measured signal. As the natural negative ions quantified estimates are completed the O- and H- lifetimes in the magnetosphere will commence. These are exciting missing pieces of information as published solar negative ion lifetimes are far shorter than required for our magnetospheric observations. We expect several discovery-class publications as the quantifications are completed.

**Conclusion**

We will characterize the H- and O- abundances as a function of time, location, energy, and geomagnetic activity; demonstrate their utility as enabling, unique signatures for magnetospheric dynamic processes; utilize these signatures to study a subset of these processes; and demonstrate whether (or not) they are of sufficient abundance to influence the physical processes driving mass and energy transport in the magnetosphere. This has the potential to open a new subfield in magnetospheric physics, with instrumentation designed specifically for measurement of negative ions on future missions.
Introduction
Viruses evade our defenses by evolving rapidly. Typically, viruses evolve about a million times faster than the human genome. Consequently, few effective antiviral therapeutics exist. We need new antiviral strategies that turn viral evolution from an advantage into a handicap. Our effort will determine rates of viral mutation and loss of function under conditions where selection pressure has been removed, and will potentially enable new antiviral therapeutic strategies.

We have four aims:
• Learn how quickly a viral gene can become nonfunctional. We propose to determine rates of viral evolution by providing supplements (“Trojan proteins”) that eliminate the need for viral genes to produce their protein products.
• Examine the effects of viral mutations on viral function.
• Separate roles of viral genomic RNAs (vgRNAs).
• Obtain distributions of mutations (counts by genomic location) for viruses that preserve function and for those that lose function.

Our effort is the first effort, to our knowledge, to quantitatively study, in a controlled fashion, a counter-intuitive effect whereby evolution can lower (not raise) fitness. Our particular approach to studying this phenomenon involves “flattening” the fitness landscape in which viruses produce their needed proteins. We remove selection pressure on two viruses by studying infections in host cells that have been modified to produce proteins that the viruses normally synthesize. We call these proteins “Trojan” proteins, because, while they initially benefit the virus, ultimately they are intended to lead to a dependency on the host; and upon removal, to the collapse of the viral population. If results are promising, we believe that a new avenue of viral therapeutics will be enabled.

Benefit to National Security Missions
Joshua Lederberg wrote “The single biggest threat to man’s continued dominance on the planet is a virus.” Still, very few antiviral drugs exist. Both biodefense and public health missions require that we develop better antiviral agents.

Understanding viral evolution is essential. It is natural also to consider whether viruses ability to evolve rapidly can be used against them. The proposed effort is fundamental science and will provide important insight into mutational loss of function. It may lead to new therapeutics or new therapeutic strategies. Our approach should be of immediate interest to NIH, to NSF, and to DARPA. As the work progresses, and applications become feasible, it should become relevant to the missions of DTRA and to the DHS.

Progress
• Obtained IBC approval (IBC 130/Viral disarmament: a Trojan protein approach/Momchilo Vuyisich/ Murray Wolinsky/29 January 2014). Set up a dedicated lab, and hired Anaïs Weibel, a (master’s degree) virologist affiliated with the Institut Pasteur to perform the experimental work. Trained Anaïs in methods needed specifically for this effort. Obtained additional summer student support and applied for director’s funded postdoctoral fellow.
• Collaborated with Susan vandeWoude’s group at Colorado State University for feline immunodeficiency virus work. (Experimental work to be performed in Year 2.)
• Selected influenza A virus strain for experiments: Influenza A /California/07/2009 strain (H1N1). Began experimental work on this virus with assistance from Jennifer Harris. Selected host cell lines: MDCK cells and Beas-2b cells.
• Discussion with experts and literature analysis indicated that five proteins are particularly suitable
for initial experiments: PB1, PB2, PA, HA, and M1. We codon-optimized nucleic acid sequences corresponding to these proteins, and ordered and received corresponding sequences for host expression. Codon-optimization will improve protein expression levels and, more importantly, will allow us to differentiate viral sequences (including mutated viral sequences) from host-produced sequences. We performed statistical analyses that verify we will be able to distinguish the sources of these proteins for expected mutation rates and regardless of expected sequencing error rates.

- All host cells have been transfected with all the influenza genes selected. We isolated MDCK clones for the M1 gene (MDCK-M1) and started to analyze the gene expression level and protein length by ELISA and Western-Blot techniques. The selected clones will be propagated in large quantities and stored for future virus propagation.
- We expect to have a qPCR assay for influenza viruses in the next month to start the virus propagation. (Jason Gans designed an initial influenza A qPCR assay. This assay has been tested and we are currently iterating on the design to improve its performance.) This qPCR assay will provide a faster way to quantify the virus for the serial infection than the immuno-plaque assay we are currently using.
- We expect to obtain stable clones expressing each of our initially-targeted viral genes during this summer for both MDCK and Beas-2b cell lines.
- We hope to start the virus propagation on MDCK-M1 cells before August and have the first sequencing result during September.
- With substantial assistance from Jason Gans, we set up an initial analysis platform for transcriptomic data to detect and characterize viral mutations. As a test, we collected sequence data from both uninfected and infected host cells to develop methods of mapping reads to distinguish host cell (background) sequences from viral sequences. Our platform uses widely-used transcriptomic analysis tools (Bowtie 2, Cufflinks, Tophat 2) as well as custom scripts and other tools. Our mapping methods are currently being refined.
- Updated initial model and simulations that were the basis for this effort. Advanced collaboration with Eugene Shaknovich at Harvard regarding modeling issues and analysis of expected experimental data through telephone conversations. Currently working on manuscript for publication.
- Exploring potential developments of this work for related applications with Joel Berendzen. Submitted pentachart to DARPA for follow-on activities. Have identified a potential collaborator for follow-on animal work for NIH proposal if experimental results are adequately promising.

**Future Work**

We will study two viruses: feline immunodeficiency virus and influenza A virus. Work on influenza A virus was started in year 1. Work on feline immunodeficiency virus will be initiated in the next FY. For each viral protein we will develop host cell lines (where feasible) that endogenously express the viral protein. (Currently this has been done for five initial influenza A viral proteins.) In serial passage experiments, these host cell lines will be infected by these viruses, allowing us to study the effects of supplementation on viral evolution. We expect these experiments will generate “replication-deficient” viruses. Existing and new theoretical methods will be used to identify the mutations responsible for loss of function. In the second year, we will:

- Continue the viral passaging experiments with avian influenza virus on identified host cell lines for 5 selected proteins.
- Obtain sequence data for these proteins as a function of passage number, and determine amounts and rates of mutation.
- If loss of function is observed in any of these proteins, identify mutations responsible for this loss of function. (This is the central goal of the project: to obtain “replication-deficient” viruses.)
- Establish robust platform for analysis of sequencing results.
- Share material and data with Eugene Shakhnovich.
- Expand experimental work to remaining influenza A proteins.
- Expand experimental work to feline immunodeficiency virus.
- Publish experimental/theoretical results.

**Conclusion**

The core innovation is methodological. We propose a new way to study viral evolution; in particular, loss of viral function. Our methodology is based on providing host cells with the same proteins that the viruses naturally produce. By doing so, we “flatten” the fitness landscape. This methodology provides a research platform of considerable generality to study [i] progression towards loss of function, [ii] specific mutations responsible for loss of function, [iii] number of mutations required for loss of function, and [iv] rate of loss of function. Perhaps paradoxically, our approach also may provide novel viral therapeutics.
Understanding Earth’s Deep Water Cycle: Neutron Diffraction and Calorimetric Studies of Hydrous Minerals
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Abstract
As part of the global hydrologic cycle, the Earth’s deep water cycle plays a significant role in many geological processes, including arc volcanism, deep focus seismicity, and, in a larger context, the evolution of our planet. To understand Earth’s deep water cycle, it is essential to determine the stability and fate of hydrous minerals, which occur in hydrated oceanic crust, when the crust is subducted into the mantle via the mechanism of plate tectonics. The objectives of this research are to characterize the crystal structures, elastic properties and thermodynamic stability of a number of hydrous minerals at high-temperature (T) and/or high-pressure (P) conditions using several experimental techniques including neutron diffraction, synchrotron X-ray diffraction (XRD) and infrared spectroscopy (IR). We have investigated two groups of minerals: 1) simple hydroxides such as brucite and nickel hydroxide; and 2) complex hydrous phases including jarosite and magnesium silicate phase A. Since these minerals contain large amounts of hydrogen, neutron diffraction is particularly powerful for such studies. Systematic neutron measurements have yielded valuable information such as hydrogen positions and displacement parameters as a function of P and/or T that are difficult to obtain with other techniques. Synchrotron-based methods (XRD and IR) can provide complementary information, especially at higher pressures, due to the high brightness of synchrotron radiation and the ease of combining it with diamond-anvil cell (DAC). The obtained results provide important parameters for models of Earth’s deep water cycle and thus shed light on mechanisms underlying the storage, fate and dynamics of water in the Earth’s interior.

Background and Research Objectives
Comparative planetology has demonstrated the uniqueness of our planet, not only in the compositions of its oceans and atmosphere, but also in the ways in which it continuously renews its surface through plate tectonics. The latter arises from convective motions in the viscous silicate mantle and is governed by mantle viscosity, elasticity, and mineralogy. The existence and distribution of volatile species, including water, in Earth’s interior strongly influence the global tectonics and related geological processes such as seismicity and volcanism [1-7]. The amount of hydrogen in the deep Earth largely depends on the manners it can be accommodated in the structures of mantle minerals. The origin and history of the hydrosphere may also depend on the primary reservoir of water in the mantle. Furthermore, it has long been recognized that the density and seismic velocities in Earth’s core require it to be iron alloyed with lighter elements such as H, C and S [8]. During the past decades, the mechanism of water exchange between lithosphere, hydrosphere, and biosphere has generated considerable interest in the scientific community at large [9].

The most common hydrous minerals in Earth’s crust include clay, mica, amphibole and serpentine. Previous studies show that these minerals are stable to depths of 200 km [1]. At greater depths, they dehydrate, and new hydrous phases, especially dense hydrous magnesium silicates, will be formed [10-11]. In addition, hydrogen can be stored in the structures of nominally anhydrous minerals, such as olivine, pyroxene and ringwoodite, which also occur at depths >200 km [1,12]. Hence, the existence of hydrogen in these minerals may have significant effects on the evolution and dynamics of the mantle. Despite its importance, information regarding hydrogen bond behavior at high P-T conditions is scarce, and thus the detailed structures and stability of many hydrous minerals in the deep Earth remain largely unclear.

The goals of this project are to unravel atomistic mechanisms underlying the behavior of hydrous minerals at high P and/or T via studying their crystal chemistry and thermodynamic stability. Using neutron diffraction coupled with our developed high P-T technique, and
synchrotron X-ray diffraction and infrared spectroscopy, we have determined crystal structures, elastic properties, and thermodynamic stability of a number of hydrous minerals at high P-T conditions. In particular, we have characterized hydrogen bonding in these minerals, which plays a key role in their thermodynamic stability, dehydration processes and phase relations. These studies provide fundamental information on structure features that permit hydrogen to be retained under extreme P-T and thus shed lights on the mechanisms of water cycling in deep Earth and the origins of the arc volcanoes and deep focus earthquakes.

**Scientific Approach and Accomplishments**

To achieve the above objectives, we have performed the following tasks: 1) sample syntheses of brucite [Mg(OD)2], nickel hydroxide [Ni(OD)2 and Ni(OH)2], jarosite [KFe3(SO4)2(OD)6] and hydrous phase A [Mg7Si2O8(OD)6]; 2) neutron diffraction of the four phases; 3) synchrotron XRD of nickel hydroxide and jarosite; and 4) synchrotron IR of hydrous phase A. These neutron and synchrotron experiments were conducted at high-P and/or high-T conditions.

Sample Syntheses: As hydrogen has a high incoherent scattering cross section for neutrons, which causes high backgrounds in neutron diffraction patterns, we synthesized deuterated phases instead [except nickel hydroxide, for which both Ni(OD)2 and Ni(OH)2 were prepared]. The Mg(OD)2 sample was prepared from hydrothermal reaction of high-purity MgO powders with D2O in an autoclave at 548 K for 20 h. Similarly, the KFe3(SO4)2(OD)6 sample was made from hydrothermal reaction of Fe(NO3)3·9D2O, K2SO4 and D2O at 433 K for 3 days. To investigate H/D isotope effect, Ni(OD)2 and Ni(OH)2 samples were prepared using precipitation methods with Ni(NO3)2·6H2O, NaOH and H2O or their deuterated counterparts as starting chemicals. The Mg7Si2O8(OD)6 sample was synthesized using the high P-T method with a Kawai-type multi-anvil apparatus. Starting material was a mixture of natural forsterite (Mg2SiO4) and Mg(OD)2 in a molar ratio of 2:3, and 16 runs were conducted. In a typical run, the starting material and D2O water were loaded into a platinum capsule and were held at 10 GPa and 1073 K for 5 hours, followed by quenching to room temperature at 10 GPa and decompression to ambient pressure. All the obtained samples were confirmed to be phase-pure by powder XRD.

Neutron Diffraction of Brucite: Two types of time-of-flight neutron experiments were performed on Mg(OD)2: 1) high-T measurements from 313 to 583 K [13]; and 2) high P-T measurements up to 5 GPa and 1000 K. Our high-T neutron patterns indicate that Mg(OD)2 was stable from 313 to 553 K. However, the sample partially decomposed into periclase (MgO) and D2O (gas) when T = 583 K. Thus the onset temperature of the dehydroxylation lies between 553 and 583 K. Rietveld analysis of the obtained neutron data were performed using both single-site and three-site split-atom hydrogen models. The results show that with increasing temperature, unit-cell parameter c increases more rapidly than a; the coefficient of thermal expansion (CTE) along the c-axis is 5 times that along the a-axis. This large anisotropy of thermal expansion is primarily due to rapid increase in the interlayer thickness along the c-axis on heating. The amplitudes of thermal vibration for Mg, O and D increase linearly with increasing temperature; however, the rate of the increase for the lighter D is much larger (Figure 1). In addition, D vibrates anisotropically with a higher magnitude within the (001) plane. On heating, the interatomic distances between a given D and its associated O and D from the adjacent [MgO6] layer increase, whereas the O-D bond length decreases (Figure 2). This behavior suggests weakened D···O and D···D interlayer interactions but strengthened O-D bonding with increasing temperature.

Several sets of high P-T neutron experiments were carried out on Mg(OD)2. Specifically, the sample was first compressed to a certain pressure and then at that pressure, was heated up to 1000 K. For example, one set of experiment was conducted at about 0.8 GPa and 298, 500, 700, 800, 900 and 1000 K. The neutron patterns indicate that Mg(OD)2 was stable up to 900 K at 0.8 GPa. However, the sample partially decomposed into periclase (MgO) and D2O when T = 1000 K. Thus the onset temperature of the dehydroxylation at this pressure lies between 900 and 1000 K, which is much higher than that at ambient pressure (between 553 and 583 K). This behavior suggests that the Mg(OD)2 dehydroxylation displays a normal, positive P-T slope. Rietveld analysis reveals that with increasing temperature, the c dimension expands at a larger rate than a. Similar to the behavior at ambient pressure, this anisotropy of thermal expansion is due to rapid increase of the interlayer thickness along c with increasing temperature. However, the magnitudes of the thermal expansion are smaller than those at room pressure, apparently due to the pressure confining effect.

Neutron/Synchrotron X-ray Diffraction of Nickel Hydroxide:

We conducted similar neutron experiments on Ni(OD)2, including high-T measurements up to 500 K and high P-T measurements up to 3 GPa and 600 K (Figure 3). The high-T neutron patterns show that Ni(OD)2 started to decompose into NiO and D2O at a temperature between 435 and 453 K. Rietveld analysis reveals similar behavior to Mg(OD)2 in variations of lattice constants and bonding parameters with T. However, the thermal expansion...
anisotropy of Ni(OD)2 is much more dramatic than that of Mg(OD)2. The CTE of Ni(OD)2 along its c-axis is $211 \times 10^{-5}$/K times that along its a-axis, as compared with $25 \times 10^{-5}$/K for Mg(OD)2. High-P neutron diffraction results show that with increasing P, cell parameter c decreases much more rapidly than a, which is largely due to rapid reduction of the interlayer spacing, as occurred in Mg(OD)2. Fitting of the determined cell volumes to a Birch-Murnaghan equation of state yielded a bulk modulus (K0) of 57.3(1.0) GPa and a zero-pressure volume of 38.33(2) Å³ with K0' fixed at 4.7 [14]. Moreover, upon compression, the hydrogen-mediated interactions between the neighboring layers become strengthened, as reflected in decreases in interlayer D···D distances with increasing P. On heating at 3 GPa, the mean volume CTE is $6.58 \times 10^{-5}$/K, smaller than $8.95 \times 10^{-5}$/K measured at room pressure, which arises from the confinement effect at high P.

Since the reported bulk moduli for nickel hydroxide exhibit a wide range of $552$ to $88$ GPa [14-15], we conducted a comparative study of Ni(OD)2 and Ni(OH)2, which may possibly cause the compressibility discrepancies due to H/D isotope effect. Specifically, we carried out energy-dispersive synchrotron XRD on Ni(OD)2 and Ni(OH)2 at identical P-T conditions using a multi-anvil apparatus. Our results show that at a given condition, unit-cell parameters a and c of Ni(OH)2 are, respectively, larger than those of Ni(OD)2. The resulted smaller unit-cell volumes for Ni(OD)2 imply that the structure may preferentially incorporates D over H at high pressures. Furthermore, Ni(OD)2 is only slightly more compressible than Ni(OH)2 (primarily along the c-axis). Thus the discrepancies in reported bulk moduli are not due to H/D isotope effect. The larger bulk modulus obtained from DAC measurement [15] is likely due to nonhydrostatic conditions in the DAC plus its radial diffraction geometry. In a typical DAC setup, as the diffraction plane is parallel to the pressure loading direction, the data collected under nonhydrostatic conditions will measure diffraction from the minimum stress direction and lead to an erroneously larger bulk modulus. By contrast, our toroidal-anvil-cell neutron experiment was hydrostatic, because the sample was pre-annealed at high temperature to release nonhydrostatic, deviatoric stresses.

Synchrotron X-ray/Neutron Diffraction of Jarosite: To map out jarosite [KFe3(SO4)2(OD)6] P-T stability regions [16], several sets of measurements were performed up to 9 GPa and 1273 K. For example, at 9.1 GPa, jarosite was stable up to 824 K, but then decomposed partially into yavapailite, hematite, and water at 839 K. This dehydroxylation temperature is higher than that at ambient pressure (between 550 and 575 K) [17], suggesting a positive P-T slope for the dehydroxylation reaction. At a given pressure, the c dimension of jarosite expands at a rate more rapidly than that for a. Similar to the behavior at room pressure [17], this anisotropy is largely due to the ease of tilting the Fe(O,OD)6 octahedra about the a-axes, which results in rapid increase in the (001) layer thickness with temperature. However, because of the confining effect, the magnitudes of the thermal expansion are smaller than those at ambient pressure.

Synchrotron IR Spectroscopy and Neutron Diffraction of Hydrous Phase A: IR spectra of Mg7Si2O8(OD)6 were collected from 600 to 8000 cm-1 in frequency at pressures up to 31 GPa (Figure 4). Although the sample is nominally a deuterated phase, the IR spectra indicate that it contains a small amount of OH, presumably due to the exchange of D by H from moisture during sample synthesis/handling. Because IR spectroscopy is more sensitive to OH than OD, the presence of even a small amount of OH results in significant IR signals arising from OH. Thus the sample can be used for studying both OD and OH vibrational properties. The results suggest a possible phase transition at 12 GPa, as evidenced by the slope changes in variations of OH/OH and OD band frequencies with pressure. High P-T neutron diffraction experiments of Mg7Si2O8(OD)6 were conducted up to 22 GPa and 958 K. The obtained patterns indicate that this phase remained stable throughout the P-T range tested, demonstrating the high hydrogen-bonding strengths [18] at these conditions.

In summary, simple hydroxides such as brucite and nickel hydroxide are present as component units in the structures of complex hydrous mantle minerals (such as phase-E, Mg2.08Si1.16H3.20O6), and hydrous phase A is a potential host phase for water in the Earth’s mantle. Jarosite occurs on Mars, which is considered as a strong evidence for the existence of water (and life) in ancient Mars. Hence, studying the structures and stability of these minerals at relevant P-T conditions will provide important insights into the mechanisms of water storage in the deep Earth and other planets (if the same tectonic mechanism is operating in Mars).

Impact on National Missions

Through determining the structures and stability of a number of hydrous minerals at high P and/or T conditions, this project contributes to fundamental understanding of the storage and fate of Earth’s deep water and related geological activities including volcanism and seismicity. Earth’s deep water cycle is an essential part of the global water cycle which integrates physical, chemical, and biological processes that sustain ecosystems and influence climate, hazardous events, and related global change. The unique high P-T neutron technique used/optimized has a...
wide range of applications in materials science, physics, chemistry, Earth and environmental sciences, and thus will strengthen key capabilities required for future mission areas in materials research, energy security and environmental remediation.

Figure 1. Variation of isotropic thermal parameters (\(U_{iso}\)) for Mg, O and D in Mg(OD) as a function of temperature.

Figure 2. Variation of interatomic distances (A) D···O and (B) O-D in Mg(OD) as a function of temperature.

Figure 3. Fitted neutron diffraction pattern of Ni(OD) at 3 GPa and 573 K. Data are shown as red plus signs, and the solid green curve is the best fit to the data. Tick marks below the pattern show the positions of allowed reflections (red - graphite furnace; black - Ni(OD)), and the lower pink curve represents the difference between the observed and calculated profiles.

Figure 4. Synchrotron infrared spectra of hydrous phase A [MgSiO(OD)] as a function of pressure.
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Abstract
Current trends in publications and shifts in world-wide experimental programs indicate that ultracold molecules will play a prominent role in the basic sciences and applications (such as sensors). While outstanding work in fundamental and applied science has come from ultracold atomic physics, a similar plunge by molecular physics into the ultracold arena will bring forth topics and applications that atoms cannot canvass: atoms are simple denizens of the quantum and physical-science worlds; molecules are entirely different, possessing internal degrees of freedom that can reach and explore phenomena untouchable by atoms.

The ideal substance for initial experiments would be many millions molecules crowded densely enough to interact (collide) with their neighbors and cooled to the point of neither vibrating nor rotating nor moving much at all (an absolute temperature of 1 millikelvin or less). From there, one can consider the molecules like slumped marionettes ready for animation by a skilled practitioner. It remains difficult, however, to produce such a starting point of absolute molecular calm, mainly because the degrees-of-freedom one would like to manipulate are not easily brought to rest in the first place. This report outlines our proposed approach to cooling and accumulating cold molecules, and summarizes our accomplishments in that endeavor. Our ultimate goals included demonstrating the laser-cooling of molecules and their subsequent storage in an accumulator. The novel principles and techniques brought forth by this research will enrich both atomic and molecular ultracold physics along with their realms of unique sensors.

The foregoing and the following sections associate motion with temperature. For present purposes, lower temperatures mean less agitation, usually slower speeds but more importantly more similarity among speeds. In a room (at 295 kelvin), the nitrogen in air can have speeds anywhere from several meters per second to one-thousand meters per second. This is agitated traffic indeed, a scene of fast and frequent collisions. Were it cooled to 1 millikelvin, though, nitrogen would move about far less chaotically—much more uniformly—at an easy pace between a crawl and a brisk walk (a couple of meters per second).

Background and Research Objectives
With rare exception, current experiments and methods do not produce the desired dense ensemble of ultracold molecules in their lowest internal energy state and barely moving at a temperature of 1 millikelvin. One technique is termed “buffer-gas loading” and is akin to placing molecules into a special freezer. The exemplary case puffed molecules into a chamber filled with very cold helium (the buffer gas) and then suspended and concentrated them between two superconducting magnets [1]. The temperature of the trapped molecules got no lower than the 400 millikelvin of the buffer gas. Attempts at evacuating the buffer gas – the refrigerant – in order to proceed with experiments on the molecules in isolation were unsuccessful [2, 3]. Molecules (polar molecules, to be specific) can be slowed by a tube-like device called a Stark decelerator, a machine that applies a sequence of electric fields to molecules as they pass through. Most useful are Stark decelerators with a trap at the end to hold the slowed molecules. The temperatures of the trapped molecules, however, are usually high (200 millikelvin), and the density is so thin that molecules rarely encounter one another [4, 5]. Physicists from JILA with theorist colleagues assembled cold molecules from cold atoms. They brought this method to a technical apex by forming very cold diatomic molecules (KRb) from an equally cold mixture containing potassium and rubidium atoms [6]. The molecular density peaked at an exceptionally high value but lasted too briefly for subsequent experiments. A related technique of atomic assembly forms special and very cold molecules that are fundamentally intriguing [7]. However, these molecules are too slight, with weak bonds stretched over vague
Our objectives were to laser-cool and trap a diatomic molecule (calcium monohydride, or CaH) that looks much like an atom when it comes to laser cooling. In some respects, the experiment recalls pivotal experiments of the early 1980’s that showed how laser light when shined against an atomic beam can decelerate and cool the atoms to temperatures below 1 millikelvin [13]. Our calculated expectation for slowing and cooling a molecular beam of CaH is shown in Figure 1. Based on realistic conditions, the calculation showed that cooling real molecules to 0.1 millikelvin—a temperature significantly less than that attained by many others—appeared to be technically feasible. Following the laser-cooling process, the molecules would travel to an accumulator that, functionally, is like an accumulator of high-energy physics practice, where streams or bunches of particles can be amassed and stored. An accumulator is an essential device for gathering molecules into a dense cluster. To date, however, accumulators are unknown in atomic and molecular physics despite their possible utility in those fields. Our design and eventual demonstration of an accumulator we thus took to be an important and rare bridge between disciplines that are separated by a factor of more than one trillion in the energy of particles they use.

We built and proved a dual-purpose atomic/molecular beam machine (diagrammed in Figure 2), assembled the needed lasers, measured the machine’s performance for the case of our test particle of lithium (our surrogate for the more complicated CaH), and designed an accumulator. Though well positioned by project’s end to meet our objectives, we ultimately ran out of time in an endeavor that remains exceedingly difficult (and elusive) at the few institutions that attempt to laser-cool and trap molecules. Nevertheless, the devices and discoveries we made during our determined push for success will be useful to the physics and chemistry communities. For example, we were the first group, to our knowledge, to design and use (quite successfully) a fiber-coupled laser-ablation source for atomic/molecular beam experiments, a novel set-up that might also be useful in LIBS and other types of analytical-chemistry techniques. We also arrived at a design for an accumulator that is far simpler to make and use than what we originally envisioned. These and other accomplishments are described in more detail in the next section.

Scientific Approach and Accomplishments

As mentioned earlier, our approach to laser cooling appears similar to the arrangements of the seminal experiments in laser-cooling atoms [13]. There is, however, an important distinction. Where a so-called effusive source (a hot, low-pressure oven with a small hole) suffices for directing atoms to a laser-cooling experiment, molecules must be delivered through an intense supersonic jet. The experimental setup is somewhat more complicated but gains two important advantages. First, a jet-source produces a beam with a velocity spread one-hundred times narrower than a comparable beam from an effusive source. The narrow velocity profile yields more molecules within the range of velocity that is susceptible to laser cooling. Second, the jet source performs the work of cooling the internal energy (the rotations and vibrations) of the molecules. When the jet ultimately rarifies and becomes a beam, one finds the molecules frozen into their lowest quantum states as well as moving at a fairly uniform speed. Effusive beams cannot produce this ideal beginning to laser-cooling molecules. Laser-cooling then takes over and dissipates the kinetic energy of these molecules without disturbing their internally-frozen state, to have them arrive at the entrance of the accumulator internally still and uniformly slow. All this occurs in several milliseconds.

A key to generating the entrained supersonic beam at room temperature is introducing the solid precursor material into an expanding carrier gas. We accomplish this with a laser vaporization source, as shown in Figure 3. In this source, a rotating, translating rod of Li (our surrogate for CaH) or CaH2 (the precursor for CaH), is impinged upon with a high peak power laser pulse (0.25 to 1 gigawatts per square centimeter delivered in 10 nanoseconds) orthogonal to a pulsed valve evolving carrier gas bursts at 10 times per second. The pulsed valve sets the beam direction (Figure 1). As mentioned, we successfully designed and implemented a novel fiber optic delivery system for these necessary high-fluence laser pulses. The atoms or molecules of interest are born in a high-temperature plasma, but they quickly achieve characteristics, as described below, of the carrier through collisions with the dense gas. This source is the starting point for subsequent cooling and accumulation. We believe use of this source, or one similar to it, is novel to the laser cooling community in general and a necessary prerequisite to directly laser cooling molecules.

When we started the project, it was unknown whether the motion any particle (an atom or molecule) so laser-ablated would equilibrate to the cold temperatures of the expanding, transient bursts of carrier gas. And if the burst of gas
were too brief for even the carrier gas to reach its limiting cold temperature, what would come of the particles born from the hot, bright spark of a laser-produced plasma? Our concerns were dispelled by our careful measurements in the case of a xenon carrier gas. Lithium, it turned out, attained a translational temperature about half that of xenon’s, a curious result nonetheless supported by a theory of dynamic “ultracooling” in supersonic expansions [14]. Figure 4 examines the velocity of lithium that we measured as it traveled through the diagnostics chamber (Figure 1). The circles are the measurements, and the curves are different velocity distributions associated with different temperatures. Recall that more uniformity in velocity means a lower temperature. While lithium travels at an average speed of 300 meters per second, the range of velocity is rather compressed and exhibits a temperature of 1 kelvin (the blue curve). We had expected, however, from standard theory, the velocity range to be broader and described by a temperature of 2.2 kelvin (the red curve). A supersonic jet thus works to our advantage in a third and unexpected way by delivering particles considerably “pre-cooled” to the laser-cooling phase. The production rate of laser-cooled molecules would consequently be higher. The result also further recommends the straightforward machine of a supersonic beam operated with room-temperature gases as a platform for generating laser-cooled molecules.

Our accumulators trap neutral atoms and molecules in the ground state. The ground-state energy levels of an atom are split into multiple levels by a magnetic field (Zeeman effect). If the energy of a particular Zeeman level increases with field, the force on the particle is in the direction of decreasing field. This is a field-repelled state. If the Zeeman energy decreases with field, the force is in the direction of increasing field and the state is field-seeking. Particular states can be selected by means of optical pumping with laser beams [15]. Various accumulator configurations were modeled by numerical integration of particle orbits. The first concept investigated was similar in concept to a storage ring for charged particles with charge-exchange injection, but with sextupole magnets replacing the quadrupole magnets of a charged-particle storage ring and laser transitions replacing the foil stripping used for injection into charged-particle storage rings. We found that if there were gaps between magnets (at least one gap is required for injection), orbits were unstable. The second concept investigated was a linear sextupole array with solenoids on the ends. Although trapped orbits were stable, the phase-space acceptance was too low. The third and best concept investigated was a cusp solenoid trap. Trapped orbits are stable and phase-space acceptance is good. The trap consists of two permanent-magnet solenoids in a cusp-field configuration. Injection requires two state transitions (Figure 5). The injection concept allows continuous injection with increasing storage density until an equilibrium density is reached, with losses balancing the injection rate.

Papers on particle ultracooling by the supersonic jet, the fiber-coupled laser ablation source, and the accumulator are in various stages of preparation.

Impact on National Missions

Ultracold molecular matter is rife with research opportunities that will help us understand and control the quantum mechanics of reactions and collective phenomena, thus providing another window into the details of material behavior we wish to exploit or invent. The field will flourish once ultracold molecular matter can be produced regularly and reliably, an international goal we believe our research has put in much closer reach. The accumulator, while introduced here to gather molecules and atoms for basic studies, can be seen more generally as a new device brought by an interdisciplinary combination of high- and low-energy physics. A continued dialogue between these groups at the nexus of accumulators and particle-optics could lead to new constructs of matter-wave circuits as applied to the detection of external fields and gravity gradients.
Figure 2. Expected compression and reduction of CaH axial velocity following laser cooling and slowing. After subjecting the molecules to laser cooling, the velocity slows from 300 meters per second to 30 meters per second. Also, the width of the velocity distribution gets compressed to 15 centimeters per second, which signifies a temperature of 0.1 millikelvin.

Figure 3. A representation of the fiber-coupled laser ablation source for generating species to be cooled and studied. A target rod of precursor material (Li or CaH) is impinged upon by a high peak power laser while rotating and translating. A novel fiber delivery system was designed and built to carry the laser light to the target. Some of the particles born in the hot plasma generated by the laser light are quickly assimilated and thermalized in the dense carrier gas plume. Because they adopt the characteristics of the colder, heavier carrier gas, this source serves as a necessary starting point for subsequent laser cooling and accumulation.

Figure 4. Measured velocity distribution (circles) of lithium atoms after being cooled by a supersonic expansion of xenon. A velocity distribution equivalent to 2.2 K was expected (red curve). The data instead matched the narrower distribution associated with a temperature 1.0 K (blue curve).

Figure 5. Orbit of an injected and subsequently trapped Li atom in the cusp-solenoid trap. The rectangles are the cross sections of the two ring-shaped permanent-magnet solenoids. The magnets are positioned on either side of the x-z plane, and a lithium atom approaches the trap from the left near the horizontal (y) axis. The trajectory is colored red where the atom is in the field-repelled state and heading toward the magnets. Close to the left magnet, a transition is made to the field-seeking state where the color changes from red to green. Near the gap between the ring magnets, a second transition returns the atom to the field-repelled state, indicated by the switch to the blue color. The loops of the blue-colored trajectory show the atom to be trapped near the field minimum in the center after this second transition.
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Abstract
The ability to emit a high-power electron beam from a magnetospheric spacecraft has the potential to open up a new field of experimental space plasma physics and greatly enhance our understanding of the near Earth environment. However, it has never been realized because of potentially catastrophic spacecraft charging problems. Unlike the case of beam experiments in the ionosphere, the tenuous magnetospheric plasma cannot provide the return current necessary to keep the spacecraft charging under control and alternative pathways must therefore be sought. One such pathway is a concept where a high-density contactor plasma is emitted prior and after the electron beam to aid beam emission.

The goal of this project was to study the feasibility of using a plasma contactor to allow the emission of a high-power electron beam from a magnetospheric spacecraft. Two strategies were envisioned. In the first the contactor current is lower than the beam current and the contactor is used to collect background electrons over a much larger area than the spacecraft could cover alone. In the second the contactor current is larger than the beam current and the mitigation of spacecraft charging is achieved via ion emission. We have performed state-of-the-art simulations to compare the two strategies just outlined. Our conclusion is that the electron collection route is not viable since the contactor fails to draw a large current from the background. Ion emission, on the other hand, is viable: the contactor allows ion emission off its large, quasi-spherical cloud avoiding the space charge limits that normally prevent ion beam emission.

This project has been successful in providing the critical missing piece necessary for beam experiments to operate in the low-density magnetosphere via the contactor technology. It also helped strengthen and further develop important simulation capabilities that are now also used for other programs.

Background and Research Objectives
The idea of using a high-power electron beam with substantial current (of the order of 0.1 A) emitted by a spacecraft to probe the magnetic field configuration of the near Earth environment has been discussed since the seventies [1]. It would allow critical, fundamental understanding of how magnetic field topologies stretch in response to their drivers, and where the instabilities responsible for explosive energy transfer occur. These are two open, long standing questions of space physics. Unfortunately, the experimental realization of this idea onboard a magnetospheric spacecraft has never been accomplished because of catastrophic spacecraft charging problems.

Spacecraft charging is a common phenomenon in the Earth’s magnetosphere (the region extending for hundreds of thousands of km around the Earth, where the Earth’s magnetic field governs the dynamics of the plasma electrons and ions), where the spacecraft charges due to the collection of plasma particles from the surrounding plasma environment. Even at charge levels of approximately 10-7 Coulombs harmful electrostatic discharges on the spacecraft may occur, leading to electronic upsets and sometimes even to total spacecraft failure. Emitting an electron beam current from the spacecraft implies leaving a positive charge on the spacecraft. If the spacecraft cannot collect a current from the surrounding environment that balances the beam current, it charges to very high levels and creates an electric field that pulls the electron beam back. These considerations explain why spacecraft/electron-beam experiments have been successfully operated in the ionosphere (the region of the upper atmosphere extending from ~100 to 600 km) [2]. In the ionosphere, the plasma is sufficiently dense to provide a return current that can balance a ~0.1 A electron beam and spacecraft charging can be maintained at safe levels. Unfortunately, spacecraft charging problems become severe in the magnetosphere, where the plasma density is too small. To give some reference parameters,
at the geosynchronous orbit the thermal current from
the background plasma is of the order of tens of micro-A,
orders of magnitude lower than the ~0.1 A beam current.
The spacecraft would charge to 9 MV and prevent beam
emission. Indeed, spacecraft charging for electron beam
experiments in the magnetosphere has been pointed out
as an outstanding technical issue for space physics in the
recent decadal survey of the field [3].

A few years ago, an international LANL-lead team put
forward a new mission concept, called ConnEx, to probe
the Earth’s magnetic field configuration by means of a
high-power electron beam emitted by a magnetospheric
spacecraft [4]. The electron beam is used to trace magnetic
field lines from the magnetosphere to the ionosphere, as
can be seen in Figure 1. They proposed to use the plasma
contactor technology to resolve the spacecraft charging
problems discussed above. In essence, before firing the
electron beam, the spacecraft emits a high density, neutral
plasma (i.e. the contactor plasma). This creates a high-
density plasma reservoir near the spacecraft that supplies
the electron current needed to balance the beam current.
Over time the contactor cloud loses its electrons to the
spacecraft, leaving behind a positively charged contactor
cloud that can be neutralized by collecting electrons from
the surrounding environment. Therefore the contactor
plasma can be seen as a way to collect background elec-
trons over a much larger area than that given by the space-
craft alone and raise the background current from tens of
micro-A to ~0.1 A without incurring any catastrophically
large spacecraft potentials. The ConnEx team developed
the mission concept but was unable to demonstrate that
the contactor would mitigate spacecraft charging to safe
levels. Hence, they were unable to proceed with a mid-size
NASA Explorer mission proposal.

The goal of this project was to study the feasibility of using
a plasma contactor to allow the emission of a high-power
electron beam from a spacecraft far out in the magnet-
osphere, and to provide the critical missing piece for the
ConnEx mission proposal to go forward.

**Scientific Approach and Accomplishments**

The technical approach was based on Particle-In-Cell (PIC)
simulations to study spacecraft charging driven by electron
beam emission in different settings that included or not
the presence of the contactor plasma and/or the back-
ground magnetospheric plasma. The simulations of the full
system are very challenging, since the contactor plasma
has very high density and its characteristic scales are much
smaller than those of the background plasma. We have
employed a newly developed, state-of-the-art code for
PIC simulations on curvilinear grids called CPIC that was
further improved during the development of this project.
Theoretical analysis was used to develop the simulation work.

Our most important accomplishments are the following.

**Capability development**

Relative to its competitors in the spacecraft charging area,
CPIC provides a unique simulation capability in the follow-
ing ways: 1) its formulation is independent of the geometry
of the problem (i.e. any geometry can be easily implement-
ed); 2) it uses body-fitted structured meshes to capture
complex geometry while maintaining efficient memory
access patterns (versus the unstructured meshes used by
competitors) and 3) does not need tracking algorithms to
localize the particles on the mesh alleviating significant
computational overhead. Hence, the last two points result
in lower algorithmic complexity and better performance
of the code. During this project, we further improved CPIC
in several critical ways. First, the solver used to obtain the
electric field from the plasma particles now leverages the
Black Box Multigrid (BoxMG) solver library. Multigrid is the
only solver that scales optimally with the problem size (i.e.,
the mesh resolution) for the kind of problems targeted in
this project. Moreover, the BoxMG technology is unique
in that it delivers this scaling, and corresponding perfor-
mane gain, on body-fitted meshes. Second, the code has
been extended from two to three spatial dimensions. In
addition, CPIC is equipped with algorithms for particle
motion that in certain geometries or model configurations
capture faster time scales analytically, leading to signifi-
cantly larger time steps (i.e. faster run time) without com-
promising the accuracy of the simulation. Finally, the code
has been parallelized using the domain decomposition
technique and now runs efficiently on hundreds of cores
of machines available through the LANL institutional high
performance computing program (e.g., Mapache). CPIC
has been verified against a number of standard tests and
known theories. References [5,6] describe some of the de-
velopment work on CPIC. With the improvements achieved
through this project, CPIC has matured into a powerful
research tool that can be used to address the challenges
of multiscale plasma physics, and is particularly suited for
studies of the interaction of plasmas with materials.

**Failure of the electron collection strategy for beam ex-
periments in the magnetosphere**

We have performed a simulation campaign to investigate
spacecraft charging under conditions relevant to ConnEx.
After injecting the contactor plasma for some time in order
to achieve contactor clouds of progressively larger vol-
umes, we have studied two cases where a) the contactor
injection is turned off while beam emission is turned on,
and b) the contactor injection is kept on (with ion contac-
tor current lower than the beam current) while beam emission is turned on. In the first case, after an initial transient that is mitigated by the size of the contactor cloud (as expected, the larger the contactor cloud, the lower the rise of the spacecraft potential) the spacecraft accumulates a strong positive charge and pushes the ion contactor cloud away. At this point contact between the spacecraft and the ion contactor cloud is lost and the spacecraft returns to a situation similar to the case when the contactor is absent and incurs catastrophic spacecraft charging problems. In the second case, contact between the spacecraft and the ion cloud is maintained but the contactor is unable to draw a neutralizing current from the background. Thus, for the cases considered the electron beam could not be emitted. This work identifies the inability of the contactor to draw a large current from the magnetospheric background as the weak link of an electron collection strategy for beam experiments in the magnetosphere and the root cause of the failure of this approach. Figure 2 shows the time evolution of the spacecraft potential for some cases from the simulation campaign a). These findings are presented in Ref. [7].

Identification of an alternative route for beam experiments in the magnetosphere

One can envision an alternative strategy where the electron beam current is balanced by emitting an equal ion current. However, emitting a ~0.1A ion beam is not viable because ion emission is strongly space charge limited. This means that as soon as the ions are emitted from the spacecraft, strong electric fields develop and most of the ions return to the spacecraft, letting only a tiny ion current escape. By performing an extensive simulation campaign where both the electron beam and contactor were operated simultaneously in a regime where the ion contactor current is larger than the beam current (labeled as c), we have discovered that the contactor can be used as an ion emitter. Basically the contactor emits ions off its large, quasi-spherical, outer surface. When this surface is sufficiently large, space charge effects no longer limit ion emission. In this way the contactor controls and mitigates the peak of the spacecraft potential, and a sufficiently large contactor cloud keeps spacecraft charging to safe levels that allow beam emission. Figure 3 shows the time evolution of the spacecraft potential for some cases obtained during simulation campaign c): compared with Figure 2, one can see the mitigation of the transient of the spacecraft potential induced by the contactor. These findings are presented in Reference [8].

In addition to the main accomplishments discussed above, a success not originally planned was the discovery that the most widely used theory of charging for a spherical object in a plasma can break down in the limit when the object is positively charged [9]. This result can have a remarkable impact in magnetic fusion energy applications and is currently one of the focus of a proposal that an experimental collaborator (Prof. Svetlana Ratynskaia) has submitted to the European Union, in which we are external collaborators. Furthermore, a new and more general model for the steady state configuration of the expanded plasma plume has been developed [10].

In concert with the computational and theoretical work, this project also reached out to the community by co-organizing a series of presentations on Scientific Magnetic Mapping and Techniques at biannual meetings sponsored by the National Science Foundation’s Geospace Environment Modeling program in space physics. Over the last three years, this series of presentations included approximately 100 short talks, papers, and invited talks. These presentations are archived at the website, bit.ly/gem_mapping, and review papers are planned. This activity, at the premier conference on the topic of magnetospheric modeling, has served to raise the awareness of the many facets of this challenging problem, as well as its strategic importance.

Impact on National Missions

This project has been successful in several ways. First of all, it created a significant experimental and programmatic opportunity by establishing a fundamentally new path forward for performing beam experiments in the magnetosphere. This new approach was the critical missing piece that prevented LANL to go forward with a NASA mission explorer proposal (in the $200-500M range) a few years ago. We are in close contact with Reiner Friedel (NASA point of contact at LANL), Eric Dors (program manager for the Global Security Emerging Threats office at LANL) and Herb Funsten (chief scientist in the Intelligence and Space Research division at LANL) to capitalize on these results and be ready for the next NASA mission explorer proposal call (expected within the next year or so). The next step that we will try to pursue is the experimental validation of the results obtained by this project, and we plan to continue providing modeling support in this phase. Second, the capabilities that were developed in part during this project are now playing a major role in other programs, like the DOE Fusion Energy Sciences program where CPIC is being used to understand the transport of dust impurities in a magnetic fusion energy reactor. Finally, our improved capabilities have helped us promote new collaborations with groups outside LANL (like Prof. Svetlana Ratynskaia’s group at the Royal Institute of Technology in Sweden in the area of modeling and experiments of dust transport in plasmas), increasing the visibility and impact of our program.
References


Publications


Delzanno, G. L., E. Camporeale, J. D. Moulton, J. E. Borovsky, E. A. MacDonald, and M. F. Thomsen. CPIC: a curvilinear Particle-In-Cell code for spacecraft-plasma interaction studies. Presented at American Geophysical Union fall meeting. (San Francisco, CA, 3-7 Dec 2012).


Delzanno, G. L., J. E. Borovsky, M. F. Thomsen, J. D. Moulton, and E. A. MacDonald. Beam experiments in the magnetosphere: how do we get the charge off the spacecraft?. Journal of Geophysical Research.

Delzanno, G. L., J. E. Borovsky, M. F. Thomsen, J. D. Moulton, and E. A. MacDonald. Beam experiments in space: how do we take the charge off the spacecraft?. Presented at AGU Fall Meeting. (San Francisco, CA, 15-19 Dec 2014).


Abstract
The staggering amount of carbon dioxide (CO2) produced annually has global ramifications and creates technical restrictions that dictate the viability of potential solutions. As a result, any practical proposal for CO2 remediation must minimize economic cost by requiring low energy input and using abundant materials. While sequestration has been proposed as a solution to this problem, an alternative that offsets the costs involved in remediation is to take a cue from Nature and convert CO2 into value-added products as is done in photosynthesis. As CO2 is the most abundant C1 feedstock on the planet, a mild route for its conversion into methanol (MeOH) would prove to be valuable. The importance of MeOH in this regard is that, as a precursor to a multitude of products (including formaldehyde, dimethyl ether, transesterified biodiesel, and even gasoline), the chance of oversupply is low. The work outlined in this proposal approaches this goal in a 3-step manner defined by (1) the binding and activation of CO2, (2) reduction of the activated complex by a hydrogen gas (H2) carrier, and (3) release of MeOH and water followed by coordination of another equivalent of CO2. The fundamental platform we will use for this chemistry is based around the concept of frustrated Lewis pairs (FLPs), which arise when an electron pair donor (Lewis base) and an electron pair acceptor (Lewis acid) are precluded from forming a stable adduct by the size of their respective supporting substituents. This unquenched (i.e. “frustrated”) Lewis acid/base combination exhibits interesting reactivity, including small molecule activation and metal-free catalysis.

In the process of task 1, we will synthesize a library of FLPs with systematic variations in the character and electronic nature of the components. The interaction of these FLPs with CO2 will then be characterized in order to support task 2. Various Lewis-pair H2 carriers (such as ammonia borane) will then be investigated for their ability to convert bound CO2 into MeOH and for their resilience to the reaction conditions. The final step, task 3, will be to turn the system catalytic by regeneration of the H2 carrier and recovery of the intact FLP. Our work in this area will involve evaluating the transferability of ammonia borane regeneration to other dehydrogenated main group materials along with the development of carriers that activate H2 directly. The ultimate goal of this project is to construct a system comprised of two separate FLPs, one that cleaves H2 and one that binds CO2. When this FLP combination is fed an input mixture of CO2/H2, the reduction of CO2 to MeOH in one pot will occur without requiring any external regeneration of the components. Such a system based on main group materials could be implementable on a worldwide scale and would position LANL for further funding opportunities in co-development with H2 generation from catalyzed photolytic water splitting. Combined, the culmination of these two areas would move us closer to creating a synthetic analogue of photosynthesis in support of domestic energy security.

Background and Research Objectives
The large-scale release of CO2 into the atmosphere has become an issue of worldwide attention due to its deleterious environmental effects. The issue is further exacerbated by the rapid growth and industrialization of developing countries. However, Nature, in the form of photosynthesis, has shown us that the solution is not to treat CO2 as waste (conventional sequestration), but to utilize it as a C1 feedstock for organic compounds. Many known synthetic systems for reducing CO2 are based around expensive and non-abundant metals. These are not practical on a global scale, and current industrial methods require high pressures and temperatures which are energy intensive and therefore expensive. Frustrated Lewis pairs (FLPs), based on abundant main-group elements, have been shown to exhibit interesting catalytic activity. However, the use of FLPs for CO2 conversion is currently beset with problems such as recycling of the H2 carrier and stability of the FLP.
CO\textsubscript{2} is a relatively inert polarized molecule with linear geometry consisting of a sp-hybridized carbon coordinated to two oxygen atoms with short (1.16 Å) C=O double bonds. While hydrogenation to form MeOH and H\textsubscript{2}O is thermodynamically favorable (\(\Delta H^0 -131\) kl/mol, \(\Delta G^0 -9\) kl/mol), the activation barrier is prohibitive without a catalyst. CO\textsubscript{2} can form complexes in three main modes: (1) \(\eta^1\)-coordination through carbon to an electron rich atom (a Lewis base), (2) \(\eta^1\)-coordination by oxygen to an electron deficient atom (a Lewis acid), and (3) in an \(\eta^2\)-fashion as a \(\pi\)-complex to an atom with both donor and acceptor properties.

Frustrated Lewis pairs (FLPs) are systems containing both a Lewis acid (electron pair acceptor) and a Lewis base (electron pair donor) which are prevented from forming a stable adduct due to the steric requirements of the substituents. The result is a molecule that has unusual and interesting reactivity resulting from the unquenched Lewis acidity and basicity. A simple example was first described by Brown et al. in 1942 in which lutidine and BF\textsubscript{3} formed an adduct while no adduct was observed when BMe\textsubscript{3} was substituted for BF\textsubscript{3}.

The FLP tBu\textsubscript{3}P/B(C\textsubscript{6}F\textsubscript{5})\textsubscript{3} is known to react with CO\textsubscript{2} at room temperature by binding both the carbon and one oxygen of CO\textsubscript{2}. When heated to 70 oC, this molecule releases CO\textsubscript{2} and the FLP can be recovered. CO\textsubscript{2} can also be reversibly bound by the ethyl linked FLP (C\textsubscript{6}H\textsubscript{2}Me\textsubscript{3})\textsubscript{2}P-C\textsubscript{2}H\textsubscript{4}-B(C\textsubscript{6}H\textsubscript{5})\textsubscript{3}, although the release of CO\textsubscript{2} occurs at -20 oC.

A more recent example uses an 2AlX\textsubscript{3}/P(C\textsubscript{6}H\textsubscript{3}Me\textsubscript{3})\textsubscript{3} (X = Cl, Br) system to give a rare example of double activation of CO\textsubscript{2} in which two Al-O bonds are formed. Ammonia borane (AB) can then be used as a H\textsubscript{2} transfer reagent to reduce the bound CO\textsubscript{2} to a methoxide group at room temperature. While this is a promising route for the conversion of CO\textsubscript{2} to MeOH, there is a significant barrier to turning this process catalytic. However, it nonetheless provides a proof-of-concept conversion of CO\textsubscript{2} to MeOH using a FLP system. The two primary barriers that prevent this system from being catalytically useful stem from the sacrifice of the Lewis acid (irreversible formation of Al-O bonds) and the generation of products that are incompatible with the H\textsubscript{2} carrier. In the case of AB, we have observed in our prior research that acidic conditions will catalyze the dehydrogenation of AB relatively rapidly. Protonic solvents can also facilitate dehydrogenation, leading to B(OR)\textsubscript{3} (R = H, alkyl) species which are difficult to regenerate to AB because of the thermodynamic stability of the B-O bond.

We note in passing that FLPs have been developed that activate other small molecules. In particular, H\textsubscript{2} can be heterolytically cleaved to yield a hydride (H-) on the Lewis acid and a proton (H+) on the Lewis base. This separated hydrogen molecule can readily recombine, demonstrating the reversibility of this process. This observation has led to the use of FLPs in metal-free catalytic hydrogenation reactions of various substrates including imines, aziridines, enamines and silylenolethers. FLPs have also been used to activate other small molecules such as tetrahydrofuran (THF), isocyanates, aldehydes, aikenes, and CO\textsubscript{2}. We also note that AB itself has separated hydrides and protons akin to FLP activated H\textsubscript{2}.

Scientific Approach and Accomplishments

Our proposed method for addressing the catalytic reduction of CO\textsubscript{2} by FLP systems can be broken down into three subtasks: (1) bind and activate CO\textsubscript{2}, (2) reduce (hydrogenate) the bound CO\textsubscript{2}, and (3) release the products and recover the catalyst and H\textsubscript{2} transfer agent. The activation of CO\textsubscript{2} by FLPs has been demonstrated, so efforts in task 1 will concentrate on creating a library of FLP adducts that we can use to methodically tune the electronic and steric effects to best enable the subsequent steps. Through various spectroscopic techniques such as infrared (IR) spectroscopy and nuclear magnetic resonance (NMR), we will be able to describe the electronic structure of these systems and quantify the degree of C=O bond activation. Initial efforts in task 2 will utilize AB to demonstrate reactivity, but in consideration of task 3 we will then move to phosphine-borane systems. A significant portion of our efforts in this area will concentrate on the mechanistic aspects of reduction in order to identify important reaction steps and intermediates which will provide a rational basis for system modification. Task 3 will be accomplished using FLP systems that do not undergo decomposition or other irreversible reactions in the presence of H\textsubscript{2}O and MeOH. Based on the generality of our AB regeneration scheme, this route should be transferable to the regeneration of the phosphine-boranes we use in task 2. Ultimately, we will work towards the development of a double FLP-based system that can generate MeOH from a CO\textsubscript{2}/H\textsubscript{2} input stream.

In our research efforts on the use of AB as a H\textsubscript{2} carrier, we have extensively studied the properties of this material, which is itself a Lewis acid/base system (i.e. a non-frustrated Lewis pair). One of the significant results to arise from this work is the ability to regenerate AB from multiple dehydrogenation products in a clean manner using hydrazine as the reductant in a cycle that only consumes a modest amount of H\textsubscript{2} with all other components being recycled. Note that in its role as a H\textsubscript{2} carrier, AB can either release H\textsubscript{2} itself as a gas, or it can serve as an “H\textsubscript{2}” transfer agent by directly delivering reducing equivalents to a substrate as in Figure 4 (vide supra).
The nature of a FLP can be varied by changing the donor and/or acceptor, according to the electronic influence of the supporting substituents and the size of those substituents. This modular system enables us to tune the reactivity of individual components. Specifically, we propose to explore N-B, N-Al, P-B, and P-Al pairs using organic supports on N and P. The substituents on the Lewis acid will include halides, alkyl, aryl and alkyl- and aryl-oxides. This modularity will be used to systematically vary our FLPs in order to engineer a system that is resistant to the resultant alcohol and to the reaction medium.

The coordination and activation of CO2 will be accomplished by creating a library of Lewis pairs and exposing them to CO2 under a variety of pressures and temperatures. We will also investigate the effect of adding additional equivalents of the Lewis acid to coordinate both CO2 oxygen atoms as this may be a key component of enhanced CO2 activation. Infrared (IR) spectroscopy will be a rapid and effective technique in determining CO2 ligation due to the large change in C-O stretching frequency that will occur upon activation or binding. The pairs that activate CO2 will then be characterized in terms of their thermal stability and susceptibility to CO2 loss. A range of spectroscopic techniques will enable us to extensively characterize these compounds. Nuclear magnetic resonance (NMR) will be the primary method of characterization as most of the nuclei pertinent to this study are readily observable via this technique (31P, 13C, 11B, 27Al and 1H). However, in addition to the shifts in electron density quantified through NMR, DFT calculations and isotopic substitution IR spectroscopy (i.e. use of 13C and 18O-labeled CO2) will provide additional data on the nature of these species. Finally, where feasible, single crystal X-ray crystallography will be used to verify spectroscopically assigned structures. These experiments will give insight into the localization of the electrons and elucidate the nature and extent of activation. The thermodynamic parameters of reduction will be probed using electrochemistry and spectroelectrochemistry, which will give valuable guidance on choosing the right H2 carrier for the multi-electron reduction process. Although there are examples of CO2 ligation by FLPs, this systematic experimentation on FLP activation of CO2 has not been attempted previously. We expect that this area will present technical challenges, but none beyond the normal challenges in exploratory synthetic chemistry.

The second aspect of our proposed work is the reduction of activated CO2 with a H2 carrier. It has been shown both theoretically and experimentally that AB is an effective H2 transfer agent. We will use AB in the initial stages of evaluating the reduction of various FLP-bound CO2 species. We already know that AB itself will not be well suited for the goals of Task 3 (releasing product and recovering catalyst and H2 transfer agent). The technical reason is that AB readily reacts with MeOH and H2O to form B-O bonds which cause its regeneration to be energetically expensive. Nonetheless, in initial reduction experiments we will use AB owing to its favorable dehydrogenation thermodynamics and that it will provide useful information on the behavior of our FLP-CO2 systems under stoichiometric conditions. It is expected that the majority of the experimental and theoretical work in this area of the project will involve mechanistic studies to determine the reaction pathway and whether it involves concerted or step-wise addition of H equivalents. The experimental mechanistic studies will make use of anticipated intermediates such as formaldehyde and formic acid in order to elucidate their interaction with the FLPs that we study. The primary technical challenge in this area will be the identification of H2 carriers that do not decompose under the reaction conditions. It has been observed by us and reported by others that phosphine-borane adducts exhibit increased stability compared to amine-borane adducts. We will seek to exploit this decreased sensitivity and examine these as possible H2 carriers by experiment and thermodynamic calculations. We will also use FLP systems known to cleave H2, and our overall strategy for this will be discussed further in the following section.

The final aspect of this work will be to develop conditions where all components are recovered and a true catalytic process can operate. Based on the generality of the AB regeneration process we have developed (vide supra) and its believed mechanism, we expect that this route can be applied to regenerate dehydrogenated phosphate-borane materials. Based on the thermodynamic stability of P-B over N-B, we do not believe that the use of NH3 as a solvent will pose any significant challenge. However, the use of any H2 carrier that requires external regeneration poses any significant challenge. However, the use of any H2 carrier that requires external regeneration increases the complexity and expense of the cycle. Our goal in this area is to use a H2 carrier that interacts with H2 directly and can be regenerated directly from H2 gas. In this regime, the input stream would simply contain H2 and CO2. Our approach to this will be a double FLP system (i.e. two separate FLPs) as FLPs that react with H2 more strongly than CO2 are known. We will use the results from our CO2 activation and mechanistic studies as a guide to likely FLP combinations, and then perform competition experiments monitored via NMR to determine relative binding affinities. A potential challenge in this approach will be cross-interaction between FLP constituents, but it is expected that there will be an equilibrium mixture rather than deactivation due to the nature of the FLP bond. A second potential challenge is that there may be no FLP
combination which reacts with CO2 preferentially over H2. However, the insertion of CO2 into a FLP-H2 complex and its subsequent reduction has been demonstrated, albeit in a non-regenerable fashion or using a sacrificial reductant. So, it is possible that a single FLP may in fact react with both CO2 and H2 directly to form MeOH and we intend to fully explore this possibility.

A variety of FLPs have been shown to bind CO2, but relatively few FLPs support the conversion of CO2 into useful reduction products such as MeOH or CH4. In particular, Stephan et al. reported that PMes3/AlCl3 and PMes3/AlBr3 systems react with CO2 and ammonia borane (NH3BH3) to form MeOH upon quenching with water. While this reaction proceeds under ambient conditions, the aluminum-oxygen bonds formed during quenching preclude catalytic reactivity. The pathway for this reaction is not clear, with computational results arguing a step-wise mechanism, while further experimental results support the possibility of a more complicated mechanism involving dissociation of components from the PR3(CO2)(AlX3)2 adduct. More recently, using the concept of enhancing FLP reactivity through geometric constraint (preorganization) demonstrated in CO2 binding, a viscal P-B molecule that could catalyze the formation of methoxyborates from CO2 and various borane-based reducing agents was reported. As with PMes/AIX3, MeOH is released upon quenching with H2O, albeit with the formation of boric acid (a thermodynamic sink).

One of the limiting factors in this chemistry is the oxophilicity of B and Al. Not only does this cause an issue with concomitant H2O formation during CO2 conversion to MeOH (assuming hydrogenation as the model), but it also necessitates high temperatures if thermal extrusion of MeOH is attempted. Our hypothesis at the outset of this work was that the use of B- and Al-esters could protect the catalyst from this interaction and the H2O-sensitivity of this class of complexes. While complexes of the type A(OR)3 (A = B,Al, R = Me, iPr, tBu, Ph) are available commercially, they do not exhibit reactivity with CO2 when paired with PCy3 or PPh3. This negative result is likely because of the decreased Lewis acidity of these acids relative to acids such as B(C6F5)3, AlCl3, and AlBr3 which do bind CO2.

Al(OCC6F5)3 (F-5) is a dimeric complex in the solid state ([Al(OCC6F5)3]2) that can be synthesized by addition of AlEt3 to a toluene solution of HOC6F5. Similar reaction conditions using HOC6Cl5 and HOC6H2Cl3 can be used to synthesize [Al(OCC6Cl5)3]2 ((Cl-5)2) and [Al(OCC6H2Cl3)3]2 ((Cl-3)2) respectively. (Cl-5)2 is insoluble in toluene, and so crashes out of solution as a white solid during synthesis. In contrast, (Cl3)2 is slightly soluble in toluene and can thus be crystallized if necessary (Figure 1). While we did not obtain a solid-state structure of (Cl-5)2, based upon (F-5)2 and (Cl-3)2 as well as others such as [Al(OtBu)3]2, [Al(O-2,6-Me2Ph)3]2, and [Al(OCH(CF3)3)2]3]2, it is reasonable to believe that it too adopts a dimeric structure. This would also be consistent with its insolubility.

Comparing the metrical parameters of (F-5)2 and (Cl-3)2 we see the same approximately tetrahedral arrangement of O atoms around each Al atom with a pinched internal O-Al-O angle and an expanded external O-Al-O angle. While there is an initial suggestion of correlation between the Al-O and Al-Al distances and Lewis acidity given the expected Lewis Acidity of F-5 and Cl-3, the parameters of other dimeric complexes such as [Al(O-2,6-Me2Ph)3]2 argue against this.

Addition of PPh3 to (Cl-3)2 allowed for the isolation of (PPh3)Cl-3 from toluene and its structural determination (Figure 2). The Al-P bond length is 2.438(4) Å. To the best of our knowledge PPh3 adducts of aryl Al esters of this type have not been previously structurally characterized, and thus we cannot draw upon direct structural comparisons. However, a few reference PPh3-Al adducts are available in the Cambridge Structural Database. The Al-P bond lengths in (PPh3)AlEt3 and (PPh3)AlMe3 are 2.5413(4) Å and 2.5329 Å respectively. For (PPh3)AlCl3 and (PPh3)Al(O-2,6-Me2Ph)3, this distance is 2.4296(15) Å and 2.445 Å. The longest Al-P bond length in the alkyl aluminum complexes is consistent with the concept that they are the most electron rich and thus least Lewis acidic. It is also reasonable that PPh3-AlCl3 would show a shorter Al-P distance. The observation of an increased Al-P distance within (PPh3)Al(OOCFCF3)3 could be due more favourable hydrogen bonding interactions. Attempts to quantify the Lewis Acidity trend via the 31P NMR shift of OPEt3 were ambiguous due lack of clear 1:1 OPEt3-AlOR3 adduct formation.

DFT (B3LYP/DZVP2) and G3MP2 calculations on the bond dissociation free energies of AlX3/PR3 (X = H,F,Cl,Br,CH3; R = H, CH3) adducts are not consistent with a clear trend along the halogens (consistent with the varied bondings available in the literature), but it is clear that more electron-rich phosphines bind more tightly (PH3 vs. PMe3) and that more electron-rich alanes bind more loosely (AlH3 vs. AlMe3 vs. AlX3, X = F, Cl, Br).

Similar to PPh3-Al(OOCFCF3)3, we did not observe splitting of H2 with PPh3-F-5, but the PPh3 adduct did bind CO2. However, these early experiments displayed indications of aryl C-H activation and so further work was conducted using PCy3 despite the expected higher binding energy (more electron-rich phosphine). PCy3-Cl-3 shows slow
C-H activation of CH2Cl2, with appearance of [HPCy3]+ in the 31P NMR spectrum.

Testing for CO2 reactivity was accomplished by exposing a degassed solution or mixture of PCy3 and Lewis acid to ca. 1 atm. of 13CO2 and then examining the 13C{1H} and 31P{1H} NMR spectra. In contrast to Al(OiPr)3, Al(OtBu)3, and Al(OPh)3, F-5, Cl-3, and Cl-5 all bind CO2 with diagnostic 31P-13C coupling (Figure 3).

The Al systems structurally characterized by Stephen et al. show that there is a 2:1:1 Al:CO2:P ratio. In contrast, reports of known B-based Lewis acid FLP-CO2 complexes predominantly have a 1:1:1 B:CO2:P ratio. This difference likely arises from the decreased Lewis acidity and oxophilicity of B relative to Al. This would also be consistent with known pre-organized P-Al complexes lacking electron-withdrawing groups binding CO2 with only one Al. While we were unable to obtain a solid-state structure of a CO2 adduct, the solution 13C{1H} and 31P{1H} NMR spectra of our Al-ester-CO2 adducts are consistent with a mixture consisting of mostly the 1:1 complex when 13CO2 is added to a 1:2 PCy3:Cl-3 mixture. It would be expected that the CO2 C atom would have less electron density when two Lewis acids are coordinated to the CO2 moiety rather than one of the same. This is consistent with the observed shift in the NMR spectra where the C atom is effectively deshielded. Taking this view, this Al ester is more akin to Lewis acids such as B(C6F5)3 than AlX3 in terms of FLP reactivity. As the aryl substituent is adjusted going to Cl-5 and then F5, this balance changes and the mixture becomes more biased towards bis coordination (Figure 5). This is a trend that tracks with what one may predict based on trends in substituent electron-withdrawing ability. The stronger the Lewis acid, the greater the average number of acids per CO2.

Regardless of the ratio, addition of NH3BH3 to PCy3/CO2/Al(OR)3 (F-5, Cl-5, Cl-3) systems resulted in complete conversion of PCy3 to [HPCy3]+ as determined by 31P{1H} and 31P NMR spectra. 13C{1H} NMR spectra show a methoxy group (presumably coordinated to Al(OR)3) along with formate in the case of F-5 and Cl-3. Addition of H2O to these mixtures releases MeOH, but results in the decomposition of the Al esters.

Aluminum esters derived from halogenated aromatic alcohols were synthesized and tested as Lewis acids for the FLP-mediated reduction of CO2. While F-5, Cl-5, and Cl-3 were competent in this regard when paired with PCy3, the reaction could not be made catalytic due to the need to quench the resulting complex with H2O in order to release MeOH. Stoichiometric quantities would not likely decompose these esters immediately, the FLP would still need to be regenerated from the resulting H2O adduct. These results reinforce the need to develop systems that can release MeOH under mild thermolysis rather than depend on falling further down a thermodynamic sink through the formation of Al (and B) oxides and hydroxides; a limitation that even catalytic FLP-mediated CO2 reduction to MeOH suffers.

**Impact on National Missions**

Due to concern over CO2 as a greenhouse gas, the DOE has taken steps to develop the conversion of CO2 to value-added products such as fuels and feedstocks. In order to do this effectively on a large scale, cost and material availability must be considered. Moving away from precious metals to main-group elements as catalysts has enabled us to develop a catalytic system for CO2 reduction which would not only be relatively cost-efficient, but also support the DOE & LANL Grand Challenges.

The DOE has recently been making major efforts to develop research on the conversion of CO2 into useful feedstocks and fuels. To this end, it is essential that LANL becomes an innovative leader in this area of basic energy science. Investments in low-cost (i.e. non-precious metal) catalytic routes to reduce CO2 are also a key component in developing a secure domestic energy portfolio. With a wealth of experience in main-group chemistry and building upon the Lewis acid/base chemistry already developed with ammonia borane, Andrew Sutton and Nathan Smythe have strived to develop non-metal based catalytic systems for the reduction of CO2 to methanol and additional substrates of important synthetic utility. This will help develop the current synthetic capabilities for clean, sustainable energy technologies currently at LANL and will not only mitigate the environmental effects of CO2, but it will also help reduce our Nation’s dependence on foreign energy sources. The proposed work supports the Energy and Earth Systems grand challenge, which is expected to remain a core LANL mission in the years to come.

![Figure 1. X-Ray crystal structure of (I) with hydrogen atoms and toluene omitted, 50% thermal ellipsoids.](image-url)
Figure 2. X-Ray crystal structure of PPh- with hydrogen atoms omitted and 50% thermal ellipsoids.

Figure 3. C{H} and P{H} NMR spectra (inset) of CO addition to a 1:1 mixture of PCy:Al(OCHCl) in CHCl showing P-C coupling.

Figure 4. C{H} and P{H} NMR spectra (inset) of CO addition to a 1:1 mixture of PCy:Al(OCHCl) in CHCl showing P-C coupling.

Figure 5. Interconversion of mono- and bis-acid complexes. AlR = (est. 5-9%), (est. ca. 1:1), and (est. 23-26%).
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Abstract
This project aimed to produce and study collisionless shocks in a laboratory plasma experiment. Although collisionless plasma shocks were first proposed in the 1950’s and observed via space satellites in the earth’s magnetosphere in the 1960’s, much remains unknown about the shock formation mechanisms, structure, and particle energization dynamics, on which laboratory experiments could shed light and provide valuable data for benchmarking state-of-the-art numerical simulations. This project was successful in adapting an existing laboratory and upgrading and fielding new diagnostics to carry out successful plasma shock studies, although whether we successfully produced collisionless shocks is still an outstanding question subject to further analysis of large datasets collected toward the end of this project. Major published results include (1) the detailed characterization of supersonic plasma jets that were used in generating plasma shocks, (2) generation and detailed characterization of collisional plasma shocks, and (3) observation of a unique regime in which merging plasmas initially undergo collisionless interpenetration followed by a transition to collisional stagnation. A fourth result being written up for publication is the detailed observation of magnetic Rayleigh-Taylor instability growth and evolution, a result which was unplanned but appeared in our experiments fortuitously.

Scientific Approach and Accomplishments
We studied the merging of two railgun-driven supersonic plasma jets in two different geometries: oblique and head-on merging. The oblique merging was deliberately performed in a more collisional regime in order to form and study collisional plasma shocks, important to have a baseline but also of relevance to the application of plasma-jet-driven magneto-inertial fusion [1]. Experiments were conducted on the Plasma Liner Experiment (PLX), which was built under the sponsorship of the DOE Office of Fusion Energy Sciences.

We first studied and documented the parameters and evolution of a single propagating plasma jet [2], both to benchmark numerical simulations [3] of our plasma jets and merging experiments and to build confidence in our knowledge of the jet parameters upon merging. The latter is critical for establishing whether the jet interaction is collisional or collisionless.
Next, we studied oblique jet merging in a collisional regime (Figure 1), where we observed a very interesting multi-layer emission structure in the stagnation layer that formed between the merging jets. Through detailed analysis of the fast-framing images (Figure 1) in coordination with multi-chord interferometer and visible spectroscopy, and in comparison with shock theory and multi-fluid plasma simulations, we were able to establish that these observations are consistent with collisional oblique plasma shocks [4,5]. These observations constitute quite possibly the most detailed laboratory characterization of a collisional plasma shock in the published literature.

Following the oblique merging studies, we re-arranged our plasma jets into head-on merging geometry, which allowed us to access more collisionless regimes by nature of the lower density due to longer jet propagation distance (and expansion) before merging, and the gain in relative velocity due to elimination of the oblique merging angle. These experiments led to a set of very interesting results (Figure 2). Again, through careful analysis of interferometer and spectroscopy data and comparisons with plasma collisionality theory, we were able to establish that, at early time in the interaction, the plasma jets interpenetrated in a collisionless manner but then transitioned to collisional stagnation due to a dynamically rising mean-charge state \(Z\) [6]. The latter arose due to frictional heating of the electrons in one jet by the directed ions of the opposing jet. The counterstreaming ion collisionality depends on \(Z^{-4}\), and thus even a small rise in \(Z\) led to a very quick transition from a collisionless to collisional interaction. Because we used argon plasma jets, and had a sizable impurity population, the equation-of-state (EOS) was complex, i.e., the ionization state as a function of local density and temperature was not easily predictable. Thus, our dataset offers a unique opportunity to validate state-of-the-art plasma physics models of collisionality in the presence of complex EOS. In fact, collaborator Tech-X, which sells a commercial radiation-magnetohydrodynamics (MHD) code USIM, has asked to use our data for validation of their code in a DOE proposal they are writing.

Upon completion of these initial head-on merging experiments, we installed an in-chamber Helmholtz coil to introduce a magnetic field to the head-on jet-interaction region and performed a series of scoping experiments to get to even lower density and higher velocity for magnetized collisionless shock generation. During these scoping experiments with the Helmholtz applied magnetic field, we encountered a result for which we had not planned: a trailing portion of a plasma jet decelerated against the stagnated plasma that formed initially from the head-on merging of the leading portions of each jet. The decelerating plasma interface clearly showed the growth and evolution of Rayleigh-Taylor (RT) instability “fingers” (Figure 3). Furthermore, the RT fingers progressed toward longer wavelength, possibly due to a combination of magnetic stabilization and viscous damping. This multi-frame data of RT-instability evolution is completely unique and can be used to validate a multitude of ASC codes used for stockpile stewardship. University of New Mexico graduate student Colin Adams, who worked full-time on PLX for his Ph.D. dissertation research, is writing up this result for publication.

Our final experimental campaign, conducted over the final two months of this three-year project, focused on the highest velocity and lowest-density experiments we could perform while still being able to detect useful diagnostic signals. Data analysis is still ongoing to see whether we were able to successfully generate a collisionless magnetized plasma shock. The difficulty in generating a collisionless plasma shock was higher than expected due to the level of impurities present in our railguns. The impurities led to \(Z>1\), even in experiments using injected hydrogen.

**Impact on National Missions**

This work supports HEDPF (High-energy-density plasmas and fluids) strategy of the NPF (Nuclear and Particle Futures) Pillar by advancing plasma physics, plasma astrophysics, and experimental capability. It also supports the Lab’s energy security mission through the connection of this work to a potential low-cost development path to fusion energy (both through Office of Science and ARPA-E programs).

Upon completion of these initial head-on merging experiments, we installed an in-chamber Helmholtz coil to introduce a magnetic field to the head-on jet-interaction region and performed a series of scoping experiments to get to even lower density and higher velocity for magnetized collisionless shock generation. During these scoping experiments with the Helmholtz applied magnetic field, we encountered a result for which we had not planned: a trailing portion of a plasma jet decelerated against the stagnated plasma that formed initially from the head-on merging of the leading portions of each jet. The decelerating plasma interface clearly showed the growth and evolution of Rayleigh-Taylor (RT) instability “fingers” (Figure 3). Furthermore, the RT fingers progressed toward longer wavelength, possibly due to a combination of magnetic stabilization and viscous damping. This multi-frame data of RT-instability evolution is completely unique and can be used to validate a multitude of ASC codes used for stockpile stewardship. University of New Mexico graduate student Colin Adams, who worked full-time on PLX for his Ph.D. dissertation research, is writing up this result for publication.

Our final experimental campaign, conducted over the final two months of this three-year project, focused on the highest velocity and lowest-density experiments we could perform while still being able to detect useful diagnostic signals. Data analysis is still ongoing to see whether we were able to successfully generate a collisionless magnetized plasma shock. The difficulty in generating a collisionless plasma shock was higher than expected due to the level of impurities present in our railguns. The impurities led to \(Z>1\), even in experiments using injected hydrogen.

**Impact on National Missions**

This work supports HEDPF (High-energy-density plasmas and fluids) strategy of the NPF (Nuclear and Particle Futures) Pillar by advancing plasma physics, plasma astrophysics, and experimental capability. It also supports the Lab’s energy security mission through the connection of this work to a potential low-cost development path to fusion energy (both through Office of Science and ARPA-E programs).
Figure 2. Fast-framing camera images of head-on supersonic jet merging in an initially collisionless regime (a) that then transitions to collisional stagnation and collisional shock formation (d-f).

Figure 3. Fast-framing camera images of Rayleigh-Taylor instability evolution at a decelerating plasma interface.
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Abstract
Understanding and characterizing oceans and atmospheres is very challenging owing to the vast range of spatial and temporal scales and the highly nonlinear nature of fluid flows. Rotation and stratification heavily influence these geophysical flows, leading to further challenges in their simulation, even with the fastest modern supercomputers. Further, many systems of equations that govern science important to the DOE exhibit similar properties; this LDRD project has had impacts on both the particular rotating/stratified problem and on the general algorithmic approach to a broad class of physics problems. This project has advanced the field in the at least three directions. First, we developed a new understanding of the separation of slow and fast time scales in rotating and stratified fluids and provided new diagnostics and a new way of viewing three (rather than two) time-scale interactions. We also developed new understanding, through laboratory experiments, of the nature of the structures of heat transport in rotating flow. Finally, we developed a novel method for numerically computing a ‘locally slow’ solution for systems of equations that exhibit scale separation including, for example, important problems in plasma physics and magnetohydrodynamics. This approach leads to a highly efficient parallel-in-time algorithm that could enable a far higher degree of parallelism for exascale computing than previously possible. The general nature of the algorithm is supported by theorems that bound the convergence rate for all systems of equations that exhibit this phenomenon. The algorithm has been tested for rotating and stratified flows with promising results and is already the topic of active research for climate and Tokamak simulations.

Background and Research Objectives
The ocean and atmosphere exhibit an enormous dynamical range in temporal scales, which makes the analysis and numerical simulation of such systems challenging. Charney [1] derived the first tractable model for weather prediction by filtering out the fast (acoustic and gravity) waves. The neglected fast waves, however, feedback into the slow wave dynamics and can have physical significance, and using such reduced systems can lead to incorrect physics. Unfortunately, the large range of temporal scales in the ocean and atmosphere imposes unreasonably small time numerical constraints and represents a fundamental barrier to higher fidelity simulations.

A major goal of this LDRD is to understand the effect of this slow/fast wave interaction, and, in particular, the manner in which the fast waves transfer energy into the large-scale, slow wave dynamics. To accomplish this goal, a decomposition into regimes of behavior dominated by rotation, stratification, or both is essential and provides a basis for exploring these interesting regimes of parameter space. A portion of this work also uses laboratory experiments to investigate the structures that participate in heat transport. A second goal is the development of time-stepping methods that take advantage of the slow behavior in order to capture the full dynamics without sacrificing either important physical effects or with the speed of using less accurate reduced models.

Scientific Approach and Accomplishments
Motivated by these questions, this LDRD project has three parts: 1) a new theoretical framework for understanding the interaction between slow and fast waves (see [2] and [3]) and the nature of structures in different limits, and 2) a new parallel-in-time numerical integrator that utilizes the slow asymptotic structure to yield orders of magnitude speedup (see [4] and [5]), and 3) new experiments that explore the role of localized structures, e.g., tornados, in the transport of heat and momentum in rapidly rotating fluid flows.

We analyzed the effect of non-slow (typically fast) components of a rotating, stratified Boussinesq flow on the dynamics of the slow part (manifold) [1]. To do so, a decomposition that isolates the part of the flow living...
on the slow manifold is used to investigate three distinct asymptotic limits (with corresponding reduced equations): rapid rotation, strong stratification, and simultaneously strong stratification and rapid rotation (quasi-geostrophy). Numerical simulations are also performed for each of these limits. The numerical experiments indicate that for the geometry considered (triply periodic) and the type of forcing applied, the fluctuations act as a conduit, moving energy onto the slow manifold. This decomposition also clarifies how the energy is exchanged when either the stratification or the rotation is weak. In the quasi-geostrophic limit most of the energy transfer is between slow potential energy and slow kinetic energy, but the energetics owing to fluctuations are less clear. It is also observed that in each case the energy on the slow manifold equilibrates to a quasi-steady value. In addition, we extended this analysis to the case of three separated time scales [3].

We developed a new time-stepping method to integrate nonlinear PDEs that exhibit scale separation in time of a highly oscillatory nature [3] called Asymptotic-Parallel-in-Time. The algorithm combines the parareal method - a parallel-in-time scheme - with on-the-fly temporal homogenization, which makes use of the locally slow asymptotic structure of the equations. It is demonstrated in [3] that orders of magnitude parallel speedup are obtained relative to exponential integrators and Strang splitting (both of which solve the stiff oscillatory part exactly and therefore serve as a stringent comparison). To make this algorithm practical for general domains and spatial discretizations, a new (independent) time-parallel method for applying the operator exponential was also developed [4]. Principal advantages of this new method include: stability even for large time-steps, the ability to parallelize in time over many characteristic wavelengths, and large speed-ups over existing methods.

In order to go beyond the mathematical ideas of the theory and carefully examine the physics, we also devised an experiment to measure the structure and dynamics of fluid flow structures that form because of strong rotation in a weakly stratified environment. This system is rotating convection in the so-called “geostrophic” regime [6] where heat is transported locally via thin vertical structures with high internal vertical velocity, a mini tornado if you will. Outside of these localized structures, the flow is in geostrophic balance where pressure differences balance the effects of rotation. We have demonstrated the vertical coherence of these structures using particle-tracking techniques to obtain the local velocity field. We find that rotation greatly enhances the vertical coherence of thermal structures. By simultaneously measuring the temperature, we can compute the local heat transport in a structure and construct the probability of strong localized transport via these thermal structures. Finally, we have measured the lateral separation of structures and varied the forcing of buoyancy and rotation to determine the dependence of the structure characteristics on the balance of those forcings. In Figure 1 we show a time-lapse image of the flow of one of these structures in which the lateral inflow and vertical up flow is visible in the particle streaks. Although not visualized well in this image, the flow is circulating around the centerline of the up flow in a rotating sense (as in a tornado). These measurements are giving us confidence that the typical phenomena observed in the reduced equations for strong rotation are also observed in related physical systems.

Impact on National Missions

This project has contributed to the fundamental underpinnings of climate modeling for which the influences of rotation and stratification are critically important. Through the discovery of a new slow/fast framework and novel computational algorithms, our results are beginning to influence other research groups to expand on our advances. We have been asked to speak about our results in numerous high profile venues around the world, significant indication of the impact our project is having. Because the world is poised to move from petascale computing to exascale computing, the discovery of the Asymptotic Parallel-In-Time method, along with the new linear propagator, has had an international impact. Nationally this work is a part of the DOE Exa-Math Report from the DOE Advanced Scientific Computing Research workshop in 2013, where it is called out as an important new idea to achieve exascale computing for climate and weather prediction, magnetohydrodynamics, plasma physics, and many other applications of interest to the DOE. The generality of the approach suggests that this novel algorithm will impact many DOE programs from energy production in magnetic fusion to understanding and predicting climate change impacts.
Figure 1. Streak representation (false color) of experimental convective thermal transport structure in rotating convection. Arrows indicate the up flow direction of the warm fluid.
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Abstract
Tc-99m, the daughter product of Mo-99, is the most commonly utilized radioisotope in nuclear medicine. The majority of the US supply of Mo-99 for nuclear medicine is produced in aging foreign reactors using highly enriched uranium (HEU) targets, with 6 % of U-235 fission events resulting in the formation of Mo-99. Recent maintenance and repair shutdowns of these reactors have significantly disrupted the supply of Mo-99 in the US and most of the rest of the world, with one reactor scheduled to cease production completely in 2016. To compound the problem, the short 66 h half-life of this radioisotope prohibits the build-up of reserves.

New technologies have been proposed for domestic US production of Mo-99, none of which requiring the use of HEU, the use of which creates proliferation concerns. These technologies include low enriched uranium (LEU) acidic solution fuel approaches, such as the Aqueous Homogenous Reactor concept. Equally, certain LEU solid targets could be dissolved in nitric acid, providing another potential acidic feed solution for the chemical recovery of Mo-99. In this context there is both interest in developing domestic Mo-99 production and chemical processing facilities based on LEU solid targets, and an ongoing overseas HEU to LEU solid target conversion programs. In all cases, using LEU vs. HEU will result in higher uranium to Mo-99 ratios in the fuel solutions post-irradiation. For irradiated uranium nitrate solutions we have developed a novel separations flow sheet that begins with a uranium nitrate crystallization step to remove the majority of the LEU. Once the majority of the LEU has been removed the Mo-99 can then be recovered using a conventional alumina column separation process. Our results indicate that high yield recoveries of both Mo-99 and LEU can be obtained using this combination of separation techniques. Such a Mo-99 recovery process is equally applicable to production methods based on uranium nitrate solution fuels and appropriate solid target fuels.

Background and Research Objectives
Mo-99 is a radioactive isotope that decays to Tc-99m, the most important radioisotope in nuclear medicine. Tc-99m is uniquely suited to a wide range of medical imaging procedures and accounts for >80% of radiotracers used in diagnostic nuclear medicine and > 85 % of all radioisotope procedures (> 13 million procedures per year in the US). The majority of the world’s supply of medical isotope Mo-99 is produced from the fission of U-235 in high enriched uranium (HEU) in overseas reactors, many of which are aging and increasingly unreliable. The use of HEU raises proliferation concerns, while the lack of domestic production of Mo-99 here in the US leads to supply concerns. Apprehension related to such issues is heightened by the fact that a major producer, The National Research Universal Reactor in Chalk River (Canada), will cease production in 2016. To address these issues the NNSA Global Threat Reduction Initiative (GTRI) effort is focused on accelerating the establishment of a reliable supply of medical isotope Mo-99 produced without HEU by establishing partnerships with South Africa, Belgium and the Netherlands to convert Mo-99 production from HEU to LEU targets, and with domestic commercial entities to produce Mo-99 in the United States with non-HEU technologies.

There are multiple technologies proposed for the production of 99Mo without the use of HEU. A number of these technologies, such as the Aqueous Homogenous Reactor, require LEU fuel in solution form. The target solution would typically contain uranium as the uranyl(VI) dication as nitrate or sulfate salts in dilute acid. Titania based sorbents have been applied to the initial recovery of Mo-99 from the vast excess of uranium present in such solutions, a material not commonly utilized in separations for medical isotope Mo-99 chemical processing. In addition, the conversion from the irradiation of HEU to LEU solid targets, and thus to a uranium fuel source with less U-235, leads to an increase in number of targets, processing runs and waste volume. Finally,
while uranium recycle can more readily be applied to solution target concepts most current solid target flow sheets are not well suited to uranium recycle. In all the aforementioned cases the design of novel chemical processes that simplify the recovery of Mo-99 from irradiated LEU, while minimizing the generation of uranium containing waste, would be extremely beneficial.

In this project we proposed to develop a novel process that would allow efficient Mo-99 recovery after production, and present the potential for the recycle of LEU. The process we envisioned comprised steps that are known individually but have not previously been integrated into a technology applicable to Mo-99 recovery. The initial research involved installation and validation of all aspects of the chemical separation processes: the evaporation, crystallization and solid sorbent separation stages. This was achieved using simplified solution matrices. Specialized apparatus was evaluated for several of these individual operations, including utilizing automation where possible. Our objective was to prove that this “inventive application” of apparatus and individual chemical separations could result in an integrated process that could successfully separate Mo-99, at the bench top scale in a radiochemistry facility, from LEU solutions irradiated at LANSCE (Los Alamos Neutron Science Center). Irradiated solutions would be tested (variation in uranium concentration, nature of the dilute acid) to evaluate the best solution conditions for both Mo-99 production and separation.

Scientific Approach and Accomplishments

The “inventive application” of individual separation processes that we successfully demonstrated is outlined in Figure 1. This figure is very similar to the one produced in the initial proposal, a good indication that most of our technical challenges were overcome in the course of the research. Our aims were three-fold:

- An initial separation of the majority of the LEU from a solution rich in Mo-99.
- The subsequent chemical column recovery of Mo-99 using the ‘industry standard’ sorbent, alumina.
- The minimal use of additional chemicals, in this case we proposed to only use nitric acid and alumina.

The initial step of this process was the dissolution of a solid irradiated LEU target in nitric acid, or the conditioning of irradiated LEU in a dilute nitric acid solution target. In both cases the goal was to produce a solution rich in nitric acid but, based on the original solution target focus of the project and 3 year project timescale, we worked only with irradiated LEU nitrate solutions. However, we believe that the flow sheet could work equally as well with an irradiated LEU solid target that could readily be dissolved in nitric acid. The high nitric acid and uranium concentration solution could then be evaporated under reduced pressure and/or the temperature lowered to crystallize out uranium as a hydrated di-nitrate product. Our hypothesis was that the majority of the uranium would now be present in a solid phase which could be separated from a solution containing the majority of the Mo-99. The uranium product would then be in a chemical form that could be readily converted into new target ‘fuel,’ if recycle were an option, or a stable waste forms if recycle were not required. The remaining Mo-99 rich solution would contain excess nitric acid which would need to be removed through evaporation, but the much lower uranium concentration of this solution would allow for Mo-99 recovery using an alumina column. Alumina is a sorbent used almost exclusively in Tc-99m generators, the Mo-99 binding to this material as molybdates (HMoO4-/MoO42-) while the Tc-99m is ‘milked’ from the generator in saline solution as pertechnetate (TcO4-). Alumina can also be used for Mo-99 purification during recovery from irradiated LEU, but a vast excess of uranium (and hence nitrate) prevents efficient binding to alumina in dilute acid prior to recovery of the isotope by elution in basic solution. Through the initial crystallization of excess uranium we hypothesized that a high yield recovery of further purified Mo-99 could be obtained through alumina column separation from the remaining uranium.

In the early stages of the project LDRD-ER funds provided support towards the purchase of both a Buchi Multivapour P-12 and a SyrrisTM Atlas Potassium Reactor System, providing automation capabilities for the evaporator and crystallization stages of the flow sheet respectively. In particular, the reactor system proved extremely useful for careful optimization of uranium crystallization conditions, development work undertaken with depleted uranium, and for reproducibility control of the crystallization of LEU during irradiated solution tests. Another vital early ‘proof of concept’ experiment led to the confirmation that Mo-99 largely stayed in the supernatant after crystallization of depleted uranium from a nitric acid solution spiked with Mo-99 that had been milked from a LantheusTM generator. Finally, a key capability development early in the project related to realization of a new capability for LEU solution sample irradiation at Target 4, LANSCE. The project helped support the development of this capability, which included the design and build of both sample containment and a remote sample delivery and retrieval system. Pictures showing some of the technical capabilities developed for this project are shown in Figure 2.

With all of the key capabilities in place, and “show stop-
per” experimental parameters tested, it was possible to undertake experiments to validate the full flow sheet outlined in Figure 1 from stage 1a through stage 5. This flowsheet was both tested, and subsequently refined, using LEU target solutions irradiated at LANSCE. The crystallization process proved to be successful, with the recovery of the majority of the uranium as a crystalline solid product leaving almost all the Mo-99 in solution (Figure 3). In addition, most of the other radioisotopes produced during irradiation, that we could readily measure, remained with the Mo-99 product (Figure 3). This resulted in a partially purified uranium product, the comparatively low level of radionuclide contaminants of value both in terms of ease of recycle and/or ease of waste disposal. The Mo-99 rich solution could then be further purified using an alumina column after solution conditioning to remove excess nitric acid, as had been proposed. The comparatively low uranium concentration in the column feed solution allowed for near quantitative Mo-99 recovery (Figure 4). While numerous modifications were made to the process during the three sample irradiations, and subsequent separations chemistry, the most valuable process enhancement involved the maximization of % Mo-99 recovery – particularly during the crystallization and subsequent initial uranium separation step.

Removal/addition of water and/or nitric acid from processing solutions was a key component of this project. In practice simple, well defined, fume hood based stirrer hot plate operations were employed to undertake this task when working with irradiated LEU samples. However a more automated evaporator system could also be deployed for these relatively simple chemical operations. To this end we utilized a Buchi Multivapour P-12 to confirm that both nitric acid and water could be efficiently removed from uranium solutions (using depleted uranium) under both reduced pressure and lower temperatures.

Originally we had planned to develop the flow sheet outlined in Figure 1 for LEU sulfate solutions. However, experimental work studying uranium sulfate crystallization revealed complexities in the uranium sulfate chemistry that were not present with uranium nitrate chemistry. When writing the original proposal we acknowledged that the sulfate chemistry would likely be more challenging. Due to these chemistry challenges and the more general applicability of developing our flow sheet idea for uranium nitrate vs. uranium sulfate, sulfate fuel being applicable only to certain solution target concepts for Mo-99 production and of limited applicability to solid LEU target processing, we focused our attention on the nitrate system.

At the start of the project we submitted an IDEA through the LANL system and towards the end of the second year of the project we had enough results to prove that the key components of the proposed flowsheet could be realized, at least at the laboratory scale. This allowed us to develop, and submit, two patent applications based on this work. Until this point our desire to protect the intellectual property generated both in the initial proposal, and the subsequently obtained results, had stopped us from publishing experimental details in peer reviewed scientific journals. However, in the Spring and Summer of 2014 we have presented our results in a non-enabling format as talks at three major conference: - the 38th Actinide Separations Conference (May, Albuquerque), the Mo-99 Topical Meeting (June, Washington D.C.) and at the 8th International Conference & Expo on Isotopes (August, Chicago). We have received positive feedback regarding our work from within the Mo-99 production community, including interest from a company seeking to produce Mo-99 domestically here in the US. We are currently working through a CRADA (Cooperative Research and Development Agreement) with this company with the aim of initiating a cooperative research program which will include aspects of this LDRD-ER research. In addition, we have drafted manuscripts for submission to peer reviewed journals as, and when, we believe that the timing is appropriate.

This LDRD-ER project has provided training and career development for a postdoctoral researcher, Dr Roy Copping. Copping has made major contributions to this work over the past 3 years, more often than not leading the chemical component of the technical effort. In June 2014 he received an award for the quality of the poster he presented at the Los Alamos post-doc day, an award that only 10% of all the participants received. Dr Copping will soon be employing many of the skills he has developed and honed working on this LDRD-ER proposal in his new role as a Research and Development Staff Member within the Nuclear Science and Engineering Directorate at Oak Ridge National Laboratory.

Impact on National Missions
The US requires domestic production of medical isotope Mo-99 from LEU, both to ensure continuous supply of this important medical isotope and to eliminate dependence on the international use of HEU for Mo-99 production. Developing a US Mo-99 domestic supply thus addresses two national security needs, secure medical isotope production and lowered proliferation concerns through elimination of HEU use. Additionally, the elimination of HEU use for Mo-99 production in overseas reactors would also lower proliferation concerns. It is with such a national security background that the NNSA Global Threat Reduction Initiative (GTRI) effort is focused on the Mo-99 production related missions outlined previously. It is in this context that
we have provided regular updates of the research results we have obtained through this LDRD-ER project to the GTRI program, primarily through the appropriate program leads at LANL.

This LDRD-ER funded project has allowed us to develop a novel separation science solution to the recovery of Mo-99 from a vast excess of irradiated LEU. If developed from our proof-of-principle lab scale to commercial application this separation scheme could be applied to the recovery of Mo-99 from either irradiated solid or irradiated aqueous solution LEU targets. It could also be used to convert existing HEU chemical processing capabilities for Mo-99 recovery to LEU processing. We have thus demonstrated LANL’s capability in developing technical solutions to chemical processing problems of direct relevance to interlinked challenges related both to medical isotope production and lowering nuclear proliferation concerns.

**Figure 1.** Flowsheet outlining the “Inventive Application” of Individual Separation Processes for the recovery of medical isotope Mo-99 from an excess of Low Enriched Uranium.

**Figure 2.** Examples of experimental apparatus used during the course of this project. Top left – the Target 4 capability at LANSCE for LEU solution sample irradiations. Top center – the sample containment for the irradiated LEU solutions, as shown being placed into a Viking shipping container for return to the radiochemistry laboratories for separation chemistry. Top right – the Syrris Atlas Potassium Reactor System used to carefully control the LEU uranium crystallization process. Bottom – a close up of the Syrris Atlas Potassium Reactor System showing the crystallized hydrated uranyl nitrate solid product under a supernatant solution containing significantly less uranyl (and hence uranium) in solution.

**Figure 3.** Pie charts that indicate the distribution of low enriched uranium, Mo-99, Zr-95 & Ce-141, between crystallized hydrated uranyl nitrate solid product and the remaining supernatant (solution) after the crystallization process was used to remove the majority of uranium from an irradiated LEU solution.
Figure 4. Alumina column separation experiment undertaken on the Mo-99 rich solution fraction that remained after crystallization of the majority of the uranium present in an irradiated uranium nitrate solution. Fraction 2 contained the feed solution that had passed through the column. As base was passed through the column the Mo-99 was stripped as a relatively high concentration/low solution volume product that would then require only final purification.
Abstract
This work uniquely combines novel O(N) methods for Quantum Chemistry with recent progress in Neutron Crystallography with the goal of understanding extremely complex enzyme mechanisms that are delocalized over 100s of atoms. This approach works well when the underlying data is of a high quality. Unfortunately, a serious lack of quality was only discovered after extensive efforts to reconcile related data sets. The defects in the data have been addressed through a consensus approach combined with Monte-Carlo simulation. This and a number of other setbacks will delay publication of our results by probably one year. However, the outlook for positive results is high, and the difficult lessons learned are extremely valuable going forward.

Background and Research Objectives
The goal of this research was to exploit the overlapping synergy between neutron/x-ray crystallography and large scale electronic structure theory applied to biomolecular simulation: Is it possible to employ knowledge of proton positions and theory to model important reaction sub-states, including bound intermediates and transition states, and to use this information in enzyme engineering. Originally, this approach was focused on just Xylose Isomerase. After experimental collaborator Andrey Kovalevsky left LANL, the project was refocused around Carbonic Anhydrase and experimental collaborator Zoe Fisher. After Zoe Fisher left LANL, the project was refocused on DFPase and experimental collaborators Bob Williams and Julian Chen.

Scientific Approach and Accomplishments
Our approach to modeling involves large quantum only subsystems, typically involving 300-500 atoms in size, and using optimization techniques to locate mechanistically and energetically meaningful results that explain enzyme mechanism, and ideally provide insights that can be turned into engineering principles. For the large, multi-step problem of Xylose Isomerase, we were able to achieve this objective for the isomerization step, but not for the ring opening step. This resulted in a paper explaining seven unrelated experimental observations of the isomerization, including a second hidden water position in one of the intermediates. However, after intense scrutiny of the ring opening mechanism (due to bad energetics), we discovered that two of our neutron data sets were each missing different water molecules towards the edge of our models. We were able to make this discovery only through by hand curation involving ~20 structures. Now partially based on very high resolution x-ray data from the ‘90s, the corrected model is being re-annealed by Monte-Carlo optimization, so far showing dramatically decreased water RMSD positions between open and closed ring substructures, which are encouraging. It remains to be seen if our conclusions regarding isomerization remain valid, or if they must be revised in light of the more complete model. Despite many setbacks (collaborators leaving, bad initial data, budget reduction), the outlook for this work is still very positive, and is set to achieve results with minimal effort, involving primarily collecting data from long-running calculations.

With DFPase, significant progress has been made towards developing new and testable mechanistic hypotheses, based on recent x-ray data from the work of Julian Chen (unpublished), existing neutron data and large quantum-only models. Preliminary data show that existing models for the mechanism of this enzyme are almost certainly incorrect. Publications for this work will hopefully be forthcoming in 2015, again resulting from in place, long running calculations.

Impact on National Missions
This work involves a high impact biofuels enzyme, Xylose Isomerase, and a high impact biothreat countermeasure, DFPase. It is the first work to explore the use of large quantum-only enzyme models, and amongst the first
based on neutron data. While faster quantum chemical methods would have helped this effort, the big challenge has been to build high confidence models based on many overlapping crystallographic data sets. These results suggest the need and opportunity for structural informatics & curation protocols, which are currently unavailable. Although still probably a year out, we remain positive that this work will provide engineering level understanding of large delocalized enzyme mechanisms for the design of enzymes critical to biofuels and biothreat countermeasures.

Publications

Abstract
Current solid propellant systems have proven reliable over the decades but have long since reached their limit in terms of achievable system safety and performance. Despite this, the US DoD, NASA and commercial organizations continue to request increasingly higher-energy systems with an increased level of safety. The demand for safer systems is becoming more relevant with the recent boom in commercial space endeavors, particularly when considering space tourism with manned flights. This safety consideration has brought forth a revival in solid fuel/liquid oxidizer hybrid rockets, despite the inherent problems of these systems such as low mass-burning rates requiring large surface areas in the fuel section to achieve the same thrust as solid propellants. The two characteristics of increased safety and higher performance, however, are almost always mutually exclusive, being that typically the higher energy systems almost always have the penalty of being higher hazard. The aim of the proposed effort is to develop a segregated fuel/oxidizer propellant system that would be a major break-through in solid rocket propulsion in terms of safety and energy. The proposed system is a combination of novel materials that allow for a radically new engineering design. Because of the development of high-nitrogen/high hydrogen energetics at LANL that contain little or no oxygen, a segregated tandem system can be designed such that the burning energetic materials will provide fuel from their decomposition that will be oxidized in a separate chamber by reaction with a solid oxidizer. Because the fuel and the oxidizer will remain separated until combustion of the fuel is initiated, and are both are relatively (or completely) insensitive to shock, the chance of accidental detonation or initiation of the rocket is dramatically reduced. This provides an unprecedented level of safety, opening up previously inaccessible utilization of higher energy components, thereby exceeding performance of state-of-the-art solid propellants.

Background and Research Objectives
The field of chemical rocket propulsion has become highly developed only in the past century (even though the Chinese had used rockets over 800 years ago) and has not seen a fundamentally different concept since nearly WWII.[1] Currently, the term propulsion is used very loosely in the aerospace field in terms of forces propelling an object through a medium. Fundamentally, propulsion is defined as the process of changing the motion of an object (e.g. rocket, missile) that is initially at rest or changing velocity to overcome incident forces while passing through a specific environment. Jet propulsion, a subset of general propulsion, is defined by the movement of a body or object generated by the momentum resultant force of ejected matter out of the tail end. Although rocket propulsion is indicated as a form of jet propulsion, the matter ejected out of the nozzle is stored on board. This matter is called propellant. The most widely used source of energy for rockets is chemical combustion, as is the case in the proposed work. Diagrams for three types of existing chemical propulsion rockets including liquid propellant, solid propellant, and hybrid rockets are shown in Figure 1, along with the segregated energetic fuel/oxidizer concept proposed here.

Chemical reactions between the propellant components release thermal energy in the combustion chamber that is then converted to kinetic energy by the expansion of the combustion products through the nozzle. The overall efficiency and performance parameters of the rocket depend largely on the choice of fuel and oxidizer, which are considered as the two reacting components of most chemical propulsion systems. When a system is considered a liquid or bi-propellant rocket, both the fuel and oxidizer are in liquid form, and are often amongst the most poisonous, unstable and generally hardest to handle ingredients used for large-scale engineering applications. Commonly used liquid oxidizers include liquid oxygen (LOX), liquid fluorine (LF2), hydrogen peroxide (H2O2), various nitric acids [HNO3, red fuming nitric
acid (RFNA), inhibited red fuming nitric acid (IRFNA)), and nitrogen tetroxide (N2O4). Bi-propellant fuel ingredients, like the liquid oxidizers, often include a witches brew of dangerous chemicals including liquid methane (LCH4), ethanol, methanol, kerosene, liquid hydrogen (LH2), hydrazine (N2H4), unsymmetrical dimethylhydrazine [(CH3)2NNH2 or UDMH), and monomethylhydrazine (CH3NHNH2 or MMH). If the fuel and oxidizer are combined in solid form, either chemically in the case of homogeneous propellants or physically for heterogeneous propellants, the rocket is called a solid propellant rocket.[2] Ammonium perchlorate (AP), a solid oxidizer, is commonly used with a solid fuel of hydroxyl–terminated polybutadiene (HTPB) to form a composite propellant. The third type is hybrid rocket propulsion. The classical hybrid propulsive system combines an inert solid fuel contained within a combustion chamber with a separately stored liquid, gaseous or gel oxidizer, flowed through porting within the grain at the time of ignition. Once ignited, pyrolyzing solid fuel mixes and combusts with atomized liquid oxidizer producing high pressure, high temperature propellant gas. The attractiveness of hybrid system applications becomes evident when observing the simplicity of design, high level of operational safety, the diverse spectrum of applications, on/off and throttle tailoring capability, storage life and production costs.[2-5] Despite the many safety and operational advantages inherent in the hybrid propulsive system, low solid fuel regression rates requiring a relatively large fuel surface area to attain a given level of thrust is the primary drawback in addition to a tendency to not completely react before the products exit the chamber.

The aim of this effort was to develop a segregated fuel-oxidizer propellant system (SFOS) that could be a major breakthrough in solid rocket propulsion in terms of safety and energy. The proposed system is a combination of novel materials that allow for a radically new engineering design. Because of the development of high-nitrogen/high hydrogen energetic at LANL that contain little or no oxygen, a segregated tandem system can be designed such that the energetic material will provide fuel from their decomposition that will be oxidized in a separate chamber by reaction with a solid oxidizer. Because the fuel and the oxidizer remain separated until combustion of the fuel is initiated, and are both are relatively (or completely) insensitive to shock, the chance of accidental detonation or initiation of the rocket is dramatically reduced. These technologies that will allow for both a higher energy and much safer solid propellant propulsion system then is currently offered the state-of-the-art. The primary advantage in this system will be in the safety gained from having physically separated fuels and oxidizers. Because of the safety gain, standard ingredients such as AP and Al can be replaced by ADN and Al-hydride. Nano Al can also be used to modify burning rates without safety penalty, and in fact will decrease sensitivity when added to an energetic fuel, where as formulations with an oxidizing mixture will become prohibitively sensitive.[6]

Scientific Approach and Accomplishments
LANL is one of the world’s foremost institutions in the synthesis and characterization of new high-nitrogen (HiN) energetic materials. This class of C, H and N compounds has little or no oxygen, but retain energetic material properties as a result of their inherently high-energy due to nitrogen in a highly strained state. Therefore, the decomposition lacks secondary oxidation reactions of carbon and hydrogen, and any fuel molecules present are thus available for secondary oxidation. This is important for two reasons: one being that because of efficient crystal packing the fuel content, particularly hydrogen, can be extremely high; commonly exceeding that of liquid hydrogen. And secondly, because oxygen is not carried on the molecule, high-energy additives such as nanoparticulate aluminum and aluminum hydride can formulated with HiN fuel; which when added to a typical solid propellant would result in a mixture with extreme explosive sensitivity. One such material is triaminoguanidinium azotetrazolate (TAGzT), which served as the initial fuel material in formulations for the project.[7] As the project progressed, other materials were evaluated, and more cost-effect formulations were developed based on triaminoguanidinium nitrate (TGN), which produced the same level of hydrogen fuel, but with much greater combustion stability, resulting in more reliable motors.

A simplified model was developed to determine nozzle specifications and instantaneous pressure-time profiles for solid rocket experiments. This was then used to predict a series of nozzle diameters and pressure profiles for TAGzT burning under specific operating conditions and propellant geometry. As the nozzle size is decreased, the chamber pressure increases, thus decreasing burning time. Continued testing is ongoing to find the correct nozzle geometry to provide a neutral pressure-time profile using TAGzT end burner grains. One of the key observations of this project is that high-nitrogen/hydrogen fuels are subject to greater combustion instability than classic propellants, which often leads to over or under-pressurization in the chamber. This problem is being addressed by evaluation of new propellant formulations, a number of which have been evaluated and pressure vs burning rate graphs have been determined. To aid in the more rapid completion of this work, a new strand burner was built and provided by Penn State.

Additionally, the mechanism of this instability leading to
failure is under investigation in collaboration with C-PCS using their fast x-ray imaging technique. For this an x-ray transparent motor built and utilized to capture images of the motor interior during combustion, as experiment rarely utilized in rocket motor combustion.

A series of opposed flow tests at atmospheric pressure to determine the burning rate of TAGzT as a function of oxygen flow rate were performed. It was demonstrated that there is a critical amount of oxygen that is required to accelerate the burning rate until the heat transfer overwhelms the energy liberated by the combustion process. Finner resolution testing between 0 and 1 liter/minute oxygen flow will commence in the near future. As the delivery rate of the oxygen supplied to the surface is increase, the slope of the position time profile also increases; indicating the available oxygen to the surface increases the heat feedback to the surface. Under high pressures, this phenomenon may be less significant. A solid propellant opposed flow burner for elevated pressures was designed and fabricated at Penn State. This is currently being used to examine gap distance and pressure effects on burning rate of the fuels and oxidizers, and will provide kinetic data of interactive reaction of the two materials. Interestingly, in the full motor testing of TAGzT formulations feeding product gases into AP pellets has shown that the rate of AP reaction is dependant mostly on the rate of the fuel products delivery to the oxidizer material, which was one of the main goals of this work, and will greatly simplify future utilization of this technology. The solid propellant opposed flow burner should be able to quantify this effect with various different fuels and oxidizers.

Utilizing lessons learned and testing in the duel chamber thrust stand motor, fuel and oxidizer ratios were optimized as well as fuel and oxidizer formulations. It was found that the best oxidizer performance was obtained with a small amount of various catalysts added to the grain, and when motor pressures were around 800-1000 psi. With successful lab tests in hand with motors up to 2” in diameter, a flight motor was designed, Figure 2, built and tested in static firings. Specific impulse of the baseline LANL motor combination was ~220 seconds, which compared ~217 seconds for the ammonium perchlorate/hydroxy-terminated polybutadiene (AP/HTPB) baseline motor, but thrusts were roughly 2-3 times greater, Figure 3.

The close out experiments of the project involved assistance from New Mexico Tech, with students and advise-ment from Prof. Michael Hargarther. A 2” diameter by 41” high rocket was built from a commercially available body, and carried a telemetry package for velocity and altitude measurements, as well as an onboard camera. Figure 4 shows a frame sequence of the commercial (AP/HTPB) baseline motor lifting off the pad vs the LANL SFOS motor, with two notable differences, the LANL system has much less visible exhaust products, and the time for the rocket to leave the field of view is ~0.1 seconds compared to the ~0.3 seconds of the AP/HTPB motor. Review of the telemetry data in Figure 5 provides graph of velocity versus altitude shows that the LANL motor accelerates to a significantly higher velocity shortly after liftoff than the commercial motor. This high velocity is due to the large thrust and short duration of the LANL motor. The high velocity decays quickly after the motor burns out, which happens in less than 1 second, and an altitude of just less than 200 ft. The velocity decays faster than the commercial motor because of the higher initial speed, thus greater drag, and the fact that the commercial motor continues to burn for 1.5 seconds, through an altitude of almost 300 ft, shown in the right hand side of Figure 5. The LANL motor achieves a lower apogee because of the larger drag due to the initially higher velocity compared to the commercial motor.

The technology was submitted for a US patent application and two follow-on patent disclosures will be submitted. Technical papers produced based on the basic research performed in this project have been submitted or accepted, most notably the cover issue of Angewandte Chemie published in August of this year.

Impact on National Missions

With the introduction of this project to the lab, the capability of propulsion system development has also been introduced, which did not exist at the level at which it does now. This has lead to new project aimed at in-house development of satellite propulsion systems, and will certainly lead to larger development projects in the future. The applicability of this work to the US DoD, NASA and commercial organizations is due to the higher-energy systems with an increased level of safety. The DoD runs the Joint Insensitive Munitions Technology Program, with a specific topical area to fund 6.2-6.3 levels of development of insensitive propellants systems, which will be a perfect fit for transition of this work owing to the safety of this system. NASA has various programs such as NextGen Concepts and Technology Development Project or Heavy Lift Propulsion Technology that could also benefit from the transitioning of research gains from this program.
Figure 1. The three existing methods for chemical rocket propulsion in addition to the LANL energetic fuel/solid oxidizer system.

Figure 2. LANL SFOS flight motor

Figure 3. Thrust curves for LANL SFOS and ammonium perchlorate/hydroxy-terminated polybutadiene (AP/HTPB) baseline motor

Figure 4. Frame sequence of the commercial (AP/HTPB) baseline motor lifting off the pad vs the LANL SFOS motor.

Figure 5. Data from on-board telemetry showing, left, velocity versus altitude and, right, altitude of rockets with a commercial “G80” AP/HTPB motor vs the LANL SFOS motor.
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Abstract
The past 20 years have witnessed the astonishing discoveries of nearly 2000 exoplanets and they have stimulated an explosive growth in studying the basic processes that regulate the planet formation. An equally dramatic discovery is that some protoplanetary disks show large (tens of astronomical unit) gaps and holes that are likely caused by the forming giant planets (e.g., Jupiter masses). Very recently, dust vortices have now been discovered along with their gaps. Studying the co-evolution of protoplanets and their nascent disks can hold the key to understanding the planet formation.

With this project, we have built new theoretical and computational capabilities to study these exciting systems. We have developed new 3D codes that study the disk-planet interactions. By implementing different viscosity in different disk regions in 3-D, we were able to examine how protoplanets have migrated in more realistic disk geometries and conditions. We found that protoplanets can undergo convergent migration into special regions of the disk and built up their masses through either accretion or mergers. This project has also enabled us to implement a new, efficient numerical algorithm that handles the dust dynamics in disks. Motivated by the new discoveries of dust vortices in protoplanetary disks, we have carried out extensive simulations to study the formation of vortices along with the dust dynamics. We discovered a new dynamic instability when the dust accumulation within a vortex exceeds the gas concentration. On one hand, this instability leads to the eventual disruption of the vortex. On the other hand, it offers a new exciting opportunity for the enhanced dust coagulation that leads to the formation of planetisimals and eventual planets. Our simulations have been compared very favorably to the available observations and predications for future observations are being tested as they become available.

Background and Research Objectives
The ~ 2000 discovered exoplanets have revealed an astonishing amount of diversity in their orbital properties (e.g., planet mass, semi-major axis and eccentricity). Because these properties are believed to originate from the early phases of planet formation when the protoplanets are still embedded in the protoplanetary disks, it is imperative to study the co-evolution of planet formation and their nascent disk evolution. Giant planets (Jupiter mass or higher) occupy a special place in the study of the planet formation. Their large masses (mostly gas) require that their formation timescale must be within the relatively short lifetime of the protoplanetary disk (a few million years) before the gas gets dispersed. At the same time, their large masses offer the unique opportunity of observing their influence on their nascent disks. It is this mutual interaction that is the primary focus of the proposed studies in this proposal.

A new chapter in protoplanet formation research is being written with the first light of ALMA in late 2011 (http://www.almaobservatory.org/). It is generally known that protoplanets are formed in the gaseous, dusty protoplanetary disks around young stars during the first few million years of the star’s evolution. Thus far, some of the astonishing discoveries of ALMA include: a large-scale “horseshoe” feature in one disk that is believed to be “a formation site of giant planetary system”; and a major asymmetric “dust trap” in another disk. These pronounced features observed in the dusty protoplanetary disks are possible “signposts” of different stages of protoplanet formation. On one hand, these discoveries by ALMA are quite pleasant because our previous studies have predicted the production of vortices and non-axisymmetric features in disks. On the other hand, they are quite surprising because of the enormous size and presumed longevity of these asymmetries. The fact that dust is being trapped in these asymmetric features has profound implications for planet formation. Ever since the 70’s, it is argued that it is impossible to
retain dusts in disks because they experience rapid radial drift (< 105 yr) and/or suffer fragmentation via collisions. Observations seem to support this idea. No dust growth, no planets.

The proposed work has been computationally intensive and it builds upon the unique strength at LANL where we have developed advanced disk+planet simulation tools. With the adaptive mesh refinement capability especially, we will be able to simultaneously capture the global protoplanetary disk dynamics together with resolving the accretion through a much smaller circumplanetary disk around the planet. Utilizing LANL's advanced capabilities in theory and computing, we have produced several important new results that are making an impact in this rapidly developing field, especially when a new era has started with the advent of ALMA and EVLA observations with unprecedented sensitivity and spatial resolution.

**Scientific Approach and Accomplishments**

With this project, we have performed extensive numerical simulations of disk+planet systems both in 2-D and 3-D, examining a range of key physics processes that directly determine the co-evolution of protoplanets and their disks. These include: first, how will the disk structure formation (gaps, holes and vortices) depend on the disk viscosity, planet mass and planet orbital eccentricity and how will they in turn affect the planet migration? Second, how will the disk evolution affect the formation and migration of multiple protoplanets and their final orbital distributions? Third, how will the dust evolve in the presence of disk gas vortices and will dust accumulate in vortices? These numerical studies have been compared with several observations that lead to important constraints on the planet formation processes. The confluence of advanced theory/numerical modeling with the new observations has enabled us to make an important contribution to this thriving field.

With this LDRD project, we have made progress on several fronts:

**New simulation capability development**

We developed a new 3D simulation code using C++ for 3D planet-disk interaction problem. We solve the full 3D Navier-Stokes equations by directional split Godunov method. We extend the FARGO scheme of Masset and modified by ourselves to our 3D code to accelerate the transport in the azimuthal direction. We also use a sub-cycling technique for the azimuthal sweep to alleviate the time step restriction. We have implemented a reduced 2D and a fully 3D self-gravity solver on a uniform disk grid, which extends our 2D method to 3D. This solver uses a mode cut-off strategy and combines FFT in the azimuthal direction and direct summation in the radial and meridional direction. We do not need any softening in the disk self-gravity calculation as we have used a shifted grid method to calculate the gravitational potential. We also develop a method to generate an initial axis-symmetric equilibrium disk via iteration between the disk density profile and the 2D disk self-gravity.

We have also developed and implemented a new bi-fluid model for dusty protoplanetary disks for both our 2D and 3D codes. The dust particles are treated as a pressureless fluid and evolved according to the hydrodynamic equations. The coupling between the gas and dust in a disk is through the drag force, which causes the dust particles to drift inward in the radial direction. We have performed extensive tests of our model and code using the theoretical results in the literature and our numerical results are in good agreement with the theoretical prediction. In addition, we have implemented dust diffusion due to the turbulent motion of the gas in a disk. We have modified the dynamic equations of the dust so that they are consistent with the dust diffusion. This procedure removes the possible instability caused by the dust diffusion. We have performed simulations to study the dust settling in the vertical direction of 3D disk due to the dust diffusion and obtained similar results to the theoretical prediction. In summary, the numerical package we have developed for studying planet-disk interaction as well as dust dynamics, we believe, is state-of-the-art. We have been able to perform much longer simulations compared to what have been published by other groups. We have found that some key previous conclusions based on short-time runs by other groups were not correct.

**3-D density feedback effects**

A large set of 3-D simulations were performed to study the density feedback effect which influences the rate of planet migration in low viscosity disks. We have shown that this feedback effect is still present in 3-D, similar to what we have discovered before in 2-D disks. The effectiveness in 3-D, however, is different from 2-D. These results have been published. This represents the first 3-D study on the density feedback effect in low viscosity disks and it has important implications for the Type-I migration problem.

**Multiple Planets**

By carefully analyzing the existing database of exoplanets, we found that, among 160 of the multiple exoplanetary systems confirmed, about 30% of them have neighboring pairs with a period ratio less than 2. An interesting feature is that a significant fraction of these pairs are around mean motion resonance (MMR). This means that, when there are multiple planets in one system, they eventually migrate together and through experiencing each other’s
gravitational forces, they eventually locked into resonances in their orbits. More interestingly, many of them are locked with orbital frequency ratios of 2:1 and 3:2, but with a clear absence of more closely packed MMRs with period ratios less than 4:3, regardless of planet masses. By performing extensive numerical simulations of multiple planets with various mass groups, we have demonstrated that such MMR behavior places important constraints on the disk evolution stage out of which the observed planets formed. In particular, we concluded that the dynamical architecture of most low-mass-planet pairs (tens of Earth masses) was established late in the disk evolution stage, just before it was dispersed completely [1].

Rosby vortices
We have studied the 3-D Rosby vortices associated with the partial gap boundaries generated by the planets. These vortices were shown to be excited by our earlier work and it has now been confirmed by our 3-D studies and numerous other groups. We found that when the planet is massive enough, it carves out a deep gap around its orbit. Due to its significant density variations and the corresponding angular velocity adjustments, the gap edge can typically excite the Rosby wave instability. We have examined the long-term evolution of these vortices by carrying out high-resolution two-dimensional hydrodynamic simulations that last more than 10000 orbits as measured at the planet’s orbit. This is shown in Figure 1. We find that the disk viscosity has a strong influence on both the emergence and lifetime of vortices. In the outer disk region where asymmetric features are observed, our simulation results suggest that the disk viscosity needs to be low in order to sustain vortices to thousands and up to 10000 orbits in certain cases [2]. These studies are quite timely because of the newly discovered vortex features in several protoplanetary disks by ALMA. Our results show that vortices excited by massive planets can be a good candidate for explaining such observations.

Dust Dynamics
We have performed many simulations to study the asymmetric dust distribution observed by ALMA and other telescopes. In particular, we have studied how the banana-shaped dust distribution can be formed via the interaction among dust, gas, and the planet. We have found the Rosby wave instability (RWI) is a robust mechanism to form banana-shaped gas blobs in a disk. Furthermore, we have investigated two mechanisms to generate the RWI. Both of them require relatively low viscosity. One mechanism is using large planets to induce the RWI around the planet. We use Saturn-, Jupiter-, and two-Jupiter-mass planet in our simulations. In 2D simulations, we clearly see the banana-shaped distribution of the gas and dust. The banana-shaped density blob can be maintained for hundreds of orbits. In 3D simulations, however, we find that the evolution of RWI and banana-shaped density blobs are short-lived and quickly become ring-shaped distribution. In addition, we have performed simulations to study the RWI in a disk without planets. The RWI can be produced with an initial density bump. We study how the vortices are generated via RWI and how they are merged and combined into one big vortex. We also study the RWI dependence on the disk self-gravity. The RWI caused by the initial density bump is short-lived and quickly disappear due to migration or diffusion. To have a long-lived RWI vortex, we set up a disk with non-uniform disk viscosity, where a region of disk has very low viscosity, similar to the dead-zone configuration. Even without initial density bump, the non-uniform viscosity can produce a density bump near the low viscosity region in a few hundreds of orbits. With small perturbation, the RWI can be produced and vortices can be generated. We can see the banana-shaped density distribution generated and maintained for a long time.

A New Dynamic Instability
Our simulations of protoplanetary disks with both gaseous and dust components reveal that: 1) dust particles which are migrating inward towards the star can be trapped by gas vortices very efficiently; 2) when the surface density of the accumulated dust exceeds that of the gas surface density, a new dynamic instability is excited, as shown in Figure 2. This instability gradually dissipates the gas vortices, shortening its lifetime [3]. Interestingly, however, the much enhanced concentration of dust particles inside the vortex can lead to strong dust coagulation, a favorable condition for planetesimal formation. These studies are helping us to make direct comparisons between our simulations and the new observations. This allows us to constrain the disk properties and provides more detailed understanding on how the planet + disk interactions evolve in a dusty protoplanetary disks.

Impact on National Missions
Understanding the formation of exoplanets is one of the grand challenges for the coming decade in astronomy and astrophysics, as evidenced by the recent Decadal Survey (Astro2010): “New Worlds, New Horizons in Astronomy and Astrophysics” (“New Worlds” refers specifically to exoplanet research). The critical physics that underpins this field include high Reynolds number turbulence and shear flow instabilities, all of which match with LANL’s strength, both in theory and large-scale computing. With the advent of ALMA and EVLA, LANL is making a critical impact now, building on our existing expertise in disk+planet computational studies.
In addition, this project has strengthened our ties with top universities and researchers in this thriving field, including UCSC, STSCI, VLA and Harvard. Several students and postdocs from these institutions have collaborated with us. Overall, we have published 10 papers in the refereed journals (with several more in preparation) and have given many invited talks at various conferences.

**Figure 1.** Evolution of disk surface density showing how the vortex develops and evolves for two different planet masses (top: 1 Jupiter mass; bottom: 5 Jupiter mass). Planet is marked by x and the star is located at the center. The planet gradually carves out a gap (dark blue regions) around its orbit. The edges of the gap then undergo Rossby wave instability, leading to the formation of large-scale vortices (as indicated by the density enhancement). Over long periods of time, these vortices gradually dissipate and disappear. The lifetime of these vortices is important to determine the observability of these features. Furthermore, their survival also has important implications for the dust accumulation. (Figure take from Fu et al. 2014a).

**Figure 2.** Evolution of gas surface density (top row), log of dust surface density (middle row) and gas potential vorticity (bottom row) in the \( r, \phi \) plane. The star is to the left and the planet is placed at \( r/r_p = 1 \). While gas vortices are excited and finally merged into one large vortex (top row), this vortex also serves as an efficient dust trap that collects nearly all the dust that are migrating from larger radial distances towards the star (middle row). Dust accumulates so much that its surface density exceeds that of the gas component, leading to the excitation of a new dynamical instability (as indicated by the pinwheel features in the middle panel of the middle row. This instability eventually causes the destruction of gas vortex. The existence of these vortices and their role in accumulating large amount of dust could have important consequences for planetesimal formation.
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Abstract
The ability to control or monitor gene expression in algae, via an engineered bioswitch, would be a tremendous advance in the state of the science and aid in the development of engineered algal strains for large-scale biofuel production systems. The overall goal of this project was to develop a bioswitch/sensor for the unicellular model green algae, Chlamydomonas reinhardtii. Specifically, we aimed to engineer C. reinhardtii strains that were capable of sensing intracellular concentrations of fatty acids and responding through expression of a reporter gene. The Escherichia coli transcription factor FadR was characterized, modulated and inserted into C. reinhardtii as the fatty acid sensing module. It was determined that the FadR consensus operon is quite similar to the consensus operon of another transcriptional regulator, PdhR (a global transcriptional regulator that responds to pyruvate). Follow-up in vivo experiments indicated that these two transcriptional regulators can co-regulate gene expression from shared DNA binding sites. This is the first evidence that fatty acid metabolism and central metabolism are linked through the coordinated action of transcriptional regulators in E. coli. Amino acid mutations were identified in FadR that led to enhanced binding of the fatty acid effector molecule, palmitoyl-CoA, and other mutations that severely diminished binding of palmitoyl-CoA to the FadR/DNA operator complex. These results support our view that FadR and other transcriptional regulators with similar structural folds can be engineered to affect the binding of their effector molecules (in this case, long-chain length fatty acyl CoA molecules), making them suitable for engineering to create dynamic sensor-regulators systems for the biosynthesis of biofuels and commodity chemicals. Lastly, we describe the construction and evaluation of a FadR lipid biosensor in Chlamydomonas reinhardtii.

Background and Research Objectives
The ability to control or monitor gene expression in algae, via an engineered bioswitch, would be a tremendous advance in the state of the science and aid in the development of engineered algal strains for large-scale biofuel production systems. Recent attempts to engineer biological systems for enhanced fatty acid production have highlighted that FadR, or similar transcriptional regulators, play a critical role in these endeavors [1, 2]. Indeed, FadR-directed research has been used to enhance production of fatty acids in E. coli [3] and to engineer a whole cell, dynamic sensor-regulator system that responds to fatty acyl-CoA concentrations [2]. Despite the intrinsic adaptability of wild type FadR for bioengineering purposes, tailoring and optimizing its regulatory characteristics (i.e. enhanced or decreased sensitivity to the effector molecules, fatty acyl-CoAs) will expand its use as a dynamic sensor-regulator system. For example, FadR variants with lower acyl-CoA binding affinities could be a useful component of a dynamic sensor-regulator system to trigger a response once a threshold concentration of free fatty acids is exceeded. In this project, we set out to develop a FadR-based bioswitch/sensor for the unicellular model microalga, Chlamydomonas reinhardtii.

The specific goals of this project were: 1) characterize the transcriptional regulator, FadR, in Escherichia coli, with an emphasis on its potential as a biosensor for fatty acid detection in algae, 2) use computational prediction tools to identify FadR variants that are expected to require higher concentrations of acyl-CoA to elicit DNA release, and 3) demonstrate a functional FadR-based biosensor that is operational in C. reinhardtii. During the first phase of the project, we discovered that the FadR regulon in E. coli consists of more genes/operons than has previously been reported. It was also discovered that the FadR consensus operon is quite similar to the consensus operon of another transcriptional regulator, PdhR (a global transcriptional regulator that responds to pyruvate). Follow-up in vivo evidence indicated that these two transcriptional regulators can co-regulate gene expression from shared DNA binding sites. This is the first evidence that fatty acid metabolism and
central metabolism are linked through the coordinated action of these transcriptional regulators in E. coli. For goal #2, we identified amino acid mutations in FadR that led to enhanced binding of the fatty acid effector molecule, palmitoyl-CoA, and other mutations that severely diminished binding of palmitoyl-CoA to the FadR/DNA operator complex. For goal #3, we genetically transformed reporter protein under the control of the FadO/FadR regulatory system. The expression of the fluorescent reporter responded to increased lipid accumulation in Chlamydia demonstrating a lipid-responsive biosensor.

Scientific Approach and Accomplishments

Goal 1: Characterization of the FadR regulon in E. coli. An improved consensus operator (DNA) binding sequence for FadR (ANTGGTCNGACCAG) was determined using a protein binding array. To date, there are twelve known binding sequences in E. coli to coordinate gene expression at a number of loci in E. coli to coordinate fatty acid and central metabolic activities of the cell. A computational approach was used to identify potential new FadR binding sites. We used the Motif Alignment and Search Tool [5] to search the E. coli genome for sequences that match the consensus FadR binding sequence (ATTGGTAANACCAT) [4]. Using the newly identified FadR binding motif, we searched the E. coli genome and identified a number of potential new FadR binding sites upstream of coding regions. Interestingly, 5 of the top 59 suspected FadR binding sites are known operator sequences for the pyruvate-responsive, transcriptional regulator, PdhR (Figure 1). Furthermore, we identified several mutations that have the potential to reduce the affinity of FadR for fatty acyl-CoAs. With a FadR mutant exhibiting reduced affinity for fatty acyl-CoAs, we demonstrated that the crystal structure of FadR bound to myristate (C14 fatty acid) as a guide, we demonstrated that the community modeling software, Rosetta, could accurately predict the ligand-protein conformation. We then identified two promising mutations, L102A and L165N, that were predicted to result in weakened interactions between FadR and fatty acyl-CoAs, without disrupting the overall structure of the protein or interfering with the communication between the inducer binding pocket and DNA binding domain of FadR. Thus, mutants at the L102/L165 positions were constructed with the purpose of expanding the binding pocket of the lipid ligand to accommodate longer lipids. It was also determined that the A213 of FadR should be directly involved in the binding of the CoA moiety of fatty acids; we included mutations at this position in an attempt to decrease FadR’s affinity for the CoA moiety of the ligand.

Goal 2: Construction and analysis of FadR variants. The computational efforts, which were led by Ramesh Jha and Charlie Strauss, have achieved two primary goals. First, we have identified several mutations that have the potential to reduce the affinity of FadR for fatty acyl-CoAs. With a FadR mutant exhibiting reduced affinity for fatty acyl-CoAs in hand, we hope to develop a FadR-controlled switch that could be dually controlled by FadR and PdhR. Gene expression profiling analysis revealed an inverse relationship between the expression of three of these genes (Figure 2). Overall, our results suggest that FadR and PdhR act conversely on gene expression at a number of loci in E. coli to coordinate fatty acid and central metabolic activities of the cell. A manuscript describing this work, Transcriptional Regulators Involved in Fatty Acid and Pyruvate Metabolism Recognize Nearly Identical Operator Sequences in Escherichia coli, will be submitted in 2014.

<table>
<thead>
<tr>
<th>Accession #</th>
<th>Gene</th>
<th>E-Value</th>
<th>FadR regulon</th>
<th>PdhR regulon</th>
</tr>
</thead>
<tbody>
<tr>
<td>YP_00172942</td>
<td>cyoB</td>
<td>10,071</td>
<td></td>
<td></td>
</tr>
<tr>
<td>YP_00172978</td>
<td>pdhB</td>
<td>2.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>YP_00170275</td>
<td>pdhD</td>
<td>3.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>YP_00172944</td>
<td>pdhE</td>
<td>6.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>YP_00172589</td>
<td>yciA</td>
<td>6.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>YP_00173040</td>
<td>yciB</td>
<td>6.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>YP_00173147</td>
<td>yciC</td>
<td>6.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>YP_00172908</td>
<td>yciD</td>
<td>7.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>YP_00172591</td>
<td>yciE</td>
<td>8.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>YP_00173182</td>
<td>yciF</td>
<td>12.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>YP_00172955</td>
<td>yciG</td>
<td>13.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>YP_00173019</td>
<td>yciH</td>
<td>15.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>YP_00173134</td>
<td>yciI</td>
<td>28.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>YP_00173178</td>
<td>yciJ</td>
<td>27.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>YP_00172911</td>
<td>yciK</td>
<td>32.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>YP_00173148</td>
<td>yciL</td>
<td>53.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>YP_00172919</td>
<td>yciM</td>
<td>96.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>YP_00173202</td>
<td>yciN</td>
<td>96.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 1. FadR motif search of the E. coli genome using the Motif Alignment and Search Tool [5]. Sequences with an E-value score are reported. Genes known to be in the FadR or PdhR regulon are indicated.
Led by Ricardo Marti-Arbona (an early career LANL staff member), we developed and optimized an experimental assay applying fluorescence anisotropy to measure the binding constant of FadR (wild type and variants) for its palmitoyl-CoA ligand and DNA operator sequence (FadO). Under the experimental conditions we obtained a Kd value of 2 nM of FadR at 1 nM labeled-FadO and 600 nM for the palmitoyl-CoA effector, seemingly by expanding the size of the binding pocket and facilitating the binding of the effectors' hydrocarbon side chain. These findings suggest that fatty acid metabolism regulator (FadR) and other TRs with similar structural fold can be engineered to affect the binding of their effector molecules and therefore control the release of the DNA operators, making them suitable for engineering to create dynamic sensor-regulators systems for the biosynthesis of biofuels and commodity chemicals. A portion of this research was presented by Ramesh Jha at LANL Postdoc Research Day, June 2012 (the poster won Honorable Mention). Ramesh Jha has since been converted to a LANL staff member in the Bioscience Division. A manuscript describing this work, Rational Design and In-vitro Characterization of Alterations to the Lipid Recognition Site of the Lipid Metabolism Transcriptional Regulator, will be submitted to Protein Science in October 2014.

**Figure 2.** Relative expression of genes known to belong to the FadR (a,b) and PdhR (c,d) regulons in cells grown on galactose (A, B) or glycerol (C, D). Gene expression was normalized against expression of (A, C) or(B, D). Blue bars represent gene expression in deletion mutants versus wild type and red bars show gene expression in deletion mutants versus wild type. Bars represent the average of three biological replicates.

**Figure 3.** Determination of (A) FadO Kd (DNA binding) and (B) Palmitoyl-CoA Kd values for wild type (WT) and FadR mutants. WT is represented by black circles, L102A by red diamonds, R213A by green squares and R213M by dark green triangles.
D2 gfp D1, which was kindly provided by Dr. Stephen May.

To accomplish the first goal (reporter incorporation) we utilized a chloroplast specific plasmid called pSE-3HB Kan. The promoter for the FadO constructs was the psbD promoter, which at the same time will be under control of the FadR regulon.

To achieve this, we placed the fluorescent reporter under the control of a constitutive promoter, in order to obtain functional lipid-based biosensors. First, the biosensor reporter needs to be incorporated into the chloroplast genome under dual control. The first control will be a constitutive promoter that will allow the continuous expression of the reporter (in this case a green fluorescent protein: GFP); the second control point will be a FadR binding site. In the second step, the FadR regulator needs to be incorporated into the chloroplast genome under control of a constitutive promoter. In order to achieve these goals two successful chloroplast transformations and genomic incorporations were needed, one for the reporter and one for the regulator.

To accomplish the first goal (reporter incorporation) we utilized a chloroplast specific plasmid called pSE-3HB Kan. D2 gfp D1, which was kindly provided by Dr. Stephen May.

The results indicate that addition of the FadO sequence around the 3′ side of the -10 PRB1 and the 5′ side of the -40 PRB2 sites of the promoter disrupted its function. Figure 4 shows three panels for each of our constructed reporters. The left panel is the white light image for the cells, the second panel shows working GFP reporter constructs, the first panel is the field from the University of California at San Diego. This chloroplast vector utilizes the psbD promoter to control the expression of the green fluorescent protein (GFP) reporter. In order to obtain the dual control, we need place the FadO operator sequence within the psbD promoter, without disrupting its constitutive promoter function. We created four variants of the psbD promoter by introducing the 17 bp FadO operator sequence at key positions. We obtained successful transformation and reporter incorporation for four constructs as confirmed by PCR experiments. Nevertheless, only two of the constructs yielded stable and constitutive expression of the GFP reporter.

The results indicate that addition of the FadO sequence around the TATAATAT site of the promoter did not affect the function of the psbD promoter while the addition of the FadO sequence around the 3′ side of the -10 PRB1 and the 5′ side of the -40 PRB2 sites of the promoter disrupted its function. Figure 4 shows three panels for each of our working GFP reporter constructs, the first panel is the white light image for the cells, the second panel shows the fluorescent excitation (red) of chlorophyll A to locate the chloroplast. The third panel shows the engineered GFP (green) emission. These results confirm that the GFP reporter protein has been introduced into the chloroplast...
genome of C. reinhardtii; it is expressed constitutively and is localized to the chloroplast.

To accomplish the second goal (FadR regulator incorporation) and to complete the biosensor we utilized a chloroplast specific plasmid, pLM20, which was kindly provided by Dr. Michel P. Goldschmidt-Clermont from Université de Genève, Switzerland. The pLM20 plasmid incorporated the FadR regulator gene - under the control of the atpA constitutive promoter - into the C. reinhardtii chloroplast genome that was previously modified by the incorporation of the GFP reporter. Successful transformations yielded the incorporation of active FadR. When active FadR is expressed in the chloroplast of the GFP-C. reinhardtii (FadR-GFP-C. reinhardtii), it binds to the FadO regulatory sequence and down-regulates the expression of the GFP marker under low lipid conditions. As explained above, FadR binds to FadO in the absence of acyl-CoA lipids, therefore it is hypothesized that expression of the GFP reporter would be blocked by FadR until the concentration of lipids in the chloroplast surpassed a certain threshold. Like other lipid producing strains of algae, C. reinhardtii is capable of producing and accumulating lipids under nitrogen starvation conditions. To test the functionality of our lipid-based biosensor, we performed an experiment in which the FadR-GFP(FadO)-C. reinhardtii mutant was grown in nitrogen rich medium. Algae growth depleted the nitrogen concentration in the medium triggering lipid accumulation. As the nitrogen concentration dropped, the FadR-GFP-Sta6-C. reinhardtii mutant started producing and storing lipids. Figure 5 shows the normalized increase of fluorescence over time as the biosensor is activated by the increase in lipid concentration. The increased GFP fluorescence over time (1.5 fold) reflects the activity of the engineered lipid responsive bioswitch. These results confirm that the biosensor is capable of recognizing increased chloroplast lipid concentrations and that after three days maximal response was achieved. A portion of this research was presented as a poster, “Development of a Fatty Acid Inducible Algal Bioswitch“, at the 4th International Conference on Algal Biomass, Biofuels and Bioproducts (Santa Fe, 15-18 June, 2014).

Impact on National Missions

The project builds LANL capability in engineering cellular factories and specifically aims to reduce the cost of biofuel production by simplifying oil extraction. Proof-of principle demonstration in this project has positioned us to acquire external funding from the biofuels industry, from DOE EERE, or the DoD for further optimization, expansion, and potentially commercialization of our concept. Two LANL postdoctoral students involved in this project, Tuhin Maity and Ramesh Jha, leveraged experience gained through this work to obtain full time employment. Dr. Jha was converted to a LANL staff member and Dr. Maity accepted an algal biofuels R&D position in industry.
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Abstract
Antibodies are used in every biology lab for binding target molecules. For detection, antibodies need labels (such as a fluorescent molecule), so the excess labeled antibody must be washed away to see just the antibody that bound. Biology needs antibody-like binders that give a signal only when bound to the target.

Our two-piece split green fluorescent protein (GFP) acts like a signaling anti-body/antigen pair. One 15 amino acid piece of the GFP acts as an antigen (piece of a target molecule), and it is bound by the remainder of the GFP ‘detector’ to become fluorescent GFP (acts like a signaling antibody). But this GFP detector only recognizes itself. We trained GFP to recognize pieces of other proteins. This involved making a library of GFP mutants, each made in a different cell, changing the amino acids on the area of the GFP that binds the new protein, and looking for mutants that turned fluorescent with the new protein.

We were the first to: (1) apply Rosetta in silico design to GFP containing its chromophore; (2) show this model could predict the stability of different GFP mutants; (3) experimentally generate hundreds of mutations at the interface of the detector GFP and the peptide it binds, and correlated the stability of these with in silico Rosetta predictions; (4) engineer a GFP detector that recognizes a peptide containing the most challenging sequence of a pathogenic protein from M. tb CFP-10, involved in virulence and early infection; (5) discover photo-switching mutants of a thermostable fluorescent protein that could lead to signaling antibodies whose binding is controlled by light.

We showed that novel fluorescent proteins can act as signaling antibodies. This will transform high-throughput/high-content biological assays in living cells. The likelihood of follow on funding for this cutting-edge project is high: NIH has a strong interest in antibodies for live cell biology, and DTRA and DHS need stable assays for specific biological agents.

Background and Research Objectives
Modern biology needs tools to specifically label target proteins in living cells so that their movements and activities can be watched and better understood. Our long-term objective is to make a new class of antibody-like proteins based on fluorescent proteins that become fluorescent when they bind to a specific peptide or protein surface. Unlike conventional antibodies, these reagents would be straightforward to make, and would be expressed functionally in living cells. They would give a signal only when they bound their intended target. Long-term objectives include (1) making signaling antibodies that recognize linear epitopes by structural complementation with a peptide sequence, restoring folding and creating fluorescence; (2) making signaling antibodies that bind to surfaces of folded proteins, restoring fluorescence by shielding the chromophore of the fluorescent protein.

Conventional antibodies and single chains cannot be functionally expressed in living cells. Cells must be permeabilized for antibodies to get in from outside, preventing many types of experiments. Once introduced, they give a signal whether they bind their target or not, requiring removal of unbound labeled antibody. We propose two new classes of antibody mimics that signal with fluorescence when they recognize their target. One class is well suited for linear epitopes, including the intrinsically disordered regions recently recognized to occur in up to 40% of all eukaryotes. The second class is best suited for binding patches on folded proteins. Key advantages are that they can readily be expressed in situ and signal only when they recognize their targets. Furthermore, the sequence of the linear epitope can be used to guide the in silico design of specific binders. If successful, these signaling binders should revolutionize antibody technology, enable countless new applications.
in living cells, such as monitoring intrinsically disordered proteins, high-content high-throughput assays, and new modes of target detection.

How our project goes beyond existing and competing work: Our work is distinct from fluorobodies, fluorescent proteins displaying binding loops in turns of the scaffold. Work continues at LANL and elsewhere to make these sufficiently robust to tolerate diverse loops. It is not immediately obvious how to make the fluorescence dependent on binding. Our new signaling antibodies omit a peptide strand of GFP, and then remodel the interface to recognize a new linear epitope. Binding results in fluorescence by restoring folding. The challenge here is to remodel the interface to specifically recognize and fold with a new peptide in lieu of the original native strand. This is also very different (and more challenging) than our on-going work with split GFPs, which has been focused on optimizing the solubility and stability of the native split fragments, increasing the repertoire of known split protein scaffolds from different species, and using them for protein detection and protein interactions. Work elsewhere using our split protein mutants, has mostly been of a confirmatory nature, further demonstrating the remarkable folding robustness of our split GFP system. Other GFP biosensor work has been focused on allosteric detectors incorporating a binding protein into a structurally sensitive region of the GFP scaffold. Examples include GFPs incorporating anti-beta lactamase binding protein and metal binding sites, and the like. To be useful, the signaling binders need to be generalizable, specific, and have a very high on/off ratio. Most of these allosteric reporters show very modest changes in absolute signal (a factor of 2) going from unbound to fully bound state. But our split GFP shows a > million-fold increase in fluorescence on peptide binding. Our new reporters based on custom structural complementation would be expected to have a similarly impressive dynamic range. Our GFP reagents are in use in hundreds of labs. If we succeed in making the antibody mimics proposed here, they would have an even greater impact on cell biology.

Key Objectives identified during the course of this project that were required to achieve the maximum of the long-term goals include: (1) devising a reliable in silico model (Rosetta program) of the stability of various GFP mutants (needed to help guide evolution of the new detector GFP). Previously no one had figured out how to incorporate the chromophore (the part of the GFP in the center of the 11-stranded barrel that actually fluoresces); (2) Validate the new Rosetta model by testing its ability to in-silico rank the stability of a set of several different GFP mutants of known experimental stability. This was needed to ensure the model could guide evolution by accurately suggesting stabilizing mutations; (3) Use the model to evaluate the stability of a comprehensive set of mutations of known stability of the existing small peptide of GFP. This would be a further test to see how well the in-silico model would perform to guide evolution of the existing strand into the sequence of the new protein target; (4) gradually morph the GFP S11 strand to match the sequence of a disordered region of GFP-10 from M. tb. all the while mutating the GFP 1-10 detector to ‘catch up’ and recognize the new sequence. This would establish the feasibility of finding GFP based signaling antibodies against real targets of interest, in this case, a pathogen protein involved in virulence and TB infection; (5) Discover mutations of thermal green protein that could lead to efficient light-activated dissociation association of the GFP detector strand (signaling antibody) and the target protein (antigen). This could lead to tools to control detection and neutralization of proteins using light.

Scientific Approach and Accomplishments
Our robust protein tagging and detection system is based on the 11 beta-strand GFP scaffold. The 15 amino acid strand 11 (S11) tags proteins, GFP beta strands 1 to 10 (GFP 1-10) serve as a detector. Neither fragment alone is fluorescent but recombine to generate fluorescence. Features pertinent to Goal 1: (1) The S11 acts like an epitope tag, and the GFP 1-10 acts as an antibody; (2) unlike existing antibodies it lights up only when it binds its epitope tag; (3) importantly the GFP 1-10 detects its epitope target (S11) in living bacteria and eukaryotes. We used GFP 1-10 as a signaling antibody in a parallel study vs. conventional antibodies in cell applications, where it increased the signal-to-noise in flow cytometry sorts up to 100-fold, due to the fact that the unbound GFP 1-10 is non-fluorescent. The greatest challenge remains: the specific S11 ‘epitope tag’ needs to be attached to proteins. What is needed is a new kind of GFP 1-10 that can detect any peptide, not just the original S11 strand. Then we could go after a large fraction of the numerous linear epitopes already known from conventional antibody work as well as the challenging class of intrinsically disordered proteins. The extended disordered regions should be rich in accessible linear epitopes, and our ability to predict these regions in proteins has dramatically improved in the last few years further increasing the impact of the proposed research.

Rosetta Prediction of Stability of Known Fluorescent Protein Mutants
We evolved several versions of a fluorescent protein from Corynactis California GFP, by selecting for stable fragment reassembly. These had varying stabilities, including some that were exceptionally stable to chemical denaturation (Figure 1, right). Since no one had ever used Rosetta to estimate fluorescent protein stability, we had to devise an
approach to include the chromophore of the GFP inside
the barrel (numerous combinations of constraining it on its
ends, allowing some relaxation). Once we devised a good
approach we tested Rosetta's ability to rank the stability of
the Corynactis California GFPs. Excellent agreement was
observed (Figure 1, left)

Rosetta Prediction of Stability of Interaction between GFP
1-10 and mutants of S11
GFP1-10 was treated as a protein and S11 was treated
as a peptide. Several approaches were tried, in the most
successful method; the energy function had a damped
repulsion term. This “soft repulsion” has been successful in
capturing the effects of bulky substitutions in monomeric
proteins, by allowing for low penalty upon atomic clashes,
which otherwise are actually relieved in proteins by subtle
perturbations in the backbone. 3 rounds of packing and
minimization of the interface residues for GFP1-10 and
S11 gave baseline binding energy for GFP 1-10/native S11.
Binding energy was calculated by subtracting the energy
score of repacked GFP 1-10 and S11, placed 1000 Å from
the energy score of the complex modeled. Each residue
of S11 was mutated to one of the 20 amino acids, and we
calculate the binding energy for GFP 1 10/mutant S11. We
calculated the difference in binding energy of GFP 1-10/
native S11 and GFP 1-10/mutant S11 (Figure 2, left side).
Experimental results were obtained by constructing all 20
possible mutations at each of the 16 positions of S11 and
expressing in E. coli containing GFP 1-10. Higher fluores-
cence was considered to indicate greater stability (recognition
of the S11 mutant by GFP 1-10) (Figure 2, right side).
Results: Overall, for outer pointing residues such as D216,
V219, H221, Y223 and N225: binding energy predicted for
single point mutations by Rosetta is quite consistent with
experimental results. For outer residues: H217, A227 bind-
ing energies predicted by Rosetta is slightly different from
experimental results due to flexibility at the ends of the
peptide in Rosetta model (Figure 2).

High-profile target
CFP-10 C-terminal disordered tail is essential for the secre-
tion of the ESAT-6/CFP-10 heterodimer complex by the
ESX-1 secretion system (aka the RD1 region). M. tb uses
this ESX-1 secretion system to deliver virulence factors into
host macrophage and monocyte white blood cells during
infection (Figure 3, left side). Our Goal: develop GFP1-10
to recognize the C-terminal disordered tail of M. tb CFP-
10 and turn on fluorescence with goal of eventually using
it to inhibit the secretion of ESAT-6/CFP-10 complex and
to detect the presence of this complex in M. tb infected
patients. Process: Referring to Figure 4, the sequence of
S11 is replaced with a 1 or a few amino acids of CFP-10,
and then GFP 1-10 was mutated to catch up. 35 libraries
of all possible single point mutations on GFP 1-10 within
5 Å of GFP S11 were constructed and recombined onto a
single GFP 1-10 scaffold. Each mutant had approximately
2-3 changes. Several rounds were performed, and then an-
other mutation was made on S11 to make it an ever-closer
match to CFP 1-10. Key residues of GFP most sensitive to
mutation (see Figure 2) were targeted first. Results: A new
GFP 1-10 that recognizes a new S11 in which key residues
have been changed to match CFP-10. Referring to Figure
3, right side, the original GFP 1-10 does not recognize the
new S11. The new GFP 1-10, carrying up to 15 new muta-
tions, recognizes the new S11.

Photoswitching mutants of thermotolerant green fluores-
cent protein (TGP)
During the course of this project we included additional
scaffolds with superstability as potential candidates for
ultra-robust fluorescent signaling antibodies. During the
course of this work Patricia Langan and co-workers dis-
covered new mutants of TGP previously developed in
Andrew Bradbury’s lab, that could be switched repeatedly
between strongly and weakly absorbing states, or strongly
and weakly fluorescent states (Figure 5). The significance
is, that this is expected to be associated with cis/trans or
protonation/deprotonation of the chromophore: accom-
panied by a change in stability. We expect to be able to ex-
tend the results of this project to include signaling antibod-
ies whose binding can be turned on and off with light.

Impact on National Missions
By providing new in vivo detection reagents with ‘zero-
background’ and ease of production, and a means to engi-
neer them, we will position LANL to be competitive in gaining
funding for two major future mission areas, the first in the
specific detection and monitoring of protein targets in
living cells, and the second the detection and analysis of
protein trafficking and expression during physiological pro-
cesses including baselines and responses to environmental
factors or disease states including biothreats or cancer. We
would define a new class of detection reagents, more gen-
erally the concept of ‘completeins’, or ‘signaling antibodies’
generated by perturbation co-evolution. We plan to carry
this work to the next level in our recently submitted NIH
R01.
Figure 1. Rosetta predicted stability of mutants of Corynactis californica fluorescent protein (y axis) vs. experimental stability derived from chemical unfolding profiles (x axis) (left panel). Chemical unfolding profiles of the stability mutants (right panel).

Figure 2. Effect of single point mutations of strand 11 (S11) on stability of GFP 1-10 + S11 complex. All possible mutations were made (rows) at each of the positions of S11 (columns). Left panel shows Rosetta stability, color coded black (very detrimental) to bright green (very stable). Right panel shows experimental complementation of E. coli colonies corresponding to each mutant.

Figure 3. Schema for engineering new versions of the GFP 1-10 strand that recognize disordered regions of proteins.

Figure 4. CFP-10 from (left) is used to guide the replacement of amino acids in S11 one-by-one (right). The new GFP 1-10 recognizes the S11 containing CFP-10.

Figure 5. Photoactivated mutants of thermal green protein (TGP). Left panel, photochromic shifter, right panel, fluorescent photoactivated protein. These can serve as templates for making signaling antibodies that can be activated to bind a protein using light.

Publications
Abstract
In the production of microalgal biofuels, an effective harvesting strategy that results in high biomass yields at low energy costs has yet to be optimized. Currently, microalgae pond biomass represents only ~0.1% of pond volume, and harvesting strategies relying on water removal have high fuel and energy costs. The small particle size and cell density of microalgae is a physical impediment to cell removal. Therefore, a cost-effective strategy to induce microalgae to self-aggregate is desirable. We compared and contrasted two different strategies to induce auto-flocculation in Auxenochlorella protothecoides, a common production strain of microalgae:

• Self-recognition and aggregation: We have identified target cell surface proteins by trypsin digestion of whole cells and mass spectrometry (MS) analysis. Binding protein sequences specific to cell wall targets were fused to algal cell wall proteins in an attempt to induce aggregation.

• Cell surface charge induced aggregation (Figure 1): Expression of hyaluronic acid, a polyanion, was attempted in A. protothecoides. Aggregation that is induced with polycations or a drop in pH.

Background and Research Objectives
A significant constraint for the large-scale commercialization of the emerging algal biofuels industry is the financially and energetically costly process of harvesting biomass from ponds. There are two constraints that limit the efficiency of microalgae harvesting. These include, the small size (2-10 um) of microalgal cells, and their very low densities in ponds ranging from 0.1-0.5% of the total mass. As much as 30% of the cost of producing algal biofuels is associated with the concentration of cells to a level that is workable for oil extraction. We proposed to take advantage of the biology of the algae to facilitate harvesting by expressing surface-exposed, self-aggregating biomolecules. These molecules were chosen for their ability to induce auto-flocculation of algae into macro-scale aggregates that can be cheaply harvested using low energy, high throughput, and commercially scalable technologies (acoustic focusing, straining, settling).

We expected to develop: 1) innovative technologies to control gene expression in Algae, 2) Expression of novel biomolecules that will efficiently flocculate algal biomass with virtually no energy costs. These results will lead to and energy efficient, economical methods for harvesting algae.

Scientific Approach and Accomplishments
Hyaluronic acid production in Auxenochlorella protothecoides
Paramecium bursaria Chlorella virus (PBCV-1) contains 3 genes that it expresses upon infection of Chlorella NC64A that produce extruding HA chains from the algae. We searched the recently genome sequence of A. protothecoides (JGI) for genes necessary for the synthesis of HA. A. protothecoides contains homologs to all but the hyaluronic acid synthase, HasA (Figure 2).

To constitutively express HasA and A609L, we created a vector containing the multiple cloning site connected to the paraomycin resistance gene, AphVIII (for selection in A. protothecoides), with a self-cleaving FMDV-1 linker. We placed our gene of interest for expression: HasA alone or HasA and A609L connected with the FMDV-1 linker to ensure that both proteins are expressed at similar levels.

A transformation protocol was developed and optimized for A. protothecoides. This is the first time the transformation of this organism has been reported. Transformants were screened by PCR for gene insertion and qPCR for mRNA expression. All transformants had HasA expression, but few expressed both HasA and A609L, most likely due to A609L following the antibiotic-resistance gene.
We tested for the extracellular expression of HA using hyaluronic acid binding protein (HABP)-biotin and avidin-FITC. Some cells stained green, an indication of hyaluronic acid on the surface, but not ubiquitously (Figure 3).

With our collaborator at Washington University, Robyn Roth, we examined mutant and wild-type cells for hyaluronic acid chains on the surface of cells using Deep Etch Electron Microscopy (DEEM) (Figure 4).

Mutants appear to have surface structure that differs from wild-type. In order to test for hyaluronic acid, we attempted several times to detect hyaluronic acid by agarose gel and ethidium bromide and Stains-All staining with a hyaluronic acid molecular weight marker (HA MW) and treatment with hyaluronidase to confirm hyaluronic acid presence in samples. The different stains help differentiate between DNA and protein or hyaluronic acid. Unfortunately, no long-chain hyaluronic acid was detected.

In order to induce flocculation, we added varying levels of cations and dropped pH in samples and observed them over time. Although we observed no obvious cell clumping or aggregation, cells were more sensitive to lysis. We are currently examining this characteristic for future studies. Easier cell lysis may be an advantageous quality when removing lipids for biofuel production.

After multiple unsuccessful attempts to show hyaluronic acid synthase protein expression in our lab, we have now sent samples to Kendrick Labs in Madison, WI for 2D SDS-PAGE for proteome comparison of wild-type cells to hyaluronic acid synthase-expressing mutants. These data should provide a conclusion to this portion of the ER, and provide the final piece of information for publication.

Cell wall proteome determination and tagging in Auxenochlorella protothecoides

A. protothecoides, obtained from Phycal, was grown in a 1 L flask of Sueko’s HS media until stationary phase. Cells were centrifuged, washed twice with HS media and PBS, and centrifuged again. Cells were resuspended in a small volume of PBS and digested with trypsin for varying lengths of time, 30 min – 3 hr. Cells were removed from samples on a 50000 MWCO filter spin column. Samples were frozen at -80°C and sent to PNNL for mass spectrometry analysis. 10 uL was run on an SDS-PAGE gel. For one time point, 45 unique peptides were identified. In total, 233 protein sequences were found. Found 40 peptides in 30 min PBR digestion samples corresponding to 23 sequences. We BLASTed each sequence in the A. protothecoides genome, transcriptome, and the NCBI database; we also ran hydrophathy plot analysis on potential candidates. We selected a protein that appeared repeatedly in digest-ed samples and could be found in the transcriptome:

```
```

Due to the presence of >45% PVKCYT residues, this protein is defined as a proline-rich protein. It has sequence similarity to mammalian periaxin and plant cell wall protein. Hydroxyproline-rich glycoproteins occur predominantly at the cell surface and are implicated in network formation, disease resistance, cell differentiation and morphogenesis (essential in root-hair growth). These proteins are extended rod-like molecules with highly repetitive peptide motifs. They are generally extensively post-translationally modified by hydroxylation of proline, O-glycosylation of Ser and Hyp residues, and both intra- and intermolecular cross-linking. Hydropathic analysis of the sequence indicated that it may have an extended rod-like structure.

We attempted two different protein-tagging experiments. In the first, we used a chitin-binding protein. Due to high chitin-content (~40%) in the cell wall of A. protothecoides, we attached a chitin-binding domain to induce cell flocculation:

```
```

The sequence was inserted into our A. protothecoides expression vector, and transformants were screened for expression. We also expressed and purified GFP-CBP in E. coli to test binding of CBP to A. protothecoides with fluorescence microscopy compared to C. reinhardtii (a microalga with no chitin in its cell wall) to confirm the CBP ability to bind to the A. protothecoides cell wall. Cells stained green, showing GFP-CBP binding (Figure 5).

Unfortunately, although we confirmed transformants with PCR and mRNA expression, we saw no noticeable flocculation of algal cells with this expression. In our second experiment, we tagged the cell surface protein with negatively or positively charged peptides, E-coil (glutamate polymer) or K-coil (lysine polymer). When combined, these coils bind to one another with very tight affinity (60 pM). By expressing each coil in two different mutants and combi-
ing them, we aimed to achieve flocculation by cells sticking to one another. These are utilized in Andrew Bradbury’s lab for protein purification, immobilization, and antibody tagging. Although we successfully transformed with PCR and mRNA confirmation, we saw no noticeable flocculation of algal cells when combining E-coil tagged cells to K-coil tagged cells in the presence of cation, with a shift in pH, or in media alone.

This work was presented at the Los Alamos Postdoc Research Day in 2012 and 2013, receiving an Outstanding Poster Award Honorable Mention. It was also presented at the Algal Biomass, Biofuels, & Bioproducts conference in both 2012 and 2013. Lastly, this work was presented in multiple seminars, such as the Summer Science Lecture Series at LANL, invited talks to the Society of American Military Engineers and the Military Order of World Wars, and at site visits to the New Mexico Consortium Entrada building by multiple groups.

Impact on National Missions
As recognized in the final report of the NAABB Consortium, one of the major constraints limiting the economic and sustainable production of fuels from algae is the cost of harvesting algae. In ponds, algae account for 0.1% of the total mass, so substantial quantities of water need to be removed prior to fuel conversion. It was our hypothesis that the most efficient way to recover microorganisms at low density was to induce auto-flocculation. To meet this challenge we brought new capabilities to the lab to genetically engineer algae and to target gene expression to various compartments of the cell. Dr. Amanda Barry was hired to carry out this project as a postdoc and made substantial contributions to the overall algal biofuels program in addition to her ER project. She set up and maintains an array of 33 environmental Photobioreactors that are heavily used throughout LANL for phenotyping algae. Amanda has also been active in the LANL Postdoc Program.

At this stage, we have not yet identified an appropriate ligand to induce autoflocculation under constitutive gene expression. That being said, in the last month, we have developed a unique gene switch that is controlled by exogenously added xenobiotics. This gene switch technology will allow us to turn on the autoflocculation factors only at the time of harvest and reduce potential growth impairment associated with continuous expression of the transgenes. This advancement prepares for going forward for external funding opportunities to induce autoflocculation of cells to harvest biomass economically.
Figure 4. **DEEM images of wildtype and transformed A. protothecoides cells. Two representative images of each.**

Figure 5. **Algal cells examined for the presence of chitin in the cell wall utilizing chitin binding protein bound to fluorescent protein, GFP. Cells stain green if chitin is accessible.**

**Publications**


Abstract
This project was a pilot study, demonstrating how to integrate three complementary disease detection approaches, from early diagnosis to complete characterization, in a human population with a high disease burden, and to generate a quantitative model that can improve our ability to combat the emergence of invasive and drug resistant pathogens. We successfully established a collaboration with a research group conducting a decade-long clinical research study in Siaya, Kenya, measured patient samples from this research study with all three of our diagnostic techniques, and produced an epidemiological model of circulating co-morbidities in the presence of complex mitigations of sufficient realism to guide the development and application of diagnostic assays in the full study. For the diagnostic development portion of the project, we simultaneously identified three distinct pathogens (non-Typhi Salmonella, HIV, and Plasmodium falciparum) and a drug resistance marker (the CAT-A chloramphenicol resistance gene) directly from a patient serum sample. We obtained strong positive signals in a novel molecular diagnostic assay for tuberculosis in several patients, matching their presumptive clinical diagnosis. We produced draft genomes of thirty representative Streptococcus and Salmonella isolates cultured from archived patient samples, identified and validated PCR reagents to identify these organisms, and identified several antibiotic resistance markers which have a presence / absence profile with high concordance to the antibiotic resistance profile measured in the clinical laboratory. For the modeling portion of the project, we developed a hybrid code to combine statistical analysis of clinical records of 1,652 patients making 18,853 visits to the clinic with an epidemiological model of nine co-circulating disease over a fifteen year period, from 2000 to 2015. This model was both a proof-of-concept and sufficiently detailed to inform prospective sample collection in the follow-on project.

Background and Research Objectives
Biosurveillance (BSV) is a National priority to ensure suitable response in the event of a natural outbreak, deliberate biowarfare, or an emerging infectious disease. BSV requires the development of diagnostics and pathogen characterization methods that can be successfully used in complex human populations, along with the systematic integration of clinical, demographic, diagnostic and pathogen characterization data, to provide situational awareness, perhaps in the form of an epidemiological model.

The National Biosurveillance Strategy [1] and implementation plan identifies three major technological gaps that need to be overcome for BSV of emerging infectious diseases: 1) early point-of-treatment diagnostics, 2) predictive epidemiological and forecasting models and 3) effective integration and analysis of big data. The goals of our project were to develop methods to overcome the first two limitations identified in the strategy, and to demonstrate the cohesive integration of experimental (diagnostics, characterization), clinical and geographical data to derive a multi-disease epidemiological model capable of informing the decision making process in future outbreaks in real time: Integrative Biosurveillance (Figure. 1).

To overcome existing limitations in point-of-treatment diagnostics, and to provide pathogen characterization for epidemiological modeling, we developed a tiered approach encompassing four types of diagnostics (Figure. 2). Clinical examinations (Tier 0 in Figure 2) are most frequently utilized for categorizing disease, but cannot reliably diagnose all conditions, such as systemic infection with drug-resistant Salmonella. Point-of treatment diagnostics (Tier 1 in Figure 2), currently used only for a small subset of diseases (e.g., influenza), can provide a reliable measurement of active infection, and guide treatment. For this, we want to develop and deploy fieldable assays for globally emerging human health threats: non-Typhi
Salmonella (NTS), Streptococcus sps, Staphylococcus sps (Staph), and Mycobacterium tuberculosis (TB), using the highly sensitive, rapid and fieldable LANL Biosensor. Critical information such as pathogen strain and drug-resistance cannot always be obtained by Tier 1 diagnostics, and PCR-assays (Tier 2 in Figure 2) for the amplification and detection of DNA fragments were developed and validated for this purpose. Finally, detection of low-prevalence emerging pathogens and drug-resistance is critical for BSV. For this, we applied DNA and Smart RNA Sequencing (SRS) (Tier 3 in Figure 2) to identify and further characterize the pathogens. Depending on the scenario, one can imagine a variety of combinations by which these measurements, shown in Figure 2, can be deployed to achieve situational awareness.

One of the most challenging aspects of our project is the direct investigation of diagnostics and modeling in a human population with a high prevalence of co-morbidities (e.g., invasive bacterial, viral and parasitic diseases, malnutrition). Co-morbidities, together with the indiscriminate use of antimicrobials, are primary pressures driving pathogen evolution, and consequently, the emergence of new invasive species and drug-resistant super-bugs [2,3]. For a diagnostic to be of value in humans and for the development of relevant models, inclusion of co-morbidities is critical, however technically and logistically challenging such a study may be. To address this challenge, we established a collaboration with a team of scientists in Kenya, led by Dr. DJ Perkins (UNM, KEMRI) [4]. This collaboration provides access to extensive clinical data and samples for one of the highest disease-burden populations in the world, Siaya (1652 pediatric patients, 18,853 clinical visits, 12 years), for retrospective study and method development, while allowing targeted prospective sample collection, uniquely positioning us to evaluate Integrative BSV using the SoS strategy (Figure 1). Our specific aims were to evaluate the feasibility in a full study to:

Discover novel disease signatures in clinical samples and develop rapid, field deployable assays for early detection of pathogens in complex backgrounds. Hypothesis: The human immune system is capable of recognizing specific pathogen signatures within hours of infection. Discovery of these ‘conserved’ signatures can enable development of rapid diagnostics for early detection of infection, both known and novel. This would be accomplished by: a) discovery of relevant biochemical signatures (lipids, sugars, proteins, and nucleic acids), b) developing sampling methods and reagents for assays, and c) selecting signatures for selectively discriminating between active infection and exposure and d) developing a sampling pipeline.

Validate disease signatures that measure active infection, disease prevalence and drug resistance in a high disease-burden population. Hypothesis: Diagnostics based on signatures discovered above can be utilized in clinical cohorts with confounding co-morbidities and complex backgrounds. Validation will be accomplished by measuring signatures in blinded clinical samples (deployment of Tier 1 and 2 assays in Kenya), and demonstrating: a) simultaneous detection of multiple pathogens, b) measuring low prevalence endemic pathogens (including select agents) and emerging drug resistant phenotypes by sequencing.

Develop epidemiological models to identify primary drivers of clinical outcome and drug resistance in a high burden population, through the integration of multiple data sources. Hypothesis: Integrating pathogen characterization data with diagnostic information, geospatial, demographic and longitudinal clinical outcome measures can identify important drivers of drug resistance and clinical outcomes, to guide resource allocation during an outbreak. We need to be able to: a) perform a systematic cost-benefit analysis of tiered diagnostics to optimize healthcare decisions, b) incorporate co-morbidities and intrinsic uncertainties in a human population into the decision making process, c) demonstrate an enhanced epidemiological model that can be readily deployed to inform decision makers in future epidemics.

BSV is defined as the continual observation of all aspects of disease pertinent for control, and involves the systematic study, collection, analysis, interpretation and dissemination of health data [5-7]. Historically, BSV in the US has focused on the intentional release of biowarfare agents [6]. This paradigm has, however, significantly changed with the release of the National Strategy [1] that identifies the need to survey all emerging infections, natural and engineered, especially drug-resistant strains. The latter concern is highlighted in the WHO Antimicrobial Resistance Report [8] that states that one of the greatest challenges today is the uncontrolled increase in drug resistance, and that transmission of super-bugs can be prevented by early diagnosis linked to decision support.

Effective BSV has been noted as the single most important instrument for identifying public health events [9]. Many BSV systems have been created with billions of dollars invested in the US alone, and successful examples include the Electronic Surveillance System for the Early Notification of Community-based Epidemics (ESSENCE), the CDC’s BioSENSE [10], and BIOWATCH [11]. These systems provide syndromic or environmental surveillance [12], with limited application to novel outbreaks or unidentified pathogens. This is exemplified in recent cases: during the E.coli outbreak in Germany, it took weeks to identify the novel strain of the pathogen in bean sprouts [13]. With drug-
resistance, multi-drug resistant Staph aureus, first identified in E. Africa, is now common in the US and several other countries. Indeed, the National Academy of Sciences Global Infectious Disease Workshop identified that ‘diagnosis is the cornerstone of effective control and prevention efforts, including surveillance’ [14]. Thus, lack of early diagnosis is a critical limitation to BSV. Development of diagnostics for emerging threats, however, requires accurate pathogen characterization, which is not always included in BSV systems, posing a severe impediment to our ability to track such events in a timely manner. To facilitate sound decisions, information from multiple sources (clinical, geographical, laboratory) should be integrated into an epidemiological model that accounts for existing co-morbidities and pathogen characterization. Current models used in BSV [15] do not have the complexity necessary to characterize factors responsible for disease emergence in situ, limiting their application to surveillance of emerging infections. Integration of tiered diagnostics (Figure 2) with an epidemiological model grounded with clinical data and co-morbidities could overcome these barriers.

Scientific Approach and Accomplishments

In our 9-month feasibility study, we were successful at identification and procurement of clinical data and samples, creation of a baseline epidemiological model and preliminary evaluation of the tiered diagnostics. Integration of the diagnostics with the modeling will be achieved in the 3-year effort.

Epidemiological Model: We successfully analyzed data from 1,652 pediatric patients (18,853 visits), and produced a baseline epidemiological model with nine co-circulating diseases in 1,406 geographic compartments, and 5 age groups that can simulate three years of disease dynamics in one minute of computer time. This speed will enable sensitivity analysis and uncertainty quantification of the cost-benefit analysis of the deployment of the tiered diagnostics. The retrospective statistical analysis of the data resulted in some key findings that help constrain the epidemiological model. For example, Salmonella-bacteremia is a primary cause of mortality among pediatric patients and the type of habitation (screened vs. no windows) is the highest ranked demographic risk factor for malaria. We further discovered that two of the biggest information gaps for our modeling efforts are: lack of information on the composition of disease burden (prevalence) within the community; and lack of understanding of the transmission mechanisms for diseases and their drug-resistant profiles. This information will be derived from the tiered diagnostics.

Diagnostic Development: We developed methods for the three complimentary diagnostics, evaluated preliminary sampling methods, procured required approvals, and received samples from Kenya. We successfully applied all three diagnostics to patient samples, as illustrated in Figure 3, demonstrating that we have both the required sample quantity and quality to achieve our goals.

PCR-assays (Figure 3a): We have identified bacteremia in patient blood using our real time (RT)-PCR (Figure 3a). PCR assays detected NTS in three samples, two of which were concordant with results from traditional microbial culture, and one (048-04C) in which Micrococcus, a likely contaminant, was identified through culture. To identify antibiotic resistance, we have used data from the public literature and our draft genomes to develop a panel of RT-PCR assays that detect a wide range of resistance genes.

Point of Treatment Diagnostics (Figure 3b): We successfully detected tuberculosis biomarkers in serum from pediatric patients with abnormal chest X-rays. If validated in a larger cohort, this can potentially be the first and only method for diagnosing active tuberculosis in children [16]. We developed antigenic lysates for Staphylococci and Salmonella spp isolated from patients in Siaya, and two assays for protein targets of Salmonella and Staphylococcus, and for lipopolysaccharide from Salmonella, using the LANL biosensor [17,18]. The precise choice of antigens for diagnostics requires further research.

Genome Sequencing (Figure 3c): We generated draft genomes of 21 samples selected for preliminary work. Using SRS, we have correctly identified HIV, NTS, and the malaria parasite, and bacteremia in blood, concordant with both the PCR results and clinical diagnostics performed at the hospital in Kenya (Figure 3a). We are confident that further optimization of the procedure as proposed has the potential of delivering a novel pan-diagnostic. Figure 3c shows that 100K pathogen genomic reads using RNA sequencing can be mapped onto a phylogenetic reference tree by Sequedex [19,20], further characterizing the transcripts for strain-typing, virulence, antibiotic resistance markers, and host immune responses21.

Impact on National Missions

The proposal integrates signature discovery with measurement in patients, and deployment of assays and models for BSV, corresponding the to SoS strategy. BSV has been a key SoS endeavor at LANL, and senior lab leaders organized a BSV Deep Dive in Sep 2013. During this, external experts (programmatic, academic, industrial) critically reviewed LANL strategy and investment in BSV, and the proposed concept was extensively appreciated as innovative, challenging and critical. Our effort requires the systematic integration of IS&T and experimental capabilities at LANL (Co-Design), which is not readily achieved in an academic
setting. This integration is not limited to BSV, and can be applied to other threats (nuclear, chemical, environmental) in the future. Multi-disciplinary research that harnesses our core expertise in experiment, modeling and computation is a critical niche for Biosecurity and a promising future area for LANL Bioscience.

This nine-month feasibility study has already generated several external grant proposals, two of which have already started work at LANL. Both are funded by the Defense Threat Reduction Agency (DTRA): one, on development of Smart RNA Sequencing, at the level of $1,000k / year, and the other, delivery of a suite of epidemiological modeling tools, at the level of $850k / year.

The ideas and code developed for this project enabled us to rapidly produce a coarse-grained model of the current West African ebola outbreak.

Figure 1. Overview of pilot project, illustrating how diagnostic development and deployment can be combined with mechanistic epidemiological modeling to provide integrative biosurveillance. The process begins with a baseline epidemiological model, fed by existing patient records and epidemiological characterizations of the study population. Over the course of the project, a process of discovering signatures of importance to measure, developing assays, and deploying assays occurs. As a result of this iterative process, an enhanced epidemiological model is produced, leading to improved patient outcome, cost / benefit analysis for the diagnostic assays, and an ability to anticipate emerging virulence and drug resistance among common bacterial pathogens.

Figure 2. Schematic representation of our complimentary tiered diagnostics: The diagnostics developed in our project, RNA sequencing, PCR assays, and direct detection of pathogen biomarkers are designed to be representative of assays that may be deployed in a reference laboratory, regional laboratory, or in the field, respectively. All of the assays are understood to complement, not replace, clinical examination. The decision tree by which it is decided which samples are evaluated by each technique requires non-trivial optimization, and the information flow by which results inform epidemiological understanding is an important constraint informing our epidemiological model development.

Figure 3. Data showing pathogen detection in patient serum, generated in this project: (a) compares results of multiple diagnostic assays on six serum samples. On the left are the bacterial pathogen identification, determined by culture, the results of HIV tests at the clinic, and the observed level of the parasite causing malaria. In the middle are the results of the LANL-measured PCR assays, showing positive detection of non-typhi Salmonella in three samples, the commensurate observation of bacteria (non-specific), and the lack of detection of Staphylococcus. To the right are the number of RNA sequence reads identified, for HIV, the malaria parasite, and non-typhi Salmonella. (b) shows the fluorescence emission spectrum for tuberculosis biomarker detection on our waveguide assay platform. (c) shows the phylogenetic profile of reads identified by our RNA sequencing effort, with over a million Salmonella reads sequenced directly from the RNA in patient serum. From these reads, we were able to assemble the chloramphenicol resistance gene.
References
Abstract
The focus of this research was on the chemistry of iron based catalysts pertinent to a variety of reactions with implications in energy research. Nature utilizes iron-based species for a wide array of demanding catalytic bond transformations (e.g. in extremely efficient hydrogenases), but our mechanistic understanding of these processes is poor. Expanding our knowledge of rudimentary organoiron chemistry would potentially have great impact in catalysis for energy using an earth-abundant metal.

Background and Research Objectives
Many industrial processes which underpin the production and utilization of feedstock chemicals are catalyzed by compounds containing precious metals. The global availability of these expensive metals is plummeting. It is paramount that in order to develop a sustainable chemical industry, such catalysts are replaced by examples containing earth-abundant elements. In light of this, the purpose of this project is to contribute an understanding of rudimentary organoiron and cobalt chemistry in a manner relevant to catalysis for energy using earth-abundant metals, which presents significant technical challenges compared with current technologies.

The primary research objective was to synthesize new coordination compounds based on iron and cobalt metals that have potential for catalytic activity. In particular, processes under examination included hydrogenation, hydrosilylation, hydroboration, aziridination and C-H activation.

Given the preliminary nature of this work, the molecular structure and properties of these compounds were examined in detail, in addition to their reactivity modes. Our secondary research objective was to study fundamental properties, including the electronic structure and stoichiometric reactivity, of these new complexes.

Scientific Approach and Accomplishments
A number of approaches were carried out experimentally, essentially varying the geometry, metal oxidation state and type of ligand. In particular, we used a variety of redox-active and –inactive ligands, in addition to proton shuttle type ligands based on basic amide donors. Several modes of reactivity were probed, including via metal-ligand multiply-bonded fragments and various types of metal-ligand cooperativity including bifunctional behavior.

Six main ligands were examined in detail. These were of the classes 6, 6''-disubstituted terpyridines (tpy-R2), N,N'-disubstituted-1,4-diaza-1,3-butadienes (DAB-R2), bulky diarylamines (R2NH), di-amino pyridine (PDA), phosphine-di-amine (PNP) and tri-amine (NNN). Tpy-R2 and DAB-R2 systems were investigated due to their potential redox-active nature, whereas R2NH, PDA and PNP were explored due to their potential bifunctional behavior as proton shuttle ligands. Tpy-R2, PDA, PNP and NNN ligands were designed in order to enforce a square-planar coordination geometry as recent results indicate this may be a key factor in promoting catalytic behavior for first row transition metals such as iron and cobalt.

As a result of the efforts of this project, a total of 21 new coordination complexes based on iron, cobalt and manganese have been fully characterized, including structural determination by single crystal X-ray diffraction, which represents a significant contribution to the field. The properties of these complexes have been probed by NMR, IR and EPR spectroscopies and cyclic voltammetry. This work showed that while some of these complexes have adopted the intended structure and have shown favourable properties for catalysis, several of the reactions characterized in this work demonstrated ligand and/or complex instability, effectively dead-ending some of our further studies on these compounds. Although less productive, valuable knowledge was also gained from these “negative” results which will inform future work for the
synthesis of similar compounds for catalysis.

Success was achieved with iron and cobalt complexes of the PDA ligand, as these compounds showed solution state stability, square-planar geometry (relatively rare for these metal centers) and contained an open site for substrate activation. These characteristics have previously been correlated to favorable catalytic reactivity for hydrogenation and hydrosilylation protocols. Future work will be required to fully appraise the catalytic properties of these compounds, but initial studies show that the iron derivative may catalytically transfer nitrene functionalities from organic azides. This work will be submitted for publication shortly in a manuscript entitled “Synthesis and reactivity of square planar diamido-pyridine complexes based on earth-abundant first row transition elements”.

Catalytic activity has been unambiguously observed for a new cobalt PNP complex (hydrogenation, olefin isomerization) which provided a notable counterpoint to a related species which had a less acidic amine donor. This minor difference in these pro-catalyst structures led to a major difference in the structure of the active catalyst. The observed similarity in reactivity despite these differences indicated that these hydrogenation reactions may operate successfully via several different mechanisms.

Use of the NNN pincer ligand resulted in the formation of a new series of dimeric complexes which contain relatively rare Co=Co metal-metal bonds. It appears that these clusters cannot be easily broken up and therefore do not exhibit catalytic behavior, but nonetheless they represent a rare structural form which is of interest to the inorganic chemistry community and furthermore, outlines possible catalyst deactivation pathways. This work is detailed in a manuscript entitled “Metal-metal bonded transition metal dimers based on the diamino-amide ligand” and will be submitted for publication shortly.

In summary, as a result of this work, we have learned that numerous pathways for both activation and deactivation of first row transition metal complexes towards hydrogenation and hydrosilylation catalysis exist. This work has established new ligand frameworks for these metals which will undoubtedly guide future efforts towards realizing effective, robust catalysts based on earth-abundant elements.

**Impact on National Missions**

The impact of the ongoing development of earth-abundant catalysis is to create a sustainable chemical economy that is not reliant on diminishing mineral resources, and aims to liberate the US from escalating prices and political issues surrounding their import. Ultimately this work will lower both environmental and economic costs of performing catalytic chemical production.
Determining Physiological Predictors of Climate-driven Forest Mortality

Nathan G. Mcdowell
20110756PRD4

Abstract
The response of the terrestrial carbon sink to the atmosphere is a major uncertainty in global change projections. Forests and woody vegetation, a major component of the terrestrial carbon pool, are vulnerable to die-off from drought. Improved projection of vegetation mortality and its effect on planetary climate could be achieved with algorithms accurately representing the physiological mechanisms of tree survival and mortality. We demonstrate in a multiple species data synthesis that xylem hydraulic failure was a nearly universal aspect of tree mortality physiology during drought, while reduced non-structural carbohydrates was not. However, such carbon starvation was a common process prior to death, especially for gymnosperms, and is therefore likely of particular importance in boreal forests. We also found a link between reduced non-structural carbohydrates at death to a lower xylem embolism resistance. These results illuminate a path forward for mechanistic prediction of tree drought mortality in a changing climate.

Background and Research Objectives
One of the greatest uncertainties in model predictions of global climate change is to what extent the biosphere will continue sequestering CO2. Currently, forest ecosystems feed approximately 33% of all anthropogenic CO2 emissions into organic matter but anticipated regional forest mortality events in response to rising temperatures and drought threaten positive feedbacks to atmospheric CO2 and climate. Momentum in the field of plant mortality has been towards delving deeper into the physiology of mortality and a number of relevant experiments have been conducted. Yet no global model yet incorporates first-order physiological mechanisms, and there is a glaring, urgent need to transfer results into climate change models whose projections could influence global public policy.

Our objectives were to synthesize the of tree drought morality physiology data from around the world and analyze species similarities and differences in how trees die from drought. Our goal is to provide the simplest, but strongest predictors of tree mortality across forest plant functional types for improved global change model development.

Scientific Approach and Accomplishments
We gathered data from studies published and unpublished that measured physiological responses at death of tree species. Data on non-structural carbohydrates and xylem embolism at death were then analyzed relative to control tree responses for each species in each study. We also related tree species mortality physiology to functional traits to enable prediction of mortality mechanism in species where we do not have at-mortality responses.

Impact on National Missions
This work directly supports DOE’s Community Land Model. Addressing this key gap for coupled-vegetation climate models could lead to the rapid development of more accurate global change projections that are urgently needed to inform sound climate policy at a global level.

Publications
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Abstract
Composite systems, designed from the nanoscale up, are needed to successfully engineer the next generation of catalysts, sensors, and super-capacitors. A general challenge in generating composites from nano-scale “building-blocks” is integrating them so that they retain or enhance the properties of interest while obtaining microstructures with a useful layout. In this work, we aimed to understand material formation by monitoring the building blocks of formation dynamics. This was accomplished by building a microscope using a combination of three optical techniques superimposed on a diffraction-limited spot: Luminescence, Photothermal Imaging (PHI), and Raman Scattering (Scheme 1, Figure 1). Each of these well-established techniques brings a different element to structural analysis. Luminescence measures the position of fluorescent nano-sized objects and their interactions with the surrounding mesomaterial. PHI measures the position of non-fluorescent, absorbing nanoobjects and introduces local thermal agitation to measure properties of the surrounding mesomaterial. Raman measures nanoobject anisotropic properties, local temperature of the surrounding mesomaterial, and mesomaterial interactions with the incorporated nanoobjects. The combination of these three techniques allows selective probing of various aspects of the materials in question allowing for a broader scope of analysis. Understanding of the formation of materials will enable a control of material design that will put LANL at the forefront of material design.

Background and Research Objectives
Nanoparticles and nanomaterials have potential to dramatically surpass current technologies for catalysis, renewable energy systems, and environmental remediation, however, exploiting their valuable properties at more applicable length scales has been a difficult transition. Thus the current push to create mesomaterials; materials on length scales ranging from hundreds of nanometers to tens of microns. Recent advances in mesocomposites have led to the development of a new class of materials formed by self-assembly of colloidal particles at liquid interfaces. These materials provide a powerful route to locking in non-equilibrium morphologies, through a process called interfacial jamming, while simultaneously opening up new interfacial chemistries, ultimately providing a robust and flexible design platform for the synthesis of multi-scale advanced materials with controlled functionality. The result is a bicontinuous emulsion with chemical functionality imparted by both liquids and the interfacial particle layer (a Bijel), where the phase separation becomes trapped far from thermodynamic equilibrium by a contiguous monolayer of nanoparticles that assemble along the interface to form a sample-spanning gel (Figure 1).

Since this is a non-equilibrium state, and the resulting structure is highly dependent on the path to completion, there is a need to develop simple, versatile methods to characterize these systems. This is not simple. Many mesomaterials incorporate nanoscale components, whether they are nanoparticles (spheres, sheets, or rods) or nanocavities (pores or channels). In some cases, these embedded nano-objects may only affect the local, nanoscale, properties of the matrix, while in other cases, nanoparticles affect the entire structure of the mesomaterial. Thus, new characterization techniques must accommodate various length scales while probing different aspects of the new mesomaterials to fully understand their properties. Moreover, direct visualization of material formation will offer information that can lead to new, application-specific design of materials (Figure 1).

Thus motivated, we built our new diffraction-limited, spatial resolution microscope combining correlated Raman, fluorescence, and photothermal imaging. We envision using these three powerful optical techniques as follows: Luminescence: measure the position of fluorescent nano-objects and track their interactions with the surrounding mesomaterial. Photothermal Imaging: measure
the position of non-fluorescent, absorbing nano-objects and measure thermal properties of its surrounding meso-material. Raman: measure the position of resonant nano-objects and indicate anisotropic properties and temperature of the surrounding mesomaterial. Importantly, our microscope not only couples these key optical techniques but has continuous laser excitation wavelengths ranging from 275 to 1000 nm and detection capabilities from the UV-visible to the near-infrared, making our microscope one of the few available world-wide to probe dynamics at the nanoscale (Figure 2).

**Scientific Approach and Accomplishments**

We developed the microscope and investigated the interaction between different nanomaterials and other molecules. During the microscope development, we spent a significant amount of time trying to understand nanoparticle/material systems to prepare for our microscope studies. That way we could develop the experiments necessary to interpret and properly track the dynamics of the material formation once the microscope was complete. Our results showed that we can track the aggregation of nanomaterial to composites, Figure 1 top right-hand.

Nanoparticles have been known to contribute to the bulk properties of materials. In most cases, these properties are beneficial. We used rheology (the study of fluid flows) to better understand the effect of the nanoparticles. Single-walled carbon nanotubes act as rigid rods in solution; the effect of rigid rods on solution viscosity is well understood. Thus, we developed a model that interprets the viscosity measurements in terms of a size distribution of nanotubes. We thus published (AICHE Journal) a technique to measure the length distribution of nanotubes, or any rigid rods for that matter, in solution. This model will be important in understanding the particle dynamics of asymmetric nanoparticles during material formation.

Conversely, nanoparticles are known to be highly sensitive to interaction with their local environment. To better understand this phenomenon, we focused on two areas of study. In both cases we used single-walled carbon nanotubes as sensitive, fluorescent probes. In order to disperse nanotubes in aqueous solution, wrappers are used. These wrappers sit in close proximity to the nanotube and thus can alter the optical signatures. First, we studied various wrappers by encasing the system in a silicon aerogel thereby removing influences from the water. We found that wrappings that hold tighter to the nanotube surface, and thus alter the optical properties in solution, are better suited for isolating them. This is important when designing materials for a particular optical signature. We are preparing these results for publication. Second, we looked at molecular interactions of energy transfer molecules with the nanotubes in solution, also focusing on the wrappers used. For optically active wrappers, we found in some cases the energy can be transferred from the wrapper to the nanotube thereby creating nanotube fluorescence for previously inert nanotubes. We were also able to inject energy transfer molecules into the wrapped nanotubes to instigate energy transfer (Figure 3). Further experiments are still being conducted to understand how distance affects energy transfer, and an article is being written to report our findings. Knowledge of distances of electronic interaction will be important to future material design.

The last project was a collaboration that resulted in two publications in ACS Nano and NanoResearch. To stay at the forefront of nanomaterial design it is important to have nanoparticle additives with controlled properties. Single-walled carbon nanotubes come in two different electronic structures, metallic and semi-conducting, and vary in length and diameter, all of which dictates the fluorescent properties of the nanotubes. Because the nanotubes are such a mixed bunch, we cannot build efficient electronic devices. Our advance was to develop a simple bench top technique to isolate single-electronic property carbon nanotubes from all the rest, making them suitable for device design.

The development of our microscope and our improved understanding of nanoparticle/material interactions has put us in a position to create nanomaterials for the future.

**Figure 1.** The transition from nanocomponents to mesostructures. The multiple measuring techniques enable us to image, for the first time, real-time location and mobility of various components within the meso-material elucidating formation dynamics, in particular, the transition from nano-structure to meso-structure. For instance: (top right) we are able to observe the aggregation dynamics of single-walled carbon nanotubes in solution indicating that we can monitor the transition from...
building blocks to meso-structures. Finally, (bottom left), we see the changes in the photoluminescence as the aggregates form. In some cases, the photoluminescence of tubes decrease, while others increase accompanied by a shift in the peak location. These changes indicate the different interaction among nano-materials illustrating why the properties of the meso-composites in general are very different from those of the building-blocks.

**Figure 2.** A representation of the diffracted-limited microscope with the 3 optical techniques (Raman, Fluorescence and absorbance). The microscope is capable of imaging emitting and non-emitting objects such as carbon nanotubes and gold nanoparticles, or any other semiconducting or metallic nanoparticle. Furthermore, we can obtain the photoluminescence and Raman spectra of desired materials. While the images allow us to track the building blocks and their formation kinetics, the spectra supply information on how the aggregation affects their intrinsic optical and electronic properties.

The design of “next-generation” mesocomposites supported by this work is crucial to meet LANL’s National Security goals, for example advanced materials of interest to the DOE and DHS. For instance, our work has advanced our understanding of potential new materials capable of simultaneously sensing multiple agents. Furthermore, we are designing materials capable of self-healing after exposure to extreme conditions. More importantly we have developed a new laboratory capability by building a one-of-the-kind microscope system to enable new scientific discovery.

The findings of this work has been presented at national and international conferences as well as internally to program managers from global security and has resulted in a white paper on nanotube-based sensors. Moreover, the microscope developed is currently being used within the Chemistry Division to study oxygen isotopes and external to C-Division to study the homogeneous codispersion dispersion of materials. Finally, the work provided by Dr. Nicholas Parra-Vasquez has attracted the attention of MST-7, an applied materials science group, and he has joined that group with future conversion to staff a possibility.

**Publications**


Abstract
Magnetic fields couple to the spin and charge of electrons in a metal in a very predictable manner; for most metals and available magnetic field strengths, this coupling is a small perturbation to the kinetic energy spectrum of the electrons, arising from quantization of the spin component along the field, and the orbital motion about the field. However, for the lowest carrier density metals, subjected to the highest experimentally available magnetic fields, the energy quantization from the magnetic field can exceed the electrons’ kinetic energy – the materials quantum limit. Under these circumstances the interactions between electrons can dominate their behavior, giving rise to novel states of matter that are yet to be fully explored.

Background and Research Objectives
Under high magnetic fields, interacting electrons can exhibit numerous novel effects and states. In a two-dimensional electron gas, the non-trivial effect of electron-electron interactions can stabilize exotic states such as the fractional Quantum Hall effect, recognized by the 1998 Nobel Prize. To date, the fate of a three-dimensional (3D) gas of electrons beyond its quantum limit – where all electrons are orbitally quantized into a single Landau level – is an open subject for experimental exploration. In low-carrier semi-metals such as bismuth or graphite (stacks of graphene), the quantum limit (H=9T and 7T along their highest symmetric axes respectively) is accessible with currently available magnetic fields. In bismuth, it is far from clear that non-interacting theory can explain all features resolved by experiment, including a resistivity minimum at 40 T and a peak in the Nernst (the transverse thermoelectric) effect, when the field is along the trigonal axis. By contrast, the electronic correlations in graphite are believed to cause it to undergo a high-magnetic-field-induced density-wave transition. Revealing the nature of this high field phase was the objective of this research.

Scientific Approach and Accomplishments
Measurement in the non-destructive 100 T pulsed magnetic system have allowed systematic exploration of these unknown phases of 3D electrons far beyond their quantum limit. At low temperature, magnetoresistance and magnetic susceptibility measurements on semimetal graphite and bismuth in pulsed field magnetic fields up to 92 T were employed to track quantum oscillations as Landau levels pass through the Fermi level below the quantum limit and search beyond it for abnormal phase transitions arising from correlations. Due to the anisotropy of electron and hole bands, varying the angle between the applied field and the crystalline axis tunes the strength of orbital quantization and magnetic length scales, and hence provides a means to tune the effect of correlations in high fields.

Tunable excitonic insulator behavior in quantum limit graphite: We have found that the magnetic field-induced insulating phase in the quantum limit of graphite exhibits the key features of an excitonic insulator phase, in which electrons and holes form tightly bound pairs across a semiconducting band gap. Angle-dependent magnetoresistance measurements reveal the peak transition temperature of the field-induced phase to be coincident with a critical point at which a Landau band gap is opened by the applied magnetic field. This excitonic insulator phase is asymmetric about the gap opening, consistent with a change from momentum-space pairing in the low field limit to a strongly coupled real-space pairing at high fields. We demonstrated that the orientation of the applied magnetic field tunes the effective electron-hole interaction strength. This provides an experimental system in which an excitonic condensate can be continuously tuned from the weak to the strong coupling limits. Our results show that ultra quantum graphite is a candidate material in which to explore broken symmetry states of matter such as a Bose-Einstein condensed superfluid and spatially ordered electronic crystal.
Impact on National Missions
Science and Technology Excellence: this work, and subsequent publications, demonstrates world leading experimental capabilities at LANL for materials characterization under extreme conditions supporting the Materials for the Future Science Pillar – specifically, expertise in performing resistance measurements at extremes of low temperature, high magnetic field and high rates of change of magnetic flux is vital to the National High Magnetic Field Laboratory User Program. The science of electronic correlations underlies our ability to understand actinide materials.

Publications


Abstract
Our eyes are constantly in motion, even during periods of fixation. Traditionally, the role of fixational eye movements has been difficult to study due to the small size of these eye movements and limited technologies to measure them. With advances in electrophysiological measurements and high-speed imaging, we have investigated the role of fixational eye movements. First, we simulated the smallest of these eye movements, called ocular tremor, on isolated retinal tissue and measured electrophysiological responses from retinal ganglion cells. We found that cells fired synchronously to the frequency of the stimulus jitter whereas cells randomly fired to a stationary stimulus. These findings suggest that ocular tremor may help encode visual information through synchronous firing of cells. Second, we developed the capabilities to measure intrinsic optical responses from isolated tissue. We simultaneously measured electrophysiological and optical response from retinal tissue following brief visual stimuli. Intrinsic optical responses have similar onset times to electrophysiological measurements but longer recovery times. Additionally, intrinsic optical responses preserve the spatial features of the stimulus pattern as well as the spatial features of the photoreceptors. Third, we measured fixational eye movements in live salamanders using high-speed video microscopy as a first step in characterization of the frequency and amplitude components. These studies have provided further insight into the role of ocular tremor in vision processing and leads to a better understanding of how the brain encodes information. Better interpretation of neural signals is important for diagnostics of pathological conditions, improvements of neural prosthetic devices, and developments of neural-inspired computer systems.

Background and Research Objectives
Eye movements are fundamental for processing and perceiving visual information about the surrounding world. Large-scale eye movements, called saccades, facilitate exploration of the visual environment by successively positioning the fovea (the region of retina that provides greatest visual acuity) on areas of interest in the visual field. During periods of eye “fixation,” microscopic eye movements—shifts on the order of a photoreceptor cell—are observed in all vertebrate animals [1]. Due to complex experimental requirements, the role of these movements, called ocular tremor, is not well understood. We hypothesize that ocular tremor contributes to low-level visual processing by generating patterns of synchronous firing between neighboring retinal neurons, and that correlated firing encodes unique spatiotemporal visual information, improving signal-to-noise ratios and visual acuity. I studied neural firing in response to visual stimulation of isolated retina; ultimately we hope to characterize the perceptual consequences of eye movements in human subjects. These experiments are inspired by LANL computational models that simulate retinal and neural consequences of ocular tremor. The work exploits laboratory technologies for high spatial/temporal resolution measurement of neuronal function in order to provide further insight into visual signal encoding and processing.

Specific Aim 1: Simulate ocular tremor in an isolated amphibian retina by jittering a visual stimulus, while measuring electrophysiological activity of retinal neural populations. I used commercial microelectrode arrays, as well as high-density nano-pillar arrays developed and fabricated at CINT, for high fidelity neural measurements of neural ensemble firing patterns. The objective was to characterize neural firing patterns in response to moving stimulation patterns, and to confirm the proposed physiological foundation of perceptual enhancement.

Specific Aim 2: Correlate neural spiking activity to intrinsic optical responses of isolated retina. Electrophysiological activity alters the optical properties of neurons and can be used to measure subthreshold activity and responses of specialized “analog” neurons of retina, as
well as the spiking activity of the retinal ganglion cells that constitute the optic nerve. I combined high-speed video microscopy with high-density electrophysiological measurements to investigate the relationship between neural firing patterns and optical responses imaged in retina.

**Specific Aim 3: Characterize and simulate ocular tremor in the human eye.** I used high-speed optical imaging techniques to characterize optical tremor in a salamander eye, to assess the potential role of oscillatory encoding role of visual information.

**Scientific Approach and Accomplishments**

In order to simulate ocular tremor in isolated retinal tissue, as outlined in the first specific aim, we coupled a projector to a microscope and presented a series of visual stimuli that were either stationary or jittered at a frequency range on par with ocular tremor frequencies. The visual stimulus pattern and frequency was varied and while we recorded electrophysiological responses using microelectrode arrays. We found that retinal ganglion cells synchronized their firing patterns to the frequency of jitter whereas the firing patterns appeared random to stationary stimuli (Figure 1). These results corroborate findings from our computational models that suggest fixational eye movements may improve visual acuity by synchronizing retinal ganglion cell firing to help encode visual information [2].

Simultaneously we measured intrinsic optical responses and electrophysiological responses from isolated retinal tissue, as outlined in the second specific aim. Using the stimulus setup from the first specific aim, we stimulated the retina with a brief flash of light 50 μm in diameter. Intrinsic optical responses were measured as a change in light intensity divided by the background light intensity (dI/I) from the photoreceptors from the region where the stimulus light impinged on the tissue (Figure 2). The edges of the photoreceptors elicited the largest response with some edges having positive responses and some edges having negative measurements. Moreover, some photoreceptors showed both polarity responses on opposite edges of the cell. Electrophysiological data were simultaneously measured along with the intrinsic optical signals. The intrinsic optical responses had a fast onset similar to the electrophysiological measurement, but showed a long recovery (Figure 3). The optical signals may be due to cellular swelling and the long recovery may indicate a longer time period for the cell to return to chemi-osmotic equilibrium [3,4]. Intrinsic optical responses have a similar time course to electrophysiological measurements, but also preserve spatial information of the activated cells, which provides advantages over traditional electrical measurements. We measured responses from different stimulus illumination intensities to tease apart the graded response from the photoreceptors as recorded optically from the all-or-none response from the retinal ganglion cells as recorded electrically. These data may provide more insight into the relationship between intrinsic optical and electrophysiological responses.

As a first step in specific aim 3, we recorded fixational eye movements in living salamanders using high-speed video microscopy. Following approval from IACUC, we restrained the animals and imaged the eye under a microscope, fixating on a feature such as a blood vessel and collected video at high frame rates. Post processing techniques can be applied to track features in the image and measure eye movement amplitudes and frequencies. This information can be used to improve the simulated tremor in isolated retina to better mimic natural eye movements from the animal. Furthermore, we can correlate the electrophysiological responses to different jitter frequencies with the actual eye movement frequencies. We expect that the largest synchronization of cell firing will occur at jitter frequencies similar to the natural eye movement frequencies such that the eye movement is tuned to generate the largest synchronous responses from cells and improving visual information encoding.

We have also explore possible future collaboration with Ethan Rossi, University of Rochester, which would allow us to extend these studies to human subjects, using a fundus camera with adaptive optics to allow us to correct aberrations in the physiological optics of the eye, in order to visualize photoreceptor location and physiological responses.

**Impact on National Missions**

The objective of the work is to better understand the mechanism that supports the encoding and processing of visual information by the retina and cortical visual systems of the brain. This work will enable better interpretation of neural signals for diagnostics of pathology, and facilitate treatment of retinal degeneration or neural injury via neural prosthetic devices such as those developed with DOE support in the Artificial Retina project and by NIH. The work will also enhance our understanding of neural mechanisms of visual cognition, supporting the development of neural-inspired computation systems for image processing and interpretation. Such efforts have been supported by recent and ongoing LDRD projects and are highly relevant for missions in DOE, DoD, and the intelligence community that rely on computer vision to process large volumes of imagery, e.g. from surveillance drones.
Figure 1. Peristimulus time histogram of electrophysiological spikes recorded in response to a stationary or jittering stimulus. Note that jitter imposed a temporally correlated pattern of activation, while the static stimulus elicited random spikes.

Figure 2. Intrinsic optical responses associated with visual activation of photoreceptors.

Figure 3. Timecourses of Electretinogram (ERG) and optical physiological responses of retina elicited by light.
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Access to Industrially Important Chemical Compounds by Direct Hydrogenation of Biomass Derived Molecules Containing Carbonyl Fragments

John C. Gordon
20120774PRD4

Abstract
The development of new methods for mild and selective hydrogenations of polar functionalities contained within cheap and widely available biomass derived compounds would provide routes to highly desirable building blocks for the pharmaceutical, polymer and optoelectronic industries. In particular, the hydrogenation of ureas, organic carbonates, carbamates and formates is of significant global interest since these classes of compounds can be produced from CO2 and CO.

Background and Research Objectives
In contrast to ketones and aldehydes, carbonyl containing moieties such as esters, carboxamides, as well as carbonic acid derivatives are extremely difficult to hydrogenate. Industrially important catalytic reduction of esters using molecular hydrogen, (the most atom-efficient and widely available reducing agent), into valuable chemicals is still carried out under extremely forcing conditions, typically over a heterogeneous catalyst at 20-60 atm H2 pressure and 200-300°C. Given the fact that biomass-based routes are expected to make a significant impact on the production of bulk chemicals within 10–30 years, and that a huge fraction of species will be derived from esters, carboxamides and carbonic acid derivatives mild, catalytic hydrogenation of these important compounds will influence the evolution of biofuels production in the upcoming years. Our aim is to develop new classes of effective hydrogenation catalysts containing earth abundant metals that can affect such transformations.

Scientific Approach and Accomplishments
A series of novel achiral and chiral ligands have indeed been prepared as well as a number of their metal complexes, including those of earth several earth abundant metals. Several of these systems appear to offer possible advantages over current ones with respect to their stability towards air and moisture. Due to these properties we believe that such molecules maybe exhibit greater ease of use in their hydrogenation chemistries. We have filed an IDEAS disclosure to determine whether or not these complexes represent IP that LANL wants to protect. We will be publishing two or more papers on the chemistry that we have unearthed, but want to protect IP (and any potential licensing opportunities) as well. We believe that a number of the molecules we have prepared are promising candidates for the hydrogenation of a variety of ketonic substrates.

Impact on National Missions
The industrial homogeneous reduction of esters still relies mostly on the stoichiometric use of metal hydride reagents such as LiAlH4 or NaBH4 (where selectivity cannot be controlled and waste generation results), or by means of heterogeneous catalysis (high temperatures and pressures are required and selectivity cannot be controlled). Success in this chemistry could therefore have significant positive impact for LANL, vis-à-vis the application of sustainable approaches to new polymers and materials synthesis, in energy applications, and in health related (pharmaceutical) R&D. This is in line with the DOE’s mission in the energy arena. New, more effective catalysts can result in less forcing reactions conditions (lower temperatures and pressures), thus saving cost in large scale catalytic processes. This kind of chemistry is of importance to DOE OBES and DOE EERE.
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Chemically Modifying the Uranyl Ion

Jaqueline L. Kiplinger
20120750PRD2

Introduction
The uranyl ion, $[\text{UO}_2]^2+$, is the most ubiquitous form of uranium. The metal-oxygen bonds in this linear molecule are incredibly strong, making uranyl complexes very stable. Because uranyl complexes are so stable, they are resistant to modifications—modifications that could lead to easier separations, or improved nuclear fuel reprocessing, for example. In this context, chemically modifying a uranyl complex by connecting a carbon ligand to it is a very challenging but important goal. A molecular uranyl complex containing a metal-carbon bond, also called an organometallic uranyl complex, would be of interest because solid-state uranium carbide materials can be used in the new generation of safer nuclear reactors. We propose to prepare stable organometallic uranyl complexes using a straightforward method. These well-defined molecular compounds will be valuable because they enable a range of experimental and theoretical studies that are not available using solid-state materials.

Benefit to National Security Missions
The goals of this project are to synthesize and characterize a rare thorium and uranium fluoride complexes. Within the field of actinide chemistry, this work will have a considerable impact, not only because examples of these complexes are so uncommon, but also because the methods we propose will be adaptable for widespread use by the chemistry community, and across the actinides. Characterizing and studying the chemistry of these fluoride compounds could find relevance in the nonproliferation community.

From the fluoride chemistry we discovered how to prepare the first molecular thorium bis- and tris-azide complexes. An azide can be converted into a nitride by loss of dinitrogen. Actinide nitrides are alternative fuels for nuclear reactors; therefore, we need a better understanding of actinide nitrides for their safe storage, usage, and waste reprocessing. Organoactinide nitride complexes can be studied to gain such understanding, and organoactinide azides are an entry to such studies.

Progress
The following discoveries were made:

New routes to uranium fluoride complexes
The complexes prepared are rare examples of well-defined uranium fluoride complexes. We plan to publish this work in Chemical Communications.

New C-Br, C-Cl and C-F bond activation chemistry mediated by a uranium metal center
This type of reaction chemistry is well known for transition metals but is exceedingly rare for actinide metals. This is new chemistry for uranium. We plan to publish this work in the Journal of the American Chemical Society.

Prepared the first organometallic thorium bis- and tris-azide complexes
This work is currently being written up and will yield at least three high-profile publications (JACS, Chem. Sci, Nature Chemistry). If these complexes can yield the first thorium nitride, then this reactivity would qualify for publication in Science or Nature.

Future Work
The original goal of this project was to prepare stable uranyl complexes of the type, $[\text{L}]\text{UO}_2\text{Cl}$ (where $\text{L}$ = bulky ligand). Numerous bulky ligands were explored but all efforts produced results consistent with unwanted reaction chemistry of the supporting ligand and did not yield a monomeric uranyl fluoride complex. We therefore modified the scope of this project.

Planned tasks for this project are as follows:
- Finish the exploration of the chemistry of $[\text{L}]_2\text{ThF}_2$ and $[\text{L}]_2\text{UF}_2$ (where $\text{L}$ = bulky ligand) complexes
• Finish and publish a manuscript on the new synthetic method for the high-yielding preparation of thorium and uranium fluoride complexes. We will file a patent application for this work.
• Finish and publish manuscripts on: the synthesis of the first thorium bis(azide) complexes, and the synthesis of the first thorium tris(azide) complexes.
• Obtain nitrogen K-edge spectroscopy on these thorium azide complexes and couple this with a theoretical study to understand the electronic structure of these novel compounds.
• Explore the reaction chemistry of these thorium azide complexes to see if they can yield the first thorium nitride complex.
• File a patent application on the thorium azide work.

Conclusion
The main project goals are (1) to synthesize and characterize a rare uranyl fluoride complex and (2) to use this uranyl fluoride complex to synthesize a uranyl complex containing a uranium–carbon bond. Within the field of actinide chemistry, this work will have a considerable impact, not only because examples of these complexes are so uncommon, but also because the methods we propose will be adaptable for widespread use by the chemistry community, beyond uranyl complexes and across the actinides.
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Catalytic Mechanism and Inhibition of Metallo-beta-lactamases (MBL): The Ultimate Threat Against Antibiotics

Ryszard Michalczyn
20120776PRD4

**Introduction**

The proposed work will utilize an innovative research strategy that is LANL-unique for novel antibiotics. We will combine neutron and X-ray diffraction to obtain high resolution structures and detailed information on how metallo beta-lactamases (MBLs) work to degrade clinically used antibiotics. Due to their readiness for horizontal transfer and evolution, MBLs entail a serious public health threat, with increasing antibiotic resistance found all over the world. Results will have direct implications for not only understanding how these enzymes work, but also to enable the design of clinically useful antibiotics not susceptible to breakdown by these harmful enzymes.

**Benefit to National Security Missions**

Metallo beta-lactamases comprise a serious human health issue due to the innumerable complications associated with untreatable infections caused by some of the most dangerous bacteria present in clinical settings and intensive care units. This work, which can only be performed at LANL’s world-class facilities, will provide the first neutron structures for antibiotic resistance enzymes found in multidrug resistant pathogens. This work will advance our basic understanding of enzyme mechanisms and drug binding. Neutron diffraction is underutilized for drug design and is the only technique that can give unique data on drug binding and degradation. This work may lead to novel compounds that will have an enormous impact on human health and disease. We also envision a scenario where detection methods can be developed to find bacteria expressing resistance genes in the environment. This work directly addresses mission relevance in the fields of basic health research, bioscience, and pathogen detection.

**Progress**

The project comprises three main objectives centered on structure-function relationships of metallo-β-lactamases (MBLs): (1) Mechanism of water activation, (2) Mechanism of substrate binding, and (3) Inhibition. The third objective has been re-scope to reduce safety and security risks. It replaces originally proposed enzyme evolution objective. The progress is detailed below.

**Mechanism of water activation**

Two MBLs are currently being studied: NDM-1 from K. pneumoniae and BcII from B. cereus. Both wild-type enzymes are being expressed under BSL-2 conditions under IBC-127-2013. This objective will be achieved through solving neutron structures, for which mm-size crystals are needed, which requires large amounts of pure protein. The wild-type NDM-1 enzyme proved to be difficult to express in E. coli BL21(DE3) in a native form due to proteolysis. After several unsuccessful attempts to determine conditions in which NDM-1 would express in a native form (adjusting induction growth temperature and length, use of IPTG or autoinducing media, use of protease inhibitor cocktails) we decided to focus first on the other MBL, BcII (which expresses very well), in order to pursue the neutron structure.

It was determined that BcII does not grow mm-size crystals using the vapor-diffusion method in 9-well plates and 0.5–1 ml drops. Instead, large BcII crystals grow using dialysis method, using commercially available dialysis buttons with 3,000-Da cutoff membrane. BcII crystals are prone to degradation through oxidation of residue Cys221 upon long incubation times (weeks to months). Since neutron beamtime is scarce, BcII crystals will need to be freshly grown close to the data collection time. I plan to grow mm-size BcII crystals for the upcoming neutron beam cycle starting in October 2014, for which the corresponding beamtime request application has been submitted and is pending approval.

**Mechanism of substrate binding**

For the reasons outlined above, this research is also focused on BcII. Two double mutants were designed,
cloned, purified, crystallized, and their structures were solved through x-ray crystallography, namely, BcII-DDE (Cys221Asp, His263Glu) and BcII-DDQ (Cys221Asp, His263Gln). As expected, both display an empty second-zinc site and no β-lactamase activity. The next step is to co-crystallize these mutants with different metals and intact β-lactam antibiotics. Crystals have already been grown in the presence of ampicillin and different concentrations of Zn2+ (as a negative control), Ca2+, Mg2+, Sr2+, Ba2+, Fe3+, Co2+, Mn2+, Ni2+, Cu2+, Al3+, and Sm3+, in order to screen conditions in which these metals would enable substrate binding but no catalysis. These crystals will be flash-frozen and shipped to the Stanford Synchrotron Radiation Lightsource (SSRL) for x-ray data collection, for which I have been awarded beamtime on July 8-9th, proposal SSRL 4B25A.

**Inhibition of MBLs**

This part of the project is focused on two families of potential inhibitors: sulfonamides and bisthiazolidines. The sulfonamides 3-[(2-oxo-1,3-oxazolidin-3-yl)carbonyl]-2-pyridinesulfonamide (OCPS), 6-methoxy-3-nitro-2-pyridine sulfonamide (MNPS) and 3-(4-methyl-5-oxo-4,5-dihydro-1,3,4-oxadiazol-2-yl)-2-pyridinesulfonamide (DOPS) are commercially available and were selected based on their potential inhibitors: sulfonamides and bisthiazolidines. The central 2-pyridine sulfonamide moeity. These compounds have the potential to bind to the second-zinc of MBLs thereby inhibiting the enzyme competitively (through preventing substrate binding) or uncompetitively (through removing the second-site zinc). As a proof-of-concept, the structure of BcII complexed with 2-pyridine sulfonamide was solved at pH 6, showing the expected binding mode, i.e. bidentate binding to the second-zinc site through nitrogen atoms present in the probably deprotonated sulfonamide –NH2 and the pyrimidine. Crystallization trials are in progress for BcII complexed with compounds OCPS, MNPS and DOPS. These crystals will also be shipped and data collected in the upcoming trip to SSRL.

The second group of compounds, bisthiazolidines (BTZs), are bicyclic heterocyclic compounds with two fused thiazolidine rings, thereby emulating penicillins. These compounds were obtained through a collaborative work with researchers from Uruguay and Argentina, who synthesized and isolated them. I have solved the x-ray structures of BcII complexed with three of them (CS319, GM256 and VC26), and measured their inhibition constants in vitro, which resulted to be in the micromolar range. These structures have shed light on possible modifications leading to improved inhibiting properties in these compounds, particularly VC26, which are being introduced by our collaborators in Uruguay.

Most of the inhibition results were presented as a poster in this year’s LANL Postdoc Research Day, and as an oral presentation in the 2014 American Crystallographic Association Annual meeting.

**Future Work**

In FY13 the project has been re-scoped to reduce security and safety risks. Instead of enzyme evolution for monobactam resistance, the final part of the project now focuses on characterizing interactions of BcII enzyme with potential inhibitors on a path to rational inhibitor design. The re-scoped project has obtained IBC approval (IBC-127-2013).

In the remaining few months of the project, the following task will be accomplished:

Crystals of two double mutants of BcII metallo-β-lactamase have already been grown in the presence of ampicillin and different concentrations of Zn2+ (as a negative control), Ca2+, Mg2+, Sr2+, Ba2+, Fe3+, Co2+, Mn2+, Ni2+, Cu2+, Al3+, and Sm3+, in order to screen conditions in which these metals would enable substrate binding but no catalysis. These crystals will be flash-frozen and shipped to the Stanford Synchrotron Radiation Lightsource (SSRL) for x-ray data collection. Subsequently, the structures of the enzyme in the presence of various metals and ampicillin will be solved to shed light on the structure of enzyme-substrate complex.

As a proof-of-concept, the structure of BcII complexed with 2-pyridine sulfonamide was solved at pH 6, showing the expected binding mode, i.e. bidentate binding to the second-zinc site through nitrogen atoms present in the probably deprotonated sulfonamide –NH2 and the pyrimidine. Crystallization trials are in progress for BcII complexed with three additional sulfonamides containing 2-pyridine sulfonamide core with different modifying groups. Structures for these crystals will also be solved. BcII metallo-β-lactamase inhibition by the three additional sulfonamides will also be characterized in vitro.

As a final task, large crystals of BcII enzyme will be grown and neutron diffraction data will be collected at Lujan Center in the upcoming beam cycle starting in October. Neutron structure of the enzyme will be solved revealing water molecules and their possible role in binding and catalysis.

**Conclusion**

We will characterize the enzymes NDM-1 and BcII: (1) Water activation, (2) Substrate binding, (3) Inhibition (1) we will solve the structure of NDM-1 through neutron crystallography, which will shed light on the H-bond networks in
the active site. (2) we will engineer NDM-1 to enable binding alkali earth metals in the second Zn(II) site. This will eliminate enzyme activity while retaining substrate binding for structural analysis. (3) We will investigate structures of BclI enzyme with potential inhibitors bound to get information needed for rational inhibitor design.

Publications


Introduction
This project aims to develop functional biomolecules with emergent (mechanical, optical, and electronic) properties that are not accessible through conventional synthetic methods. The approach uses molecules that are known to form polymers compatible with biological systems with side chains that are active to which functional groups can be attached. Depending on the distribution and density of these functional groups on the side chains, a wide spectrum of mechanical and optical properties, and electronic structures can be accessed. Our goal is to exploit the emergent properties, and through the analysis of structure-property relationships, obtain valuable insight regarding the design of biopolymers with enhanced functionality that can be used toward sensing, bioimaging, drug delivery, optical, electronic and energy applications. Such an approach has not yet been studied in a systematic manner mainly because multidisciplinary knowledge ranging from organic synthesis to materials chemistry to biochemistry is needed.

The challenge is to develop synthetic chemistry routes that are facile and effective. Further, we must control the distribution of functional groups on the side chains in order to render desired properties. Dr. Pradeep Cheruku is a researcher who has the unique combination of skills and knowledge to execute the project and offers the best opportunity for success.

Benefit to National Security Missions
We expect that these new classes of biopolymers may exhibit high temperature thermal transitions and strong mechanical properties due to the high degree of hydrogen bonding and rigid carbocyclic backbone. We hope to show the correlation between nanoassembly structures and their associated properties to obtain valuable insights on the interplay between structure, dynamics and functions of the materials. We also expect to develop novel strategies for the design and synthesis of nanoassemblies with adaptive control to enable the materials with immense technological relevance in areas of optics, electronics, photovoltaic, and biomedical devices that impact our missions in energy security and threat reduction.

Progress
Synthesis and characterization of nonnatural fluorescent amino acid and their applications toward bioimaging
We have synthesized a series of fluorescent unnatural amino acids (UAAs) bearing stilbene and meta-phenylenevinylene (m-PPV) backbone and their optical properties were studied using a suite of spectroscopy probes. These novel amino acids were derived from protected diodo-L-tyrosine using palladium-catalyzed heck couplings with a series of styrene analog. Unlike the other fluorescent UAAs, whose emissions are restricted to a narrow range of wavelengths, these new amino acids display the emission peaks at broad range wavelengths (from 400-800 nm); including NIR with QY of 4% in HEPES buffer. The incorporation of both pyridine and phenol functional groups lead to distinct red, green, and blue (RGB) emission, in its basic, acidic and neutral states, respectively. More importantly, these amino acids showed reversible pH and redox response showing their promise as stimuli responsive fluorescent probes. To further demonstrate the utility of these UAAs in peptide synthesis, one of the amino acids in this series was incorporated into a cell penetrating peptide (CPP) sequence through standard solid phase peptide synthesis. The general use of these UAAs for cell imaging has been demonstrated by applying CPP to two different cell lines using confocal fluorescence microscopy.

Water-soluble biopolymer for bioimaging
Water-soluble cationic conjugated polymers (WSCPs) show stronger affinity toward the negatively charged...
Cell membranes, staining cell surface using WSCPs is a relatively unexplored area due to the endocytosis problem. However, the ability to functionalize these polymers with specific recognition ligands enables selective detection among the various cell lines and different organelles. To date, only one report has appeared in literature disclosing the ability of WSCPs to be stable cell staining agents. Water soluble polythiophene polymer conjugated with lapatinib, an anticancer tyrosine kinase inhibitor, can be used to induce the polymer interaction with transmembrane proteins and thus achieve the stable cell membrane staining.

Cell membrane staining using WSCPs without any targeting ligands for bio recognition is not known. We have shown very exciting results using cationic poly(p-phenylene vinylene) (PPV), a WSCP for cell imaging. PPV as bioimaging polymer exhibits stability allowing long-term cell tracking, distinguishing live and dead cells, and multi-functional cell staining. Overall, our results show that using WSCP is far superior than state-of-the-art staining commercial dyes as WSCP has a much faster staining time at a much lower cost (100 times cheaper than existing commercial dye), while providing more details and imaging resolution as opposed to the commercial dyes. Such unprecedented properties suggest that certain WSCPs may serve as next generation imaging dyes for biomedical research.

**Future Work**
During the next fiscal year, we will perform synthesis and characterization of a series of unnatural amino acids (UAA) consisting of conjugated oligomers which can be incorporated into the biopolymers (peptides). These novel amino acids will be derived from protected diiodo-L-tyrosine using palladium-catalyzed heck couplings with a structure similar to the styrene analog. Unlike the other fluorescent UAAs, whose emissions are restricted to a narrow range of wavelengths, our UAAs are expected to display the emission peaks at broad range wavelengths (from 400-800 nm); including NIR.

**Conclusion**
We expect synthesis of a new class of biopolymers with thermal transitions and strong mechanical properties due to the high degree of hydrogen bonding and rigid carbocyclic backbone. We hope to show the correlation between nanoassembly structures and their associated properties to obtain valuable insights on the interplay between structure, dynamics and functions of the materials. We also expect to develop novel strategies for the design and synthesis of nanoassemblies with adaptive control to enable materials with immense technological relevance in areas of optics, electronics, photovoltaic, and biomedical devices that impact our missions in energy security and threat reduction.

**Publications**

Single Cell Genomics for Better Control of Plant Pathogens

Shunsheng Han
20130779PRD1

Introduction
The proposed research will use the rhizosphere-colonizing bacterium Pseudomonas chlororaphis strain 30-84. The strain is able to inhibit fungal pathogens and has become a model for a beneficial commensal bacterium. This strain demonstrates phenotypic variation resulting from spontaneous mutations. The goal of this research is to identify signature genomic and transcriptomic changes in response to environmental signals and investigate how these changes benefit the wild type populations using a plant associated bacterial as example.

Benefit to National Security Missions
The understanding of the relationship between plant and bacteria is directly linked to the DOE mission in the area of bioenergy. LANL, supported by DOE, has invested significantly in studying plant metabolism and algal biofuel. This work will enrich our portfolio in these areas and bridge the gaps between environmental microbiology and plant study.

Progress
The project seeks to understand microbial evolution at both genomic and transcriptomic levels. Specifically, we performed genome and RNA sequencing analysis of the biological strain Pseudomonas chlororaphis 30-84 and a spontaneous small colony (SCV) mutant derivative. Phenotypically, the SCV exhibited small cell size, decreased antibiotic production, reduced motility, but increased biofilm formation. Whole-genome sequence analysis (done in the Bioscience Division at LANL) identified the deletion of a 70 Kb genomic island and mutations in yfiR (cyclic-di-GMP production), cyoE (heme synthesis) as well as fusA (elongation factor) in the SCV mutant. Further genetic analysis (done at Texas A&M University, in collaboration with my previous advisors) revealed that the yfiR locus plays a major role in controlling colony size, growth, motility and biofilm formation. Moreover, point mutation in the fusA gene partially contributed to kanamycin resistance. Transcriptomic profiling indicated that 1,098 genes (18.4%) have undergone substantial reprogramming of gene expression in the SCV mutant. These data have been summarized in a manuscript entitled “Adaptation genomics of a small colony variant (SCV) in the biofilm of Pseudomonas chlororaphis 30-84” which was submitted to the Journal Applied Environmental Microbiology, the #1 cited journal in microbiology.

I also sequenced two wheat-seed associated bacteria (done at LANL). The strains Pseudomonas putida S610 and Enterobacter cloacae S611 are strong colonizers of wheat rhizosphere and have potential in biological control applications. The genome sequences for both strains were available at National Center for Biotechnology Information (NCBI). The genome of P. putida S610 was also announced by the journal Genome Announcement.

I recently established international collaborations with researchers at Jilin University, China. The collaboration resulted in a publication on a stress-inducible maize promoter by the journal Plant Molecular Biology Reporter. We also plan to sequence 3 highly effective pesticide degrading bacteria.

On going projects
The SCV mutant can phenotypically switch back to the wild type morphology under specific conditions. The revertant strains showed similar growing characteristic, motility and biofilm formation to the wild type strain. We are currently characterizing the revertant strain using genomic and genetics approaches. To our best knowledge, this is the first genome-wide analysis of a bacterial phenotypic switching event. Our data will significantly enhance our understanding of bacterial adaptations to stress conditions in nature.

We are working on a USDA permit to receive biological control strains from Jilin University. Genome sequences of these pesticide degrading bacteria will laid a solid
foundation to further explore the pesticide degrading mechanisms.

Future Work
We are currently characterizing the revertant strain using genomic and genetics approaches. The spontaneous small colony (SCV) mutant can phenotypically switch back to the wild type morphology under specific conditions. The revertant strains showed similar growing characteristic, motility and biofilm formation to the wild type strain. To the best of our knowledge, this is the first genome-wide analysis of a bacterial phenotypic switching event. Our data will significantly enhance our understanding of bacterial adaptations to stress conditions in nature.

We are working on a USDA permit to receive biological control strains from Jilin University. Genome sequences of these pesticide degrading bacteria will lay a solid foundation to further explore the pesticide degrading mechanisms.

Conclusion
We expect to identify mutational events during P. chlororaphis colonization, to classify and identify the beneficial mutation that are involved in host association. We will also identify the role of these genomic changes in bacterial persistence. Understanding of molecular processes involved in bacterial adaptation could lead to better disease management strategies.

Publications


Introduction

The Isotope Production Facility (IPF) at Los Alamos National Laboratory (LANL) produces the radioactive isotopes strontium-82 and germanium-68 for use in medical imaging. The IPF’s high proton beam current and lengthy irradiations produce a secondary neutron field with a utilitarian scale that is beyond the reach of medical cyclotrons and energetically distinct from reactor neutron fluences. There are currently no large facilities in the United States with access to such a significant, high-energy neutron flux, yet IPF secondary neutrons’ potential for research in novel methods of isotope production and materials science remains unexploited. These radioisotopes are necessary to a variety of scientific and medical fields, and in many cases the stability of future uninterrupted supply is uncertain. Additionally, LANL’s globally recognized expertise in the characterization and handling of radioisotopically and chemically diverse products of fast neutron irradiations is uniquely capable of facilitating such an exploration.

Current two week irradiations produce several tera-neutrons per second, approaching the scale of medium-sized research reactors. The Monte Carlo N-Particle eXtended (MCNPX) code, developed at LANL, has been used to simulate the secondary neutron field and optimize the design of research targets that can confirm predictions about the size and charter of this neutron flux. Using these simulations, special activation foils have been introduced into the neutron field and the radioisotope products of neutron-initiated reactions are uniquely capable of facilitating such an exploration.

Delivery of these and other isotopes whose study is proposed makes possible targeted radiotherapy for cancer patients, experiments in solid-state physics, diagnosis of a wide range of pathologies, and the development of improved materials for civil and scientific purposes.

Benefit to National Security Missions

A comprehensive understanding of the secondary neutron flux at the Isotope Production Facility will expand the capabilities of the Isotope Program to study and produce a broader suite of isotopes for medical, national security, and basic science applications. Studies will also improve nuclear models and provide an avenue for study of materials under extreme environments.

Progress


Tailored the predictions of these models to experimental measurements of activation experiments using test foils and quantification of radioisotopes produced in the foils by neutron-initiated reactions, and applied these results to experimental measurement of the production potential for scandium-47 using enriched titanium (Ti) and vanadium (V) targets. Ti and V were irradiated at IPF and gamma spectroscopy was used to quantify radioactive products and impurities. Supervised a master’s student to conduct experiments and data analysis.

Finalized analysis of 40 – 200 MeV p + Tb residual cross sections to evaluate the potential for Gd-153 production at IPF. Publication pending completion of the compilation of the data.


Future Work
Utilize the developed toolkit for prediction of the effects of the secondary neutron flux to initiate use of the flux for isotope production, in particular Si-32 and other isotopes of current interest like Sr-90. Investigate the applicability of the secondary neutron flux to other large-scale international facilities with respect to the production of useful radioisotopes, in particular spallation neutron sources (e.g., ESS) and conversion target neutron sources (e.g., JPARC). Continue investigation of IPF’s potential for contribution to fusion energy research program through testing of tritium breeding, chemical separation and migration through test materials. If funding for students and/or research activities can be obtained, supervise expansion of aims to include the collection of nuclear excitation functions for fast-neutron initiated reactions. In particular, investigate the activation of samples of Ra-226 in the IPF secondary neutron flux for the simultaneous co-production of several actinide isotopes of interest to medical radiotherapy (e.g., Ac-225, Th-227 and Ac-227).

Continue spectroscopic analysis of 40 - 800 MeV p + Tm, Cu, V irradiation foils to calculate nuclear formation cross sections. Apply these cross sections to the evaluation of spallation-regime isotope production schemes.

Publish results pending publication of student work characterizing proton beam energy and flux determination during cross section measurements at LANL.

Complete publication of 40 – 800 MeV p + Th target residual cross sections.

Continue contributions in Rb metal targetry, production of Ho-163 for neutrino mass measurement, and supervision of students interested in radioisotope production using the IPF. Work towards identification and development of collaborative research efforts in the biological application of radioisotopes to the treatment of human disease within and without LANL.

Conclusion
The goal of this project is to elucidate a more complete understanding of the secondary neutron flux at the Isotope Production Facility. These experiments will define production methodologies that will supply radioisotopes on the cutting edge of research in several fields. Production of isotopes including scandium-47, actinium-225, and radium-225 for medical radioimmunotherapy will be investigated. The neutron flux can also be used to study the effects of high radiation environments and thus fuel development of materials and devices that can withstand the extreme conditions in space or power production devices such as fusion reactors.

Publications


Introduction

The goal of this research is to develop novel hybrid nanostructures for photocatalytic conversion of carbon dioxide plus water into hydrocarbons. Semiconductor-based nanomaterials are promising materials that may enable this catalytic process, as they can couple single photon events with accumulation of multiple redox equivalents upon CO2 reduction. However, most of the nanomaterials studied are single-component systems, and their conversion efficiencies are too low for practical application. In addition, these nanoparticles often suffer from instability due to light-induced anodic oxidation in aqueous solutions. Hybrid nanostructures composed of core/shell nanoparticles may have effectively separated charges and catalytic sites for enhanced conversion and also possess good stability at relevant conditions.

The core/shell nanoparticles contain a semiconductor core and a metal oxide shell, linked to a nanoparticle catalyst. An example is ZnTe/ZnO core/shell linked to Pt. The core/shell nanostructure serves for initial photo-induced charge separation, while the metallic component provides catalytic sites for subsequent chemical conversion. We will take the advantage of high reducing ability of photo-generated electrons in the semiconductor core to produce high hydrocarbons in high yields. Coating the nanoparticle surface with a metal oxide shell not only protects the nanoparticle from dissolution during the photoreaction, but also facilitates charge separation by forming a barrier for controlled back electron transfer.

This project represents cutting edge R&D with high potential science and promise for practical applications. The project involves controllable synthesis of hybrid nanostructures with wet-chemical methods, followed by characterization of their structures, morphology and compositions using XRD, SEM, and TEM. The charge separation and transfer properties will be measured by transient visible-pump/visible probe, and photoreduction of CO2 with a photo-electrochemical system. The goal is to determine the synthesis-structure-property relations, which will then be fed back to the design of new nanostructures with enhanced properties.

Benefit to National Security Missions

This project represents a research topic with great scientific value and tremendous potential for technological applications. Through controllable synthesis and systematic characterization of core/shell nanomaterials, the research is expected to lead to design and development of a novel class of hybrid nanostructures for efficient photocatalytic conversion of carbon dioxide plus water into hydrocarbon fuels and chemicals. The synthesis-structure-property-stability relationship to be determined in this research will lay the foundation for the ultimate development of solar-to-fuel conversion devices and have broad implications for rational design of functional materials in general. This project is tied to missions in DOE office of science, fossil energy and renewable energy as well as NSF, and to LANL’s Materials Grand Challenge in the central themes of defects/interfaces and emergent phenomena.

Progress

Mechanism study of controlling ZnTe nanocrystal growth in solution

Magic sized nanoclusters have been found to play an important role in evolution and shape control of ZnTe nanocrystals. Three families of ZnTe magic-sized nanoclusters (MSNCs) were obtained exclusively with high yields using poly-tellurides as a tellurium precursor in one-pot reactions by varying the reaction temperate and time. These ZnTe MSNCs exhibit different self-assembling or aggregation behavior while forming hierarchical structures with the presence of excessive oleylamine, owing to different structures, cluster sizes, and dipole-dipole interactions. The smallest ZnTe MSNCs (F323) possessed a non-crystalline structure and were as-
sembled into lamellar triangle plates. Continuous heating of as synthesized ZnTe F323 assemblies resulted in transition into lamellar rectangle assemblies of ZnTe F398 MSNCs with the wurite structure and organization of nanoclusters along <002> direction. Further annealing of ZnTe F398 assembled lamellar rectangles led to formation of larger ZnTe F444 NCs, which spontaneously formed into ultrathin nanowires through orientated attachment. Controlling the growth pattern of ZnTe F398 NCs - namely step growth and continuous growth was found playing an important role in determining the diameter distribution of ZnTe ultrathin nanowires. Phase transition was also an important factor in determining the MSNCs morphology during the growth of F398 MSNCs. Transient absorption (TA) measurements show that all the three families possess ultra-fast dynamics of photo generated electrons, in spite of their different crystalline structures.

**Synthesis of ZnTe/CdS-Pt core/shell nanostructures**

The three component nanostructure was prepared using a multi-step growth strategy. We first developed a synthetic method for ZnTe nanocrystals with the ability of fine tuning the morphology and phase. Then, ZnTe/CdS-Pt core/shell nanorods were synthesized using a successive growth method in organic solution. The morphology, structure, and chemical composition can be easily adjusted by tuning the reaction parameters. For example, the width and length of nanorods were controlled by varying reaction temperature and time, respectively, and the core/shell thickness ratio was controlled by changing precursor input amounts.

**Spectroscopic study of charge dynamics in ZnTe nanostructures**

The ultrafast internal and external charge separation dynamics in ZnTe/CdSe core/shell type II nanostructures have been studied through femtosecond transient absorption spectroscopy. The internal electron transfer time from a ZnTe core to a CdSe shell was found to be 0.67 ps, while the external electron transfer time from QDs to adsorbed molecules was found to be <0.2 ps. Such a fast external charge separation time is due to the extraordinarily high conduction band energy potential of ZnTe. The results indicate the preservation of high photo-driven reductive abilities in the ZnTe/CdSe core/shell type II heterostructures and strongly support the use of ZnTe nanomaterials for photocatalysis in CO2 reduction.

**Future Work**

In FY2015, we will first optimize the synthetic procedures for ZnTe/CdS-Pt hybrid nanostructures with fine control over their nanoparticle sizes, shapes, and crystallinity. Then, we will modify the surfaces of the hybrid nanostructures using a ligand changing strategy and establish a facile method to transfer the nanomaterials from the organic to water solution, while maintaining their properties of ultrafast charge transfer dynamics. The structure, morphology and composition of the obtained nanostructures will be characterized using synchrotron X-ray diffraction, differential scanning calorimetry, scanning and transmission electron microscopy. The photoreduction of CO2 will be performed by using a gas-tight reaction cell containing the photocatalyst solutions. The photocatalytic performance will be evaluated by monitoring the concentration of product using a gas chromatograph. The mechanism of the photoreaction will be studied by monitoring intermediate radical species using EPR. The results of the mechanism studies will be incorporated into the design and synthesis of new photocatalysts with enhanced performance. In addition, we will continue to investigate the growth processes/mechanisms of ZnTe magic-sized nanoclusters, which eventually lead to ZnTe nanocrystal formation, using a newly developed reaction vessel, in combination with synchrotron X-ray small-angle and wide-angle scattering at CHESS. We anticipate publishing 2-3 peer-reviewed papers in high-profile journals.

**Conclusion**

Successful execution of this research will lead to design and development of a novel class of hybrid nanostructures for efficient photocatalytic conversion of carbon dioxide plus water into hydrocarbon fuels and chemicals. Through controllable synthesis and systematic characterization of the core/shell nanostructures, we will determine the synthesis-structure-property-stability relationship for this family of nanomaterials, which have implications for rational design of functional materials in general. The obtained results will lay the foundation for development of solar-to-fuel conversion devices and directly address LANL/DOE’s grand challenges in energy and environmental materials research.
Joint Inversions of Seismic and Gravity Data in Volcanic Areas to Advance Hazards Assessment: A Focus on the Alaskan Subduction Zone and Kilauea, Hawaii

Monica Maceira
20130807PRD3

Introduction

Three-dimensional passive-source seismic velocity tomography is a powerful technique that utilizes energy produced by earthquakes to image potentially complex subsurface structures, such as magma distributions beneath volcanoes or subducting slabs. However, the resolution of these studies are generally limited by the natural distribution of earthquakes. While active sources can expand coverage, they are generally only used to image the upper crust and are costly. Gravity data, however, provide alternate sources of information regarding subsurface structures, and are available at a variety of scales. Due to the inherent relationship between density and seismic velocity, gravity and seismic data can be jointly inverted, providing an understanding of Earth structures that is not limited by the distributions of seismicity and has stronger constraints on the temperature, compositional, fluid, and magmatic distributions in a study area.

The current distribution of seismic stations in Alaska is focused near the relatively two-dimensional volcanic arc located above the subducting oceanic plate, limiting the ability to resolve its seismic structure. The inclusion of gravity data in a joint inversion will markedly increase the ability to resolve these features in three dimensions. I will address questions regarding the sources of volcanism in the Alaska subduction zone.

Kilauea Volcano presents a unique opportunity to study one of Earth’s most active volcanoes, in a location that has produced historical tsunamiogenic earthquakes. While previous seismic studies have focused on studying the near-surface beneath the summit caldera, portions of Kilauea’s rift zones, or the seismically active tsunamiogenic decollement fault beneath the volcanic material and the underlying oceanic crust, the extent of these studies are limited by natural seismic distributions. By combining gravity and seismic data, I will address questions such as “Can the aseismic and seismic portions of the decollement be imaged, constraining the maximum magnitude of earthquake this fault can produce?”

Benefit to National Security Missions

The proposed research will enhance the capability of the Laboratory through unique expertise in imaging Earth structure. This expertise has applications to Nonproliferation R&D under Nuclear Nonproliferation, where accurate Earth models are needed to locate, identify and determine yield for seismic events of interest such as underground nuclear explosions. The relationship to assessing hazards in volcanic zones could be of interest to DHS/FEMA as they are responsible for domestic preparedness and response regarding, among other things, natural disasters, and perhaps to the Department of the Interior’s USGS. High-resolution Earth models are also required for characterization and monitoring within several other areas of LANL mission space including geothermal energy development (Applied Energy Programs Office) carbon sequestration (Fossil Energy, within the Office of Science Programs), and used fuel disposition and salt repository science (both within the office of Civilian Nuclear Programs).

Progress

In her first nine months at the Lab, Ellen has focused on the joint tomographic inversion of datasets from Akutan and Makushin Volcanoes in Alaska and from the Colombian National Seismic Network. This work began with her extending an algorithm that we use for joint inversion, JointTomoFDD, to accept an inversion grid defined in a local Cartesian coordinate system, versus a geographic coordinate system. This extension makes the code more versatile and more compatible with datasets that have been used in older versions of the body wave tomography code tomoDD.

In her work with Akutan and Makushin Volcanoes, she is applying JointTomoFDD to a smaller-scale region than
it has generally been applied previously. In this joint body/surface wave inversion, the body wave arrival times are from Alaska Volcano Observatory. She has derived the surface wave dispersion curves from ambient noise measurements. She has more extensively explored the tradeoffs between the relative weighting of the different data types, as well as regularization, with the intent that these results will help inform others on wise ways to choose input parameters for this algorithm in a more time-efficient way in future studies. The difference in spatial scale of velocity features recovered in the Vp versus the Vs models is helping us better understand how the different data types affect the inversion in a relatively small region. She has not yet added gravity data to the inversion due to additional challenges associated with the size of the region, but she will begin working on this problem soon. In addition to the improved understanding of the methodology coming from this work, the tomographic results are also helping us better understand the geology of these two volcanoes. Combined analysis of the velocity structure at each volcano and the distributions of relocated earthquakes are providing insight to the faulting and possible subsurface magma distributions and pathways. She has presented results from this work at several meetings and is currently writing a manuscript of this work.

Her work on Colombia involves the joint inversion of body waves, surface waves, and gravity data at a national scale. This work is ongoing: she has a high-quality body wave arrival time dataset based on Colombian analyst picks that has been supplemented and refined, she has prepared the gravity dataset, and she is currently in the process of developing the surface wave dataset. She has made surface wave measurements and will soon test a new code that will invert the measurements for a 3D surface wave model, which will be used as input to the joint inversion. Preliminary body-wave inversion results show a sharp discontinuity in slab seismicity separating the northern non-volcanic part of the subduction system from the southern volcanic part. A contrast in seismic velocities associated with the slab at this discontinuity suggests a possible different tectonic source of the northern and southern portions of the slab, which has been an ongoing topic of research for the region. She will present these results for the first time at the International Association of Seismology and Physics of the Earth's Interior (IASPEI) meeting in July.

Ellen has been working with a fellow postdoc (now staff member) at the Lab in his work to improve computational and regularization aspects of joint inversions. While he has a strong background in mathematics and programming, he had never previously worked with passive-source seismic data. Ellen has been working with him to help him better understand the challenges of our field and identify aspects where he can make a valuable contribution to the community, as well as some of the mechanics of working with the datasets and visualizing results.

Ellen is also helping me – her mentor - with a summer student in her work using seismic data from Bhutan. The student comes to the lab with little experience in seismic research, and Ellen is helping her to conduct a joint tomographic inversion of surface wave and body wave data.

Besides her research, Ellen has participated in several activities at LANL and in the geosciences community. She has convened topical sessions at scientific meetings, peer-reviewed journal articles and NSF proposals; as well as disseminate her work through invited seminars at several institutions.

Future Work
Ellen will simultaneously invert two different data types to derive the Earth's 3D velocity structure beneath the Alaska subduction zone and the Kilauea volcano, Hawaii, as well as the complex subduction zone underneath Colombia. Seismic data will come from local, regional, and national networks and deployments, while gravity data will come from US satellite missions as well as in-land measurements. The research paths will be as follows: (1) develop code for efficient and robust multi-parameter inversion, (2) gather and pre-process the different data types, and (3) perform multi-parameter inversion to produce a validated high resolution high accuracy 3-D velocity image of the Alaska subduction zone, the Kilauea volcano, Hawaii, and the Colombian complex subduction zone. All these three tasks have been initiated during the first year of the project and will be continued and completed by the end of the second year.

Conclusion
The expected results from the research are: I. Development of the next-generation method for imaging the 3-D structure of the Earth and, II. A high-resolution high-accuracy 3-D velocity image of the crust and upper mantle beneath the Alaska subduction zone and the Kilauea volcano, as well as the complex Colombian subduction zone. Ellen is expected to submit two papers to high-impact journals addressing the scientific questions stated in the abstract.

Publications


Introduction
Exotic properties of strongly correlated electron materials, such as high-temperature superconductivity and multiferroicity, have inspired an extensive research effort to harness these properties for technological applications. However, the labyrinthine pattern of competing interactions between charge, spin and lattice has prevented the development of predictive theoretical frameworks and establishment of basic material design principles. In general, it is a rather elaborate task for regular time-averaging probes to decipher the nature of the quasiparticles and the interactions involved in collective material behavior because they give little information on the specific degrees of freedom and underlying microscopic physics. In contrast, ultrafast optical spectroscopy offers unsurpassed ability to discriminate the coupling between charge, spin, and lattice in the time domain because their dynamics differ by several orders of magnitude (e.g., tens of picoseconds for phonons vs hundreds of ps for spins).

In this research, we will apply novel ultrafast vacuum ultraviolet photon sources to perform time-resolved X-Ray magnetic linear (and circular) absorption dichroism spectroscopy of a number of strongly correlated electron materials and heterostructures where spin interactions with other degrees of freedom determine material functionality. These techniques will provide new insight into the spin dynamics in these materials with unprecedented time resolution, element specificity, and sensitivity to antiferromagnetic ordering and dynamics near buried interfaces. The results of our advanced characterization effort will directly feedback to the theoretical effort of our colleagues from Theoretical Division. We strongly believe that such a combined ultrafast theory and characterization approach aimed at resolving spin, charge and lattice interactions, as well as the associated quasiparticle dynamics, will ultimately result in a predictive framework for understanding emergent phenomena in strongly correlated electron materials. As such, this work is poised to make a broad impact on condensed matter physics and will open new directions in complex materials research.

Benefit to National Security Missions
Our work directly addresses the Grand Scientific Challenges identified in the Basic Energy Sciences Advisory Committee report, which are central to DOE’s missions in energy, science, and security in general, and to the LANL Materials Pillar in particular. Our thrust to couple modeling, complex materials synthesis and ultrafast optical/X-Ray science aligns well with MaRIE vision of “material co-design” and further develops new capabilities for MaRIE science. During this project, we anticipate to access large BES X-Ray facilities at LCLS and APS in accord with institutional priority in supporting national user facilities. The proposed experiments are critical to achieving design and synthesis of new materials with controlled functionalities. Materials with tunable and novel functionality are an enabling component in the development of next-generation devices for sensing, information storage, and spintronics applications. We believe that our integrated capabilities in complex material design, synthesis and characterization will be of great interest to multiple sponsors, including DOE-BES, DOD, IC, and industry.

Progress
The goal of this project is to probe ultrafast spin dynamics in strongly correlated materials using time-resolved X-ray magnetic linear/circular absorption dichroism (XMLD/XMCD) spectroscopy. First-year goal was to develop a table-top time-resolved XMLD source and detector, and verify their performance on model complex materials. We have modified existing soft X-Ray source to enable generation of 30 femtosecond pulses with photon energies ranging from 20 to 100 electronVolts (eV) and high photon fluxes. This source was integrated into an XMLD spectrometer to enable the studies of photo-induced spin dynamics at sample temperatures between
4 and 400 K under ultrahigh vacuum conditions.

Following setup and optimization of the experimental geometry, we have used it to study the dynamic response of several antiferromagnetic materials. The XMCD technique probes p-d transitions of magnetic ions and is valuable tool for understanding how spin order is coupled to other order parameters (charge, orbital, lattice), because d orbitals of transition metal ions are usually the origin of the magnetism in complex materials. In particular, our ultrafast table top soft x-ray source is capable of spanning the 3p-3d transitions (M-edges) of the transition metal components of many strongly correlated electron compounds. To study the dynamics of spin degrees of freedom, it is initiated by photo-exciting (pumping) a sample with a femtosecond near-infrared laser pulse which takes the material out of equilibrium and modulates spin ordering by transient modulation of charge density or exchange interaction, or by lattice distortions. Subsequently, a soft x-ray pulse probes the dynamics by monitoring absorption dichroism (polarization dependence) of the magnetic ion of interest.

In the first year, we focused our efforts on the first demonstration of feasibility of ultrafast broadband (20-100 eV) XMCD measurements using antiferromagnetic (AFM) SmMnO3 (SMO) as a test system. Preliminary studies of the time-averaged (no pump) XMCD signal temperature dependence show an increase in XMCD signal below 60K which is consistent with the onset of AFM spin ordering at Neel temperature of 59K. Subsequently, we have measured the transient XMCD response of SMO in the AFM state to ultrafast optical excitation. We demonstrated that a very fast (~1 picosecond) drop in the XMCD signal occurs after excitation and happens only at Mn3+ absorption edge around 47 eV. This serves a clear indication that the observed signal originates from an ultrafast change in ordering of Mn spins. To eliminate the possibility of experimental artifacts, we are currently performing similar measurements on Cr (AFM below ~311K) and La0.42Ca0.58MnO3 (AFM below ~250K). When combined with theoretical simulations from our collaborators, these results will provide novel and, importantly, element specific, insight into photo-induced spin dynamics in AFM complex materials. These results will then be used as a basis for studies of more complex systems, such as multiferroics and high-temperature superconductors. As a groundwork and guidance for these future ultrafast time-resolved studies, we have performed static XMCD/XMCD experiments at SLAC SSRL synchrotron facilities. Here, we have made temperature dependent measurements of element-specific spin structure in multiferroic heterostructures. In particular, we have measured the effects of proximity on exchange bias mediated coupling between AFM BiFeO3 (BFO) and ferromagnetic (FM) La1-xSrxCnO3 (LSMO) thin films in layered and nanopillar heterostructures. In comparison with pure BFO films, the XMCD measurements at Fe edges in BFO/LSMO heterostructures show an appearance of new magnetic transition temperature (~130K) in BFO, below which XMCD signal is suppressed thus indicating onset of proximity-induced FM order in AFM BFO material. To our knowledge this is the first time such effects in BFO/LSMO heterostructures have been observed using XMCD spectroscopy. This peculiar sensitivity of XMCD to proximity-induced FM ordering will enable future studies of FM spin alignment in complex materials heterostructures using our tabletop setup, because LANL ultrafast X-Ray source is currently limited to generation of linear X-Ray polarization.

**Future Work**

Exotic properties of complex materials emerge from the strong interactions among spin, charge, and lattice degrees of freedom (DOF). Existing theories cannot predict the emergent behavior, largely because available time-averaging experimental probes cannot decipher the interactions between particular DOFs. In this regard, ultrafast optical spectroscopy (UOS) offers an unmatched ability to separate various DOF and coupling among them in time domain. Our goal is to apply advanced UOS techniques to study time-dependent and element-specific processes that are important for understanding the DOF interplay in complex materials.

Based on our previous experience, we will apply our optimized table-top ultrafast X-Ray linear absorption dichroism probe to directly reveal the dynamics of spin and its coupling to charge and lattice in a set of novel multiferroic materials. In these materials, magnetic and ferroelectric polarizations are strongly coupled and allow manipulation of electric polarization with magnetic field and magnetization with electric field. Initially, we will study the dynamics and timescales of magnetization switching following the photoexcitation with ultrashort optical pulses. We will start with TbMn2O5 and BiFeO3 multiferroic crystals and disturb the magnetic ordering by excitation with ultrashort optical pulses and ensuing modulations in strain, charge or orbital orders. Time delayed X-Ray pulses will monitor the changes of spin alignment on particular ions and quantify the time required for re-establishment of spin alignment in the material. Epitaxial heterostructures will be of particular interest due to anticipated enhancement of multiferroic properties caused by proximity effects. In particular, we will interrogate magnetic order dynamics in multiferroic BiFeO3/La0.7Ca0.3MnO3 and BaTiO3/CoFe2O4 heterostructures. In these experiments, we will study the effects of strain and film composition on the spin re-ordering timescales. These experiments will shed a new light on the
coupling between charge/lattice and spin systems responsible for emergence of magnetoelectric coupling in multiferroics.

Conclusion
We expect that experimental and theoretical insights developed here will lead to a leap in our comprehension of the competing interactions in complex materials. Our novel ultrafast coherent photon probes will allow direct visualization of the real-time formation of competing orders, and will ultimately enable manipulation and coherent control of materials functionality. Our approach will fill the urgent need in integrated modeling, synthesis, and ultrafast nanoscale characterization capabilities essential to address several challenges in materials science. The understanding of complex materials properties developed here will have a significant impact on wide ranging technologies from information storage to energy applications.
Nature is the source of medicinal products and toxins for millennia. Following the isolation of penicillins, natural product discovery focused on microbial sources and many have been widely used since then. Due to increasing drug resistance of all kinds of pathogens, understanding natural products’ biosyntheses, speeding up their discovery and evaluation of potential medical use is an important goal. The advent of fast, low cost DNA sequencing led to a plethora of genomic data of bacteria and fungi. Now we are in a position to exploit those data in a multidisciplinary approach towards fast natural product discovery and isolation from microbial sources. Our pioneering work allows insight of how microbes produce bioactive compounds using biosynthetic multi-enzymatic clusters. We develop technology to identify the genes encoding for natural product biosynthetic machineries within translated genomic DNA. In addition, this technology allows us to anticipate which building blocks are incorporated by using bioinformatics and computational chemistry, and subsequently postulate the natural product’s structure. Research steps are: 1. Genome Mining of selected bacteria will identify natural product biosynthetic machineries and predict building blocks (e.g. amino acids). 2. Bacterial strains are cultivated, natural products are extracted from cultures and identified by Nuclear Magnetic Resonance (NMR) and high-res mass spectrometry (MS). The availability of high-field NMR and excellent MS resources will uniquely enable the project at LANL. 3. Available techniques will be applied to elucidate structures of newly identified compounds. 4. Isolated genes of clusters will be transformed, expressed and biochemically characterized in vitro to validate the underlying biosynthesis. 5. The bioactivity of newly isolated natural products will be evaluated to gain insights into the natural product’s antimicrobial, antiviral, cytostatic and cytotoxic properties as well as into its medical potency, which translates to measure of biosecurity and threat reduction by known and unknown biological toxins.

This project supports the LANL public health mission (Homeland Security Act 2002, DOE Strategic Plan 2011, Public Health Security and Bioterrorism Preparedness and Response Act 2002) as well as its mission in global threat reduction. It also has direct appeal to our WFO sponsors and the base knowledge acquired can be applied to increasing efficiency of novel product synthesis to make it more cost effective. It will both leverage and strengthen our capabilities in computing, genomic/meta genomic analysis and isotopic enrichment in a multidisciplinary project utilizing Matttia’s skills to bridge the disciplines in support of missions in renewable energy, biosurveillance and biosecurity.

For the bioinformatic part of the project, it was proposed to identify at least 10 new gene clusters encoding for biosynthetic machineries for natural product production. Instead, I used a more sophisticated approach by systematically analyzing all available microbial genomes deposited in the NCBI database. The analysis was carried out using an adapted stand-alone version of the publicly available bioinformatic tool, AntiSMASH (Blin et al., Nucl. Acids Res. 2013, 41, W204). Within the analyzed 2,773 genomes of bacterial strains, more than 19,000 of these gene clusters were found. From this vast amount of available strains, five were chosen (Myxococcus xanthus DK 1622, Corallococcus coralloides DSM 2259, Streptosporangium roseum DSM 43021, Catenulispora acidiphila DSM 44928, Herpetosiphon aurantiacus DSM 785) in which the biosynthetic clusters are unusual, i.e. not following the classical linear, multi-modal organization (Strieker et al., Curr. Opin. Struct. Biol. 2010, 20, 234). This approach significantly reduces the probability of isolating compounds similar to known or identified natural products. Within these five strains a total of 124 gene clusters have been identified. Bioinformatic analysis revealed that 25 of these clusters showed unusual
organization and hence are likely to yield bioactive natural products. Subsequently, these clusters were analyzed in-depth using additional bioinformatic tools, such as pfam (Finn et al., Nucl. Acids Res. 2014, 42, D222), nrpspredictor2 (Röttig et al., Nucl. Acids Res. 2011, 39, W362) and 2metdb (Bachmann et al., Meth. Enzymol. 2009, 458, 181) to facilitate structure and building block prediction of the natural products.

The practical goals were to establish growth of five different bacterial strains and the isolation as well as structural characterization of three novel natural products produced by these strains, facilitated by feeding isotopically enriched, predicted building blocks. To meet these goals, the five abovementioned strains were successfully cultured under laboratory conditions. In addition to the bioinformatic prediction of the amino acid building blocks, it is important to biochemically correlate the identified gene clusters to the 25 predicted natural products by cloning and expression of the amino acid building block activation enzymes. This gives valuable insights into natural product assembly mechanisms and allows estimation of how the predictions match the actual substrate building blocks. In total 197 genes and gene fragments within the 25 clusters were annotated to be involved in building block (amino acid) activation. 75 of these genes have been successfully cloned and the generated expression plasmids were used to transform E. coli BL21 (DE3) cells to yield expression strains for the building block activating enzymes. In initial test expression studies using 23 of these heterologous strains protein production was observed. In the subsequent large scale expressions (10 of the 23 constructs tested so far), soluble protein was obtained in sufficient amount for biochemical characterization. By carrying out photometric assays (Wilson et al., Anal. Biochem. 2010, 404, 56) with the 20 natural amino acids for each individual building block activating enzyme, it was possible to confirm the activation of the predicted building blocks in 90% of the cases.

The feeding experiments for fast natural products isolation are currently limited to stable isotope labels (13C), as I am still waiting for the radiological permit for the faster 14C-feeding experiments. Practically, this means the compounds within the cell/supernatant extracts are separated by liquid chromatography (HPLC), the individual fractions are freeze-dried, the yielded solids are analyzed by NMR (Nuclear Magnetic Resonance) spectroscopy for 13C-carbon enrichment and hence the proposed natural product. For one bacterial strain this whole process can take up to four months for one novel natural product. So far, 13C-cysteine was fed to Streptosporangium roseum in order to facilitate isolation of a natural product that was predicted to be composed of three cyclized cysteines. From analysis of individual fractions by the procedure stated above, isolation conditions for that predicted natural product were established, large scale isolation without label was carried out and the structure was elucidated by NMR. The isolated natural product showed three cyclized cysteines and an additional aromatic amino acid. Due to the delay in obtaining the radiological permit, only one of the targeted three natural products has been structurally characterized yet, but I am confident that the remaining two can be obtained by the end of FY14.

**Future Work**

During the second fiscal year the 25 identified biosynthetic clusters coding for new natural product machineries will be validated biochemically and used to proof the concept of genome mining for accelerated natural product discovery. Key steps during the second year are:

1. **Continuing the isolation of the predicted natural products.** The five in-house, established bacterial strains will be fed with isotopically enriched (e.g. 13C, 15N, 1H or 3H, 14C) predicted building blocks of the proposed novel natural products; these can then easily extracted from the culture by following the metabolic fate of the label. Incorporated isotopes readily identify proposed compounds after chromatographic separation.

2. **Structure elucidation of isolated, novel natural products.** Once separation from small-scale, enriched cultures is achieved, large-scale culturing without labels will follow. Available techniques - NMR, elemental analysis, high-resolution MS - will be applied to elucidate chemical structures of newly isolated compounds. The biosynthesis of natural products is highly transcriptionally controlled and isolation will likely not be achieved for all identified clusters. Nevertheless, five novel natural products should be structurally characterized in FY15.

3. **Validation of the biosynthesis clusters for the isolated natural products.** In order to link the isolated natural product to the biosynthetic gene cluster proposed, the building block activating enzymes of the 25 individual clusters will be cloned and expressed in E. coli, followed by activity assays. This will provide an estimate how well the prediction of the building blocks works and will guide improving the predictive algorithm as well as giving valuable insights into how nature produces bioactive natural products in general.

4. **Initial bioactivity assays for the isolated natural products.** The isolated natural products will be tested initially for antimicrobial activity against Gram-negative and Gram-positive bacteria using paper-disk and
MIC90 assays. In addition, siderophore activity will be tested using CAS assays.

**Conclusion**

It is clear that Nature, especially microbes, continue as a major source for drug leads. This project elegantly couples the advances in DNA sequencing with biochemical techniques, methods of structure elucidation and advanced knowledge in biosynthesis. The presented strategy will significantly shorten the time span for natural product discovery, lead to faster evaluation of bioactivity and consequently accelerate drug development. This supports the mission of LANL Bioscience in biosecurity and the lab’s mission in threat reduction and global security. It guides future developments of accurate prediction of natural product structures exclusively based on genomic DNA information and vice versa.
From Food to Fuel: Making Ammonia Synthesis Viable for Energy Storage Applications

James M. Boncella
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Introduction
The goal of this project will be the preparation of a new class of catalyst compounds that will be used to synthesize ammonia from nitrogen and hydrogen or water. This fundamental work will result in new methods for attaching these and similar catalyst materials to electrodes that will convert nitrogen and water from the atmosphere directly into ammonia using electricity. By attaching the catalyst materials directly to the electrode, we believe that an effective electrocatalyst for the synthesis of ammonia will become possible.

Currently there is no practical way to store electricity from a wind or solar power plant over hours to days time, which is necessary to level out the electricity production of these sources through the time when they cannot produce (e.g., if the wind does not blow or at night). The electrochemical synthesis of ammonia offers the potential to store electrical energy as ammonia because ammonia can be consumed in a fuel cell to produce electricity, thereby regenerating the electricity that initially formed it. Such storage would make it possible to capture a much larger quantity of electricity generated from renewable, intermittent sources such as wind and solar energy. The electricity (stored as ammonia) can then be regenerated when demand is higher or when the renewable source cannot generate power (e.g., if the wind does not blow or at night). In this way, this project takes a first small step toward this goal by investigating how it may be possible to store electricity directly as the chemical bonds in ammonia.

Benefit to National Security Missions
This work will provide basic information on how electrocatalytic compounds can bind to the surface of electrode materials. This will have an impact on the basic understanding of surface-metal complex interactions as well as on the ability of these molecules to participate in electrochemical reactions as catalysts. Because of the use of this class of materials in the electrochemical synthesis of ammonia, the work will impact renewable energy production. If successful, it may offer an avenue to store energy from intermittent sources such as wind or solar power. Clearly any enabler of renewable energy will have a positive impact on energy security because it will decrease dependence on fossil fuels and it will have a positive impact on the climate because it does not produce carbon emissions. The DoD has a need for energy storage; this work may provide some insight towards field-deployable energy storage.

Progress
We have initiated work on synthesizing new molecular complexes for effecting the electrocatalytic reduction of dinitrogen to ammonia. To date, three molecular complexes have been reported in the literature to perform N2–to–NH3 catalysis, all of which use chemical reductants. Our strategy has been to synthesize a variant of one of these catalysts, modified with a tether capable of being attached to an electrode surface so that the transformation can be carried out electrochemically.

Specifically, the ligand in question is 2,6-(tBu2PCH2)2-pyridine, and we have designed and begun to implement a synthetic protocol for generating a variant, which can be chemically attached to an electrode. The synthetic route is a six step process which has never been carried out with this specific compound. We have achieved the first four steps, each of which occurs in high (85-90%) yield. We found alternative methods for producing the halomethyl intermediate 2,6-(XCH2)2-4-Br-pyridine (X = Cl, Br) that does not require the use of volitile and reactive reagents. We are currently investigating the final two steps of the process, phosphine alkylation reactions to generate [2,6-(tBu2PHCH2)2-4-Br-pyridine][X]2 (the reaction works and purification of the product is currently underway), which will be used to generate the desired compound that will attachable to the electrode surface.
Our plan moving forward is to introduce the transition metal, which would be performed in a similar manner as the original homogeneous chemistry, and the success of this strategy will be gauged by performing spectroscopic studies on the generated materials. We are purposely targeting optically transparent, conductive materials to facilitate characterization of our products. With the successful formation of our surface-adhered molecular transition metal complex, we will perform a range of studies to test the ability of these species to undergo electrocatalytic dinitrogen reduction, using a combination of spectroscopic techniques and known analytical chemistry methods for characterizing the products.

**Future Work**
This year we will complete the synthesis of the ligand that will bind the catalytically active molybdenum complex to the surface of an electrode. There is only one step left in the 6 step synthetic process, so we fully expect to complete this part of the project. Studies of the binding efficiency will be followed by studies of the electro-catalytic reduction of ammonia at the catalyst modified electrode. We will also pursue the possibility of reduction of nitrogen using chemical reducing agents such as hydrogen. This may be possible because of the changes in the reactivity of the molybdenum complex that are caused by tethering it to a solid surface.

**Conclusion**
The overall goals of this project are to synthesize catalysts for ammonia formation that can be directly attached to electrode surfaces. Such electrodes will facilitate the study of the electrochemical synthesis of ammonia which will result in a greater understanding of the process. Such understanding will support development of this process, which could enable the storage of electricity as fuel (ammonia) from wind turbines or solar arrays. The ammonia could then be used to regenerate electricity or as a fuel for transportation.
Introduction

Familiar cellular process of gene expression, protein movement and sensing, all involve protein-protein interactions. Tools for monitoring these (such as fluorescent protein fusions like green fluorescent protein tags (GFP)) are relatively mature. But tools for controlling them lag far behind. Light/oxygen/voltage sensor proteins (LOV) have used to control cell motility with light, for example, but required complex, bulky proteins to be attached to cell receptors. Furthermore, these fusions were “invisible” and required GFP to be attached to them to visualize their positions. On the other hand, we have made a split GFP of three pieces that can be used to monitor protein interactions (two proteins that interact bring together small fragments of GFP, then this is ‘detected’ by adding the remaining large piece of GFP). This system has the advantage that it becomes fluorescent when the interaction occurs, and that only small pieces or tags are attached to the test proteins. However, it is only a passive reporter. We plan to use laboratory evolution to tune the stability of the split GFP so that the cis-trans isomerization (change of the chromophore shape that accompanies absorption of light) and its associated steric strain makes the GFP fold and unfold with light. Since our GFP is a split, this folding and unfolding will translate to assembly and disassembly of the 3 pieces. The efficient light-switchable split GFP will be used to study and control the infection cycle of influenza and its interaction with host hemagglutinin proteins. We will also use this system to control the nucleation and formation of crystals of the influenza serine protease and the host target protein, leading to the first X-ray crystal structure of this complex. Since this protease action is required for infection, this should further our understanding and ability to control this disease.

Benefit to National Security Missions

Light switchable protein assembly/disassembly modules that are genetically encoded can be expressed in living cells. This impacts health research, and our ability to monitor and manipulate host/pathogen biology. It also lets us control when and where transcription, cell-signaling and sensing, and cell-cell contacts occur in organisms and tissues. This tool lets us perform what-if experiments on host-pathogen interactions, and test hypothesis about the spatial and temporal roles of protein-protein interactions, for example the serine-protease activity on hemagglutinin required for influenza to enter host cells. This same technology can be extended to use versions of fluorescent proteins that recognize pathogen signature peptides, and trigger this recognition and binding using light. Energy and synthetic biology programs can benefit by using light to activate pathways to enhance production of commodity products by programming organisms to turn on the required biosynthesis when and where it makes sense. This fundamental tool allows light to be used for exquisite spatial and temporal control of disease, infection, and host-pathogen biology, important to the biosecurity component of our national security mission.

Progress

Natasha has focused on engineering versions of the Green Fluorescent Protein (GFP) that can be used to induce new modes of lattice formation in crystallization with partner proteins. The goal is to allow researchers greater diversity and chances to grow useful crystals of trial proteins in order to solve their structure. A key new outcome would be the use of light to induce the formation of these crystals on demand. This would allow the nucleation (nacent formation of microcrystals to be controlled by light. She hopes to use these libraries to (1) discover photoactivatable/dissociable split GFPs that also (2) induce new modes of lattice formation in crystallization trials. She has (1) engineered mutants of GFP 1-10 + S11 and GFP 1-9 + 10-11 that are depleted of natural cysteines in order to eliminate off-pathway dimer formation; tested dimer-inducing mutations in the split GFP
format in collaboration with Todd Yeates & David Leibly at UCLA. They had already made a set of split GFPs with new cysteines to create ‘designed’ contact points between the GFP molecules in the crystal. Natasha characterized these as GFP 1-9 + GFP 10-11 split proteins, and measured their stability and reassembly rates. Natasha has attached several proteins from mycobacterium tuberculosis to the GFP 10-11 fragment and complemented with the above GFP 1-9 mutants. Crystallization trials are currently underway. She is designing mutant libraries around the chromophore, which will be synthesized by GeneScript and screened at LANL to identify photodissociable/photoassociable split GFPs.

**Future Work**

The first year was focused on a two-body GFP, and the second year is focused on the a three-body GFP. The tasks seem similar on the surface, but the focus is on a completely different protein, yielding different results.

Task 1. Evaluate the ability of our existing split GFP (a green fluorescent protein broken into three pieces, “three-body”) to come apart and reassemble after exposure to different colors of light. This will be facilitated by using two versions of the small pieces, one of which leads to green, the other a yellow version after assembly with the remaining large piece of GFP. Outcome: This way we can measure how much is converted (green/yellow ratio). We will have a table of light color, intensity, time, and fraction of the GFP that is disassembled/reassembled.

Task 2. Make libraries of mutants of this three-piece split GFP and express them in E. coli. We will look for color change signifying the displacement of the small strands, by the new color strands. This can only happen if the light activates disassembly and reassembly. Outcome: We hope to find mutants with enhanced ability to undergo this assembly and disassembly.

Task 3. The best performing mutants of Task 2 (best light switchable split GFPs) will be tested using the same protocol as Task 1. We will use these to bring together hemagglutinin substrate and the serine proteases of influenza, and measure the enhanced cleavage. We will extend this work using the E. coli membrane-associated RND pump. We will also test model protease/substrates including tobacco-etch virus protease and a substrate. Outcome: We expect light-activated assembly of the protease and substrate to enhance this cutting rate and efficiency. The effect of locking together the components of the RND pump will be determined by using resistance to tetracycline.

**Conclusion**

Development of an efficient light-controlled modular protein that can be assembled and disassembled with light. This tool could revolutionize experimental biology by leveraging all the existing work on full-length and split fluorescent proteins as reporters of protein interactions, giving the key added function of controllers of protein interactions. Transcription, signaling cascades (passing biochemical signals between interacting proteins), caging and releasing substrates with light (to turn on signals at a whim) will all benefit by the exquisite temporal and spatial control afforded by light. Optical imaging (superresolution microscopy) can be extended to spy on protein-protein interactions beyond conventional optical resolution.
Introduction

Ecosystem processes such as nutrient cycling sustain life on earth, and are controlled in large part by communities of fungi and bacteria (collectively termed microbes) that reside in the soil. Global changes, such as nitrogen deposition, warming, elevated CO2, and altered precipitation, alter the abundance and biodiversity of microbial communities and significantly alter ecosystem functions. Soil microbial communities largely determine whether terrestrial ecosystems act as carbon sources or sinks under elevated CO2. However, biochemical processes mediated by complex microbial interactions in the soil remain a black box in terrestrial ecosystem models. A major hurdle in linking complex soil communities to major ecosystem processes is the ability to distinguish among the active and dormant members of the community. Understanding how dormancy structures microbial communities is of particular concern because it is a strategy for survival under unfavorable environmental conditions, and could be a pathway for resiliency of microbial communities to climate changes. I will use a combination of high-throughput DNA and RNA sequencing with targeted measures of activity in field-scale experiments and contrived community experiments in the laboratory to determine the relative contributions of the active populations, as well as the constraints on the ability of microbial populations to enter and exit from dormancy. Collectively, these studies will help us understand how the microbial community regulates climate change responses and feedbacks in the soil.

Benefit to National Security Missions

First, this project will help fill a significant information gap in our knowledge of and ability to predict the outcomes of processes that are mediated by complex microbial communities in soils. Soils are an enormous reservoir of carbon (C) on Earth, and the concerted activities of soil microbes regulate the storage or release of this C. Second, the project directly contributes to DOE missions in biological systems science and climate change responses. It also advances metagenomics technologies and basic environmental surveys that enable more accurate, specific detection of target microorganisms in environmental samples, thus contributing to a technology base supporting biothreat detection. Third, this project advances our understanding of fungal and bacterial biomass and metabolic capabilities; these are organisms from which we have historically derived most of our antibiotics, as well as other pharmaceuticals and industrial enzymes. Fourth, many of the fungi we will be studying also have potential in processing C for biofuels applications.

Progress

A soil microcosm experiment that compares microbial community responses to increased moisture, increased nitrogen, and warming temperatures is nearly complete. Measures of soil respiration have been collected over the time-course experiment. Extraction of soil RNA and DNA are currently underway.

In addition to manipulating soils with the above additions, we used three different stresses in order to determine which community members are able to survive harsh environmental conditions, including heating to 65C, freezing at -80C and long-term dessication. Measurements of soil respiration and community composition are planned for the next two months. In addition, we are in the process of constructing contrived communities of known composition to link known functional genes to ribosomal genes to gain a greater understanding of using rRNA as an indicator of activity.

We have a predicted timeline for sequencing and community analysis for the first phase of this experiment of two months. Completion dates for subsequent experiments are projected for 6 months.
Expected publications. We expect to generate two publications from the initial experiment, one linking soil respiration with community composition of fungal and bacterial communities, and another examining the dynamic rank abundance curves of active and dormant fungal and bacterial communities, which will include data from the stress experiments currently underway. Results from analysis of the contrived communities will result in an additional publication.

Future Work
Objective: To investigate how dormancy determines community response to global change and the implications of dormancy on soil processes.

Rationale: The major goal of the SFA is to understand how global change, primarily nitrogen deposition, will affect microbial communities, and in turn, important ecosystem functions, such as carbon cycling. Understanding how dormancy structures microbial communities is important for understanding both the long- and short-term impacts of global change on microbial biodiversity because it is a strategy for survival under unfavorable environmental conditions, and is a potential pathway for resiliency of microbial communities to global change.

Approach: We are using controlled laboratory approaches to study the response of natural microbial communities, in two contrasting soils, to multiple environmental manipulations (e.g., increased water availability, increased temperature and increased nitrogen availability). The responses to these perturbations are tracked over time by quantifying soil respiration using gas chromatography. The active and total communities will be measured using molecular analysis of rRNA and rDNA in order to both link the composition of the active community to measures of soil respiration, as well as to quantify shifts in the active community over time. These measures will allow us to determine the short-term community responses to predicted global changes, and to link those shifts with ecosystem function.

Conclusion
The goals of this project are to understand the relative contributions of active soil bacterial and fungal populations, and constraints on their ability to enter and exit from dormancy, to enable accurate predictions of C or N fluxes from the soil. By quantifying microbial activity and dormancy under dynamic environmental conditions, my proposed studies will determine how the microbial community regulates climate change responses and feedbacks in the soil, which are critical for development of soil process models and to define appropriate input variables in regional climate models.

Publications
Complexes Containing Redox-active Ligands for the Synthesis of Fuels from Readily-Available Carbon Sources
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**Introduction**

The proposed work will investigate the development of catalytic systems that convert readily available, highly oxidized precursors such as carbon dioxide, acetic acid, and glycerol into higher-order compounds containing more carbon atoms that can readily be converted into alkanes, which are the main components of transportation fuels. This work addresses both the synthesis of the higher order fuel precursors and their defunctionalization to produce hydrocarbons that would be suitable as fuels. This has the potential to convert biorenewable and abundant molecules into molecules with potential use as fuels.

**Benefit to National Security Missions**

The goal of the project is the synthesis of molecules that can serve as fuels from readily available and sustainable molecules such as CO₂, acetic acid, and glycerol. These goals are directly in line with DOE OBES’s interests in fundamental chemistry and catalysis science and DOE EERE’s interests in sustainable and biorenewable chemistry. This work also directly impacts the area of climate and energy impact vis-a-vis the conversion of biorenewable and abundant small molecules into higher order carbon containing species with potential use as hydrocarbon fuels for transportation applications.

**Progress**

The concomitant rise in global energy demands and growing concerns over climate change have spurred interest in the development of less-expensive synthetic methods for high-value chemical feedstocks. To address this challenge, we are developing a system that converts readily available, highly oxidized Cₙ (n ≤ 3) precursors such as CO₂, acetic acid, and glycerol into higher-order Cₘ (m ≥ 6) compounds that can readily be converted (via hydrogenation/dehydration reactions) into alkanes, which are the main components of transportation fuels. This technology will be comprised of two separate chemical concepts: the reductive coupling (via C-C bond formation) of the carbon precursor(s) and defunctionalization (oxygen atom removal) of the coupled product. Not only are there relatively few reports detailing homo- or hetero-coupling of Cₙ precursors, but the defunctionalization of highly oxidized Cₘ compounds is still an emerging field.

Our approach to the challenges outlined above involves the use of earth-abundant, first-row transition metals supported by ligands that possess redox reactivity. While first-row transition metals typically undergo one-electron redox changes, the coordination of redox active ligands to first-row transition metals permits the storage of extra electrons on the metal complex without the need to access energetically unfavorable metal oxidation states. The lower energy input is expected to directly translate to more efficient catalysts for the reductive coupling of carbonyl compounds and the reduction of highly oxygenated substrates.

To this end, a series of six redox active ligands and the corresponding divalent first-row transition metal complexes (V, Cr, Mn, Fe, Co, Ni, Cu, Zn) have already been synthesized. The spectral, structural, and electrochemical characterizations of these compounds are now currently underway. Spectral and structural data not only will reveal the identity of these compounds but also will validate electronic structure calculations. The electrochemical studies will not only guide subsequent synthetic efforts towards the one-, two-, and three-electron reduction congeners but will identify stoichiometric reaction conditions that facilitate carbon-carbon bond coupling and reduction of highly oxygenated substrates. Finally, once promising transformations are found, catalytic reactions will be developed and the responsible mechanisms evaluated with regard to both kinetics and thermodynamics.
Future Work

We will continue to develop synthetic routes towards new redox active metal complexes. As alluded to in the progress section, we have already prepared a series of divalent first-row transition metal complexes. Physical characterization of these molecules is presently underway. The spectral and structural characteristics of these molecules will be used in conjunction with electronic structure calculations to evaluate their potential in promoting chemistries of interest. The use of electrochemistry will not only guide subsequent synthetic efforts towards one-, two-, and three-electron reduction congeners, but will also be useful in identifying stoichiometric reaction conditions that facilitate carbon-carbon bond coupling and the reduction of highly oxygenated substrates. Finally, once promising transformations are found, catalytic reactions will be developed and the responsible mechanisms evaluated with regard to both kinetic and thermodynamic considerations.

Conclusion

The goal of the project is the synthesis of molecules suitable as fuels from readily available and sustainable molecules such as carbon dioxide (CO2), acetic acid, and glycerol. This has the potential to convert biorenewable and abundant molecules into molecules with potential use as hydrocarbon fuels.
Introduction
The main focus of this project is to develop synthetic strategies for making triarylamine-based nano-graphene (TAA-NG), a small piece of graphene with well-defined molecular structure. NG with flexible alkyl chains attached to the periphery of NG renders solubility in organic solvents and allows self-assembly of NGs with phase separation into nanoscaled morphology in composite materials. More importantly, the incorporation of heteroatoms such as triarylamine (TAA) into the graphene frameworks leads to a triangular shape and charge transfer characteristics, which, to the best of our knowledge, have never been attempted. The challenge of this project lies in the fact that the organic synthetic scheme for TAA-NG requires more than 20 steps. This is a costly and time-consuming process. Although synthesis of simple NGs have been demonstrated, synthesis of TAA-NG remains a challenge and the final yield of this compound may be low, which could impede us from developing applications using this materials. Therefore, our challenges are not only in the synthesis of TAA-NG, but also in finding ways to increase the yield of the final product.

We expect the as-prepared TAA-NG will reveal fine-tuned optoelectronic properties tailored for the applications in electrochromic, memory device, LED, photovoltaic cell, fuel cell, lithium battery, and super-capacitor. Success in demonstrating derivatized NGs in the above devices could have intellectual property value and warrants publications in high impact journals.

Benefit to National Security Missions
This project aims at developing nanographenes with tunable electronic structures and optical properties. The integration of functional NGs into clean energy technologies could bridge the gap between basic research and commercialization of graphene based energy devices. Further developing NG-based materials will strengthen our leadership role in NG research, which has strong ties to laboratory mission in the areas of exotic materials and energy security.

Progress
We propose a bottom-up organic synthesis approach to create organosoluble, functional graphenes with well-defined molecular structure, spanning sizes from benzene molecule to nanographenes. The novel nanographenes have been synthesized by FeCl3-assisted oxidation cyclization of the hexaphenylbenzene-based triarylamine derived from triphenylamine by subsequent stepwise iodination, Sonogashira coupling, and Diels-Alder cycloaddition. Branched alkyl side chains are attached to render solubility in organic solvents for further chemical reactions. The synthesized triarylamine is called nanographene consisting of three flakes, each flake consists of 13 fused benzene rings with a dihedral angle of around 109.5 degrees between them. The covalently triarylamine-attached nanographenes have been confirmed by X-ray, SEM, TEM, NMR, MALDI-TOF MS, and IR spectroscopy.

These nanographenes with strong donor-acceptor nature have revealed great promises for organic electronics and their optical and electronic properties. Of particular interest is the optical properties as they exhibit blue and yellow emission before and after fusion of benzene rings, respectively. These results validate an extended conjugation upon fusion of benzene rings through oxidation reaction using FeCl3. These nanographenes also self-assembled into higher ordered crystalline structure with controlled d-spacing from 3.5 to 4.36 Angstrom. Such precise control of d-spacing in nanographenes has never been demonstrated.

These as-synthesized nanographenes have been incorporated into the anode in lithium ion batteries, exhibiting superior charge capacity and charging-recharging
cycle stability. The decay of charge capacitance is less than 30% and the battery performance remains stable for more than three months. In contrast to our nanographenes, the graphene oxide (GO) and RGO have a capacitance decay for more than 70 percent in 30 cycles. Therefore, nanographenes have emerged as one of the most exciting battery anode materials. We will continue to explore various nanographene structures and try to establish structure-property relationships between nanographene structure and Li ion battery performance.

**Future Work**

In the next fiscal year, we will focus on the synthesis of heteroatom (N, or B) doped nano-graphenes through a newly designed synthetic route. Such synthesis includes Curtis rearrangement, Sonogashira coupling, Suzuki coupling, Diels-Alder cycloaddition, and Ullmann reactions. The molecular structures and crystallinity of these nitrogen/boron doped nanographenes will be characterized by X-ray diffraction, scanning electron microscopy, scanning tunneling microscopy, atomic force microscopy, MALDI-TOF Mass spectroscopy, infrared spectroscopy and nuclear magnetic resonance spectroscopy. Electronic and optical properties of these nitrogen doped nanographene will be determined by UV-Vis spectrometer and fluorescence spectrometer. We will measure the redox potentials of these nanographenes by cyclic voltametry, coupled with the absorbance spectra to construct the band diagram of nanographenes. The incorporation of nitrogen/boron in the nanographene is expected to increase the incorporation of metal atoms and rate of diffusion. Therefore, we will incorporate these nitrogen-doped nanographenes as part of anode material in lithium ion battery (LIB) and evaluate the performance characteristics in terms of capacity, stability through hundreds of charging-recharging cycles. We will also evaluate the use of these novel nanographenes as new electrochromic material, and demonstrate the use of these materials for memory devices.

**Conclusion**

We expect to achieve synthesis of processable nano-graphene. Our proposed synthesis promises ways to control NGs with size-dependent band gap, optical absorptivity, and charge transfer functionality. Success of this project is likely to generate a new class of materials with emergent functionality previously not accessible through fabrication methods. The integration of functional NGs into clean energy technologies could bridge the gap between basic research and commercialization of graphene based energy devices. Further developing NG-based materials will strengthen our leadership role in NG research, which has strong ties to laboratory mission in the areas of exotic materials and energy security.

**Publications**


Introduction
Boiling multiphase flows are ubiquitous in nature as well as in many industrial applications. Nucleate boiling, a well-known boiling phenomenon, has been recognized as one of the most effective heat transfer modes and used in a wide field of high-tech devices and systems such as nuclear reactors, heavy-vehicle engines, computer chips, and micro-electronic devices. However, despite years of tremendous research effort, many aspects of boiling are still not well understood, e.g., the physical mechanism causing the critical heat flux is not revealed. Novel methods are highly demanded for a better understanding of boiling multiphase flows. In the past years, the mesoscopic lattice Boltzmann (LB) method has been developed into an alternative approach for simulating multiphase flows, in which the interfaces can arise, deform, and migrate naturally as a result of particle interactions, without needing a cluster of marker points to track the interfaces or capturing the interfaces via the evolution of an order parameter. In this project, we will develop a novel, physics-based thermal LB model for modeling boiling multiphase flows to obtain new insights into the mechanisms of boiling heat transfer. We plan to approach the target in three stages by: (I) developing a novel thermal LB model for multiphase fluids with phase change, capable of treating large density ratios and a wide range of temperature variations, which is not achievable with existing models; (II) investigating boiling multiphase flows at the macroscale level, focusing on the topics of bubble formation with different wall properties, changes of flow patterns, the mechanism of the critical heat flux, as well as boiling flow in a rod-bundle geometry, which is the situation of important interest in nuclear reactors; (III) investigating the mechanism of boiling heat transfer in microchannels, focusing on key issues of the effect of surface tension, contact angle, and micro-structured surfaces.

Benefit to National Security Missions
The successful accomplishment of the proposed research will provide (1) an improved understanding of boiling phenomena, e.g., new insights into the physics of critical heat flux at different scales through mesoscopic modeling based on statistical-analysis and (2) an innovative technique, which can be coupled with molecular dynamics simulations and continuum models, leading to multi-scale modeling of thermal multiphase flows. The proposed work supports physics-based prediction models of departure from nucleate boiling, one of the grand challenge problems of the DOE Consortium for Advanced Simulation of Light Water Reactors (CASL). The approach will also have significant implications in other research areas including spray cooling, nucleate boiling heat transfer of nanofluids, and cooling of micro-electronic devices. It will support LANL Grand Challenge to develop transformative new energy technologies and to significantly enhance and extend the use of current technologies in a manner that is sustainable and that mitigates negative environmental, social, and national security impacts. It will also support DOE’s goals in promoting energy security.

Progress
At the time of this report, the Director’s Postdoctoral Fellow, Dr. Qing Li is expected to join the Laboratory in July, 2014.

Future Work
The overarching goal of this project is to develop a novel, physics-based thermal lattice Boltzmann (LB) model for modeling boiling multiphase flows to obtain new insights into the mechanisms of boiling heat transfer. We plan to approach the target in three stages by: (I) developing a novel thermal LB model for multiphase fluids with phase change, capable of treating large density ratios and a wide range of temperature variations, which is not achievable with existing models; (II) investigating boiling
multiphase flows at the macroscale level, focusing on the topics of bubble formation with different wall properties, changes of flow patterns, the mechanism of the critical heat flux, as well as boiling flow in a rod-bundle geometry, which is the situation of important interest in nuclear reactors; (III) investigating the mechanism of boiling heat transfer in microchannels, focusing on key issues of the effect of surface tension, contact angle, and micro-structured surfaces. In the next fiscal year, we will focus on stage 1. We will build upon our extensive expertise in the theory and applications of the interparticle potential multiphase LB model, as well as our experience with large-scale parallel computing. Specifically, we will implement physics-based equation of state into the multiphase LB model to enable the simulation of multiphase flow with large density ratio between the liquid and gas phase, representative of nucleate boiling phenomenon. We plan to publish 2-3 journal articles in the novel model and its numerical implementation on a computer.

Conclusion
The primary goal of this research is to develop a novel thermal lattice Boltzmann model for modeling boiling multiphase flows to obtain new insights into the mechanisms of boiling heat transfer. The successful accomplishment of the project will provide an improved understanding of boiling phenomena and an innovative mesoscopic technique. This project supports physics-based prediction of departure from nucleate boiling, one grand challenge problem of the DOE Consortium for Advanced Simulation of Light Water Reactors. The approach will also have significant implications in other research areas including spray cooling, nucleate boiling heat transfer of nanofluids, and cooling of micro-electronic devices.

Publications
Access to Industrially Important Optically Active beta-X-alcohols via Direct Enantioselective Ester Hydrogenation
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Introduction
Contrary to ketones, limited progress in the hydrogenation of less-electrophilic esters has been made during the last few decades. Industrial homogeneous reduction of esters still relies mostly on the use of metal hydride reagents such as LiAlH₄ or NaBH₄. Using these reagents, hydrogenation selectivities cannot be controlled and such spent (waste) reductants require energetically intensive regeneration input or disposal. Also the use of heterogeneous catalysis dictates the use of high temperatures and pressures and again selectivities cannot be controlled.

No reports describe detailed enantioselective ester hydrogenation despite the tremendous potential for synthetic organic chemistry. Current “state-of-the-art” catalysis in this area of chemistry has required complicated multi-step ligand synthesis as well and these ligands once synthesized often exhibit air-sensitivity. This work will thus focus on developing new well-defined chiral bifunctional molecular catalysts incorporating air-stable ligands for the enantioselective hydrogenations of esters via dynamic kinetic resolution.

Benefit to National Security Missions
Success in this chemistry could have significant positive impact for LANL, vis-a-vis the application of new approaches to polymers and materials synthesis, in energy applications, and in health related (e.g. pharmaceutical) R&D. This work if successful will potentially lead to high profile publications (Angew. Chemie., JACS, etc.) for the Laboratory and will place LANL at the forefront of this developing area of chemistry.

Progress
In contrast to ketones, limited progress has been achieved with respect to the hydrogenation of carboxylic (anhydride, imide, ester, carboxylic acid, carboxamide) and carbonic (carbonate, carbamate, urea) acid derivatives, despite the tremendous potential for synthetic organic chemistry and industrial applications. Reduction of these less electrophilic carbonyl compounds (for example to manufacture alcohols or amines) still relies mostly on heterogeneous hydrogenation catalysts operating under very harsh reaction conditions (for esters, for example 140−210 atm hydrogen pressure, 200−300 °C) or the stoichiometric use of metal hydride reagents, such as LiAlH₄, NaBH₄, and their derivatives. The later have poor compatibility with functional groups, and are atom uneconomical due to waste generation. During the past decade, significant and rapid progress in (particularly) ester molecular hydrogen hydrogenation has been achieved by utilization of conceptually new bifunctional molecular catalysts originating from the metal−ligand cooperation effects.

The aim of our work is to develop novel ligands and their corresponding transition metal complexes that will be used as novel catalysts for the catalytic hydrogenation of carboxylic and carbonic acid derivatives. In this regard, we have prepared a series of novel and new multidentate achiral ligands as well as chiral ligands from readily available, cheap commercial precursors. In contrast to traditional phosphorus containing ligands that are widely used in the area of catalytic homogeneous hydrogenation and have been significantly commercialized for the last two decades, many of our ligands are air-stable. We believe that our novel ligand scaffolds will open up new possibilities in bifunctional molecular catalysis. Using a number of these ligands, we have also prepared and structurally characterized a series of well-defined metal complexes and have begun to explore the hydrogenation characteristics of these molecules.

Future Work
We will incorporate newly developed and synthesized air-stable chiral ligands onto metals such as Cu in order to perform catalytic asymmetric ketone hydrogenation. These new well-defined robust Cu complexes can potentially be used in other important asymmetric transformations as well, (e.g. hydrosilylations, hydroborations, transfer hydrogenations, allylic substitutions, Michael additions, Henry reactions, etc.), so if time permits we will examine some of these reaction as well.

Conclusion
In addition to the environmentally benign processes outlined above, our goals will go further: currently, the ruthenium (Ru) catalyzed asymmetric hydrogenation of ketones (R. Noyori, Nobel Prize 2001) is the main route to produce optically active secondary alcohols. The utilization of expensive Ru catalysts however is unattractive in terms of cost. It is envisioned that if the enantioselective hydrogenation of ketones could be catalyzed by less-expensive base metal complexes. We will incorporate newly developed and synthesized air-stable chiral ligands onto cheap metals such as copper in order to perform catalytic asymmetric ketone hydrogenation.
Introduction
As the need to develop a closed nuclear fuel cycle grows, there are a number of technological challenges that need to be overcome. One of the most difficult challenges is the separation of the minor actinides (Am3+ and Cm3+) from the trivalent lanthanide fission products as they share many physical properties. A number of studies have shown that this separation is possible by employing soft ligands (such as those containing S or N donors), which preferentially bind the actinides (An) over the lanthanides (Ln). One particularly promising extractant is the SCN1- anion that provides enhanced separation of An over Ln. Although little is understood about why the SCN1- extractant is successful, it seems likely to be associated with the propensity of NCS1- to form more covalent An–NCS vs Ln–NCS bonds. We propose to characterize the M–NCS interactions by synthesizing An(NCS)xy- (An = Pu, Am, Cm) complexes and subsequently analyzing the An(NCS)xy- compounds using ligand K-edge X-ray absorption spectroscopy (XAS) and DFT calculations.

Benefit to National Security Missions
This investigation will develop a fundamental understanding of bonding for plutonium and the other actinide elements. The results will be applied to DOE’s efforts to design practical and efficient separations of the lanthanides and minor actinides. Moreover, the research will provide discrete probes for quantifying covalency that will be used in future efforts to analyze strategically important actinide materials and aid the DOE in its mission to support the national nuclear agenda that includes expanding nuclear power for energy security, preventing the spread of nuclear weapons, securing nuclear materials against theft, reducing the size of nuclear arsenals, and cleaning up the legacy of the Cold War.

Progress
At the time of this report, the postdoc was recently hired at the Laboratory.

Future Work
Work in FY15 will focus on developing a synthetic route to trivalent f-block SCN1- complexes, and (b) establishing the bonding character of these complexes through multiple spectroscopic and theoretical techniques, primarily S, N, and C K-edge XAS and TDDFT.

Conclusion
Completion of this work will mark the first synthesis of trivalent An3+(NCS)xy- compounds and the first transplutonium S, N, and C K-edge XAS experiments. Developing an understanding of the bonding in these complexes will shed light on both the differences in Ln/An–NCS interactions and highlight how An–NCS bonding varies as the 5f series is traversed from Pu to Cm.
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**Introduction**

This project researches and develops innovative approaches for the numerical modeling of high-speed material flows that leverage emerging computer architectures and are applicable to a wide range of scientific and national security problems. The technologies under consideration are designed to enhance fidelity and computational efficiency relative to existing methods, especially in the areas of vorticity, time accuracy, and thermodynamic consistency. The specific focus is high-fidelity three-dimensional algorithms that have not been previously applied to LANL and NNSA problems but have significant potential should they be successfully developed.

In addition to the above this project is investigating approaches for emerging computer architectures such as the Graphics Processing Unit (GPU). Effective use of this computer hardware requires a large shift in both the design of numerical algorithms and the use of simulation tools. The research performed under this project is intended to address both issues and thereby create a path forward for emerging architectures and Exascale concepts, for example by emphasizing accuracy over memory.

The development of transformative numerical algorithms that are simultaneously optimized for new computer architectures carries significant technical risk, but if successful will enable a dramatic leap forward in predictive simulation capability.

**Benefit to National Security Missions**

We expect our research to lead to orders of magnitude improvements in fidelity and computational efficiency for work related to NNSA Defense Programs, Non-proliferation, and Science Campaigns. The impacts of these improvements will include faster responses to programmatic questions; increased population sizes for Uncertainty Quantification and other sensitivity studies; greater detail in discovery-scale simulations; and an enhanced ability to model realistic 3D features. Our work will also enable the use of commodity mesh generation software, which could lead to cost savings of several million dollars per year, and reduce problem setup time. Lastly, our work will allow future compute platforms to be used earlier and more effectively.

Future Mission: The jump in simulation capability that results from our research will enable the solution of entirely new classes of problems and therefore has the potential to significantly expand the scope of the Laboratory’s simulation tools. New application areas might include design of blast mitigation structures for urban environments, energetic disablement calculations of Improvised Explosive Devices, anti-personnel and anti-structural analysis, and high-resolution studies of mix and ignition in Inertial Confinement Fusion targets.

**Progress**

During the past 12 months the project made important breakthroughs related to Lagrangian and arbitrary Lagrangian-Eulerian hydrodynamic algorithms. Specifically, a fundamental error in traditional Lagrangian hydrodynamic algorithms was discovered. After in-depth theoretical analysis, new algorithms which are free of this error were developed, implemented, and tested. Two peer-reviewed journal articles describing the new algorithms were submitted; one is in press and the second is under review.

Journal articles on arbitrary Lagrangian-Eulerian hydrodynamics, efficiency use of computer hardware, and innovative test problems also were published or submitted during the past 12 months. A total of four conference presentations were given along with one invited presentation at a high-level internal review.
The project made significant progress towards its major FY14 goal involving domain-decomposed parallelism. This work is expected to be completed around the end of the FY, and associated documentation will be produced in FY15. The project also completed preliminary work in support of its major FY15 goal involving multi-material simulation capabilities.

**Future Work**
The major 2015 milestone for this project is to demonstrate multi-material simulations with strength, including convergence analysis, comparison to experiment, and timing studies.

This work will be documented with journal papers, internal reports, and/or presentations at technical conferences.

**Conclusion**
The goal of this project is to develop innovative approaches for the numerical modeling of high-speed material flows that leverage emerging computer architectures and will form the basis of next-generation simulation tools. The impacts of this work will include significant enhancements in simulation detail and accuracy; reduced uncertainty in simulation-based responses to programmatic issues; advances in scientific understanding in the broader numerical modeling community; and increased diversity in the suite of methods that are trusted for LANL and NNSA problems.

**Publications**


Empowering the Expert: Machine Learning with User Intelligence
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Introduction
Scientists and intelligence analysts are very good at understanding and exploiting the specialized datasets with which they work; the problem is that there is too much of this data for them to look at. Data processing tools help to clean up, filter and identify the most relevant subsets of data, but recent developments in machine learning have indicated that there is a grand opportunity to dramatically enhance the efficiency and accuracy of this process, by involving the user in a more interactive dialog.

Traditional machine learning employs a fixed set of labels, supplied up-front by the user, to optimize data processing tools before they are applied to a larger dataset or data archive. This approach has proven successful both in theory (rigorous proofs) and in practice (commercial applications). Machine learning with user intelligence pushes the state of the art in two directions.

From up-front learning to interactive learning
Traditional machine learning tools stop when the human steps in. This means the expert is still the bottleneck in data exploitation: spending too much time in tedious and repetitive post-processing tasks and not enough time on validation and research. Machine learning with user intelligence starts when the human steps in, and tools are a force multiplier, where the user’s intelligence is the force to be multiplied, not an expense to be minimized.

From label learning to relational learning
Machine learning with user intelligence formalizes the interactive dialog with relational objects, stated in terms of motifs, clusters, alignments, matches and other generalizations of standard labels. By providing additional interface “bandwidth” between the domain expert and the data processing tool (and thus creating a better expression of the dialog in terms of graphical models), higher quality associations are produced, and more effective tools can be built.

Benefit to National Security Missions
This project empowers scientists and defense analysts to exploit specialized data in less time, and with greater accuracy, both by automating tedious and repetitive tasks and by enabling them to focus on validation and higher-level objectives. This general capability will be valuable to a large number of government agencies and missions. This project will also develop specific tools for (at least) two LANL applications:

Nuclear Material Forensics
Experts draw upon a vast understanding of the nuclear fuel cycle to quantify spectroscopy images, but they spend weeks each year manually correcting tool estimates of particle and grain boundaries. This project’s image quantification advances will be valuable to DOE, DHS, and DOD.

Cyber-security
Analysts draw upon a deep understanding of the computer network as well as attacker behavior to determine if anomalous network traffic requires further investigation. However there is simply too many anomalies for analysts to perform even the most cursory triage. This project’s cyber-security tools will be valuable to DOE, DHS and DOD, in particular for the protection of the NNSA complex itself.

Progress
In March of this year we hosted a mini-workshop on Interactive Machine Learning as part of the project appraisal. The two day event attracted 8 external speakers from industry (Google, Microsoft Research), academia (Caltech, Cornell, CMU, Indiana and UCSC) and government (JPL) who are at the forefront of Interactive Machine Learning. All participants were engaged, and we believe the event was productive and successful. Spe
cifically, it helped our team develop a new collaboration with Indiana University in the area of Interactive Relational Learning. We are hosting an Indiana University PhD student in this area over the summer, and he is helping apply Indiana’s expertise in these methods to LANL applications.

In other work, progress continued along the two main technical thrusts that we articulated in our roadmap / review article on Interactive Machine Learning that was published at the start of this year. We call the first thrust the ‘Training Dialog’, and it moves us from up-front learning to interactive learning (as described in the project description). Progress included:

• We presented our experiments comparing ‘user-in-the-loop’ training to traditional batch learning at the Visualization and Data Analysis Conference (VDA-2014), and received a Best Paper award. An extended version of this paper is in preparation for the Journal of Information Visualization.

• We developed a framework for Matched Pair machine learning that can potentially expand the range of tools and applications for Interactive Machine Learning and showed that in a plume detection application learning in the deployed environment outperformed learning offline.

• We also derived and implemented a set of learning methods, which unlike popular methods, solve supervised classification, robust (min-max) classification, Neyman-Pearson detection, anomaly detection and semi-supervised classification with the same time and memory complexity. We used these methods to develop a hemi-supervised Neyman-Pearson detector to find encrypted chat traffic in cyber network traffic. The resulting detectors significantly outperformed traditional signature based detectors on real computer network traffic. In the next year we plan to use these methods within a prototype interface we have developed with the LANL Cyber-security team for user-in-the-loop triage of network traffic anomalies.

We call the second thrust the ‘Training Vocabulary, and it moves us from label learning to relational learning (as described in the project description). Progress included:

• We developed a new mechanism to incorporate expert knowledge into Bayesian network structure learning algorithms. This was presented at the Los Alamos Postdoc Research Day and received a Best Poster Award.

• We developed a new graph-based optimization technique for finding optimal epitope coverage in aligned sequences, and presented it at the Conference on Data Analysis, where we also received a Best Poster Award.

• We continued to develop theory and algorithms for the interactive image quantification prototype. We identified and formalized the interactions of most interest, which we call Semantic Interactions and they include: Labeling, Grouping, Ungrouping and Matching. We extended our learning to merge (group) algorithms from Year 1 into two new algorithms that enable us to learn from Labeling and Ungrouping. We call these algorithms Deep Max Min Networks and Deep Segmentation Networks respectively. Initial results were presented at our March workshop and publications are in preparation. We also recently made a new connection between supervised classification and perfect matchings which may help us develop new methods for the ‘Matching Interaction’.

• We also continued to make theoretical advances on Loopy Belief Propagation algorithms. Specifically we developed a Bootstrap Belief Propagation method that is exact for perfect matchings on bipartite graphs, and bounded for more general graphs.

• We also applied Loopy Belief Propagation to a number of image problems relevant to the Labeling interactions, and compared its performance to a number of other approximate inference methods including Pseudo-Likelihood and Mean-Field approaches.

Building on the LDRD we secured new projects from DHS DNDO and the Intelligence Community. Both of these projects involve specialized analysts (in the DNDO project, chemists and microscopists, and in the IC project, non-proliferation and arms control experts). The methods we are developing for interactive image quantification and interactive network alarm triage are directly applicable to the DNDO and IC analysts respectively, and we are identifying opportunities to develop these programs further.

**Future Work**

**Task:** Develop methods for structured output prediction.  
**Goal:** Efficient and general purpose learning algorithms to support increased user interaction.

**Task:** Develop interactive learning strategies for Graphical Models.  
**Goal:** Algorithms that are robust to missing data and/or limited training examples.

**Task:** Identify and develop efficient strategies for combining inference and learning.  
**Goal:** A better understanding of the accuracy and robustness of interactive learning with graphical models.
Task: Implement initial tools for image quantification and cyber-security applications.

Goal: Software that domain experts can use on practical datasets and an experimental platform for the project.

Task: Develop synthetic and benchmark experimental frameworks for interactive learning.

Goal: An ability to evaluate the accuracy and utility of tools for practical applications at various levels of interaction.

Conclusion
Our goal is to provide a general framework for data processing tools that directly targets the post-processing bottleneck. We emphasize graphical models in this development, as these provide a balance of rigor and flexibility on the learning front and domain adaptability on the interactivity front. An additional goal is to develop new tools, optimized for specific applications in nuclear material forensics and cyber-security, where there is a critical need to make data exploitation more accurate and more efficient.
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Introduction
The goal of this project is accelerated materials discovery by advancing the state-of-the-art statistical inference and optimization tools to find materials with desired or targeted properties. This data-centric approach narrows the possible search space for improved prediction by teasing out hidden information that is present in the data for known materials. Until very recently, new materials have almost exclusively been discovered by intuition and costly trial and error. However, literally overnight the use of simple statistical inference tools is just starting to define the new field of materials informatics. Our key innovation is an integrated design loop - an excellent example of the paradigm of codesign. It is a departure in how to think about the problem of Materials Discovery by using sophisticated information theoretic tools developed in various contexts including pattern recognition, operations research, bioinformatics, but applying them in a unique way to materials science issues. As an example, we will focus on the class of functional materials known as piezoelectrics. These are materials which produce a large strain if an electric field is applied, or a large polarization if stress is applied. The need is to find materials with a large response and high working temperatures. Such materials have numerous applications, from energy harvesting devices to sensors, and N. America has been gradually and continuously losing market share in these markets. These predominantly lead based compounds are now banned in many parts of Europe. Our objective will be to search for new lead free piezoelectrics. However, the paradigm we will develop will also be applicable to other materials classes with their own targeted properties, and where possible, we will examine within this project other related materials classes.

Benefit to National Security Missions
Accelerated materials discovery is of strategic importance and relevance to DOE/SC initiatives. Moreover, the development of information science predictive tools to enable accelerated materials discovery is also a fundamental aspect of innovation in the above agencies. These tools are based on machine learning methods and are widely applicable to fields such as pattern recognition, statistical analysis and operation research, areas that are also of interest to these agencies. Our focus in this proposal is to demonstrate the new capability on the class of materials known as piezoelectrics and other functional materials. These are of interest to DOE/SC as they find applications as sensors and energy harvesting devices. More broadly, we will pioneer a new approach to materials discovery using information science predictive tools that will impact all missions that depend on materials, including the weapons program. The design loop we propose is also an example of the paradigm of codesign (which is gaining greater traction within DOE, for example,) - where learning a “model” is performed iteratively guided by experiments and computer calculations, which in turn are guided by statistical analysis.

Progress
The project, initiated 10/1/14, is an interdisciplinary project with IS&T and materials aspects. The key elements are to demonstrate materials design by using materials data on complementary materials where available, by performing experiments and calculations as part of the design and data acquisition strategy and, and by using and developing information science tools. We consider these aspects below.

Information Science
Previous analysis of materials data, e.g. for piezoelectrics, did not take into account uncertainties in predictions. By using bootstrap methods from the statistical sciences, we have not only validated previous findings, but have improved predictions of transition temperatures that agree much better with experimental findings. The merit of this work is that it emphasizes the impor-
tance of uncertainty quantification in materials design – an aspect largely ignored.

We used machine learning tools, such as support vector regression, for the first time on extensive materials data on perovskite compounds. Over the years, a structural stability map has been proposed by physicists to predict a priori whether a new compound will be stable or not. Such a classification, with hand-drawn boundaries between compounds, does not provide any idea of out-of-sample errors, a key yard-stick for determining how predictive a model can be. Our machine learning analysis, using cross validation, not only reproduces the existing classification but also predicts out-of-sample errors. We are also able to show how other features or descriptors of the data (that have not so far been considered by others) can also successfully classify the same data.

Prompted by procedures used in genomics, we have generalized a method for data visualization published by Tsafrir el al. [Bioinformatics 21, 2301 (2005)] and applied it to the datasets on hand. This method produces a visual representation of the clustering among correlated materials or features. The analyses shows that some features in the data mask the ability of others to generate physically natural clustering amongst the materials. This initial study prompted us to explore new machine learning methods called collective learning for feature reduction. These methods have previously not been used in the sciences and have the advantage of showing multi-relational ships amongst the data and will provide us with a means to construct prior probabilities for use in Bayesian analyses.

We have demonstrated a component of our proposal – adaptive experimental design- by using the knowledge gradient method to predict estimates of displacements for many ions for which ab initio data is not available.

We have written a manuscript entitled “Optimal Bayes Classification of stochastic dynamics”. Our classification approach goes beyond that of Dalton and Dougherty in that we are not restricted to Gaussian Processes, we make a connection with the well understand “Bayes decision function” approach and this sets the stage for applying Bayesian techniques to materials data.

Materials Science
To discover new lead free piezoelectrics, we have formulated a design strategy to use appropriate end components of a solid-solution. These components need to be mixed in specific volume fractions. The design space is therefore large. We synthesized several bulk ceramic compounds with varying fractions of components in order to build a data base of 11 phase diagrams, and by down selecting certain features, a learning model has been constructed to make predictions on volume fractions of components that will optimize the slope of the morphotropic phase boundary (MPB) – a key design criterion as this is where the property-piezoelectricity is a maximum. Three compounds have been synthesized, based on our predictions, and these compounds have measured characteristics consistent with our model. It is remarkable that the model is linear. Further experiments in the target window are being performed. Ab initio calculations are also ongoing to acquire data and identify key physics to feed into the domain knowledge.

Ab initio calculations have been performed to down select substrates and film compositions to fabricate and characterize layered non lead piezoelectric systems. This will drive experiments at MPA.

We have identified a new materials design system for further study on which we can perform experiments and ab initio work. This is the layered electrocaloric material system important for energy applications- whereby a change in temperature is obtained by applying an electrical field.

Future Work
The materials design problems we have so far established in FY14, for bulk and layered materials, will be forcefully pursued so that we continue to iterate between the synthesis, characterization and machine learning tasks. The bulk materials will use standard ceramic techniques and the layered compounds will use pulsed laser deposition techniques.

Abinitio calculations in bulk and on layered systems will be performed as a means to not only integrate with our defined materials systems and experiments, but also to generate data towards using machine learning on calculation/synthetic data.

We will continue to apply and develop the machine learning approaches we are using on our materials data. It has become apparent that there are significant challenges in dealing with small materials data sets (where powerful machine learning tools are not applicable), with appropriate feature selection, and with applying materials domain knowledge. To expand our data sets, we will explore the idea of “semi-supervised learning”, whereby a small labeled data set can be augmented with a potentially much larger *unlabeled* data set. The performance is better than traditional learning approaches, but incorporation of more materials domain knowledge will be important to meet our overarching goals of targeted materials
discovery. We will also lay the foundations of a Bayesian approach in materials science which will provide a robust analysis tool for materials science.

Although we have executed only parts of our proposed design loop so far in FY14, one of our goals will be to exercise this loop using an extensive database that allows for a large, virtual space of possible compounds with targeted properties. We will use methods such as knowledge gradient and its variations, which we have already begun to refine.

Conclusion
If successful, we will establish a new paradigm for addressing complex optimization problems that include multiple sources and choices to incorporate domain knowledge. Further, we will have developed tools and algorithms to deal with error estimation, with experimental design and employing materials domain knowledge in machine learning. Our success will be measured by our discovery of new materials with desired properties and greater insight into the dominant mechanisms (structure-property relationships) underlying materials phenomena. A main deliverable will be an Information Science & Technology based materials discovery capability for accelerated materials discovery.
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Introduction
Quantum mechanical Born-Oppenheimer molecular dynamics (QMD) provides a highly powerful, but computationally expensive, multidisciplinary tool to predict, understand and design materials and processes directly from the fundamental principles of quantum physics. Merging QMD with future extreme-scale computing therefore holds the promise of a major paradigm shift in materials science, chemistry, and biology. Unfortunately, this potentially revolutionary opportunity will never be realized without a radical re-design of current approaches to QMD, overcoming a number of interconnected fundamental shortcomings. Based on several LANL-unique innovations, including a conceptually new graph-based approach to quantum mechanics, we propose a major coordinated interdisciplinary effort to develop a truly transformative computational framework for a new generation QMD that is specifically tailored for extreme-scale computing on heterogeneous architectures and allows simulations for time and length scales that are multiple orders of magnitude beyond current capacity. A key element of the proposed work is the development of a radical alternative to the traditional computational algorithms that are unsuited to large-scale simulations. Our new graph-based approach for solving the electronic structure problem will enable us to combine, for the first time, high on-node computational efficiency with massive parallelism for QMD simulations, including on-the-fly interrogation of the electronic degrees of freedom for visualization or quantum response properties. We will develop and demonstrate this capability on two testbed applications (involving aspects of nuclear fuels, and protein structures and dynamics) where classical MD methods are inadequate or fail, and where QMD simulations have thus far been too expensive. This unique computational capability will strengthen LANL’s leadership in numerous mainstream priority areas in materials science, chemistry and biology, and it will have a lasting multidisciplinary impact on diverse applications that advance our missions.

Benefit to National Security Missions
This project will provide a new capability that will (a) benefit our mainstream Laboratory missions in weapons science and energy security by enabling the predictive modeling of fundamentally quantum mechanical processes occurring in energetic materials, nuclear fuels, actinide chemistry, and fuel cells; and (b) provide a competitive advantage to LANL as we target new opportunities in emerging areas such as the Materials Genome Initiative, biofuels, and partnerships with industry. To give one example, equations-of-state and opacities in highly nonequilibrium conditions important to the weapons mission rely increasingly on quantum mechanical molecular dynamics simulations, but are constrained by the small length and short time scales presently accessible. A number of recent DOE workshops have highlighted “the need to advance theoretical models of physical and chemical objects and processes, and to develop algorithms that effectively enable those models to be simulated on modern computing systems”, in particular: 1) advancing the speed and accuracy for quantum chemistry modeling on extreme-scale platforms, and 2) bridging length and time scales to enable seamless multiscale chemical reactivity modeling.

Progress
Quantum-based models of interatomic bonding based explicitly on electronic structure provide by far the most accurate and reliable descriptions of molecules and solids. Molecular dynamics (MD) is a powerful and broadly applied atomistic simulation methodology, the performance of which is dependent on the rapid computation of interatomic forces. The project will unite quantum-based models of interatomic bonding with large-scale, long-duration MD simulations by slashing the computational burden associated with the computation of interatomic forces in the former. The project is on-track to fully meet or exceed all of its deliverables for its first year.
Our primary breakthroughs both involve the development of new methods for reducing the complexity of electronic structure calculations from cubic scaling with the number of atoms, $O(N^3)$, to linear scaling, $O(N)$. While we have previously shown $O(N)$ performance in Born-Oppenheimer MD using sparse matrix algebra, our algorithm was limited to execution on a single CPU core. A parallel and highly efficient algorithm has been developed in sparse matrix algebra that scales nearly ideally with the number of CPU cores. We have also ported this code to graphics processing units (GPUs) using Nvidia’s cuSPARSE library. A radically new approach to parallelizing $O(N)$ electronic structure calculations in an MD simulation has also been developed. This is based on a novel graph-based partitioning of the workload that we believe will scale well on even the largest computational platforms.

The graph-based partitioning of the density matrix construction in electronic structure theory permits trivial parallelism by identifying localized interactions between atoms. In some respects it is a divide-and-conquer approach that avoids the pitfalls associated with a distance-based cut-off on the range of matrix elements. Furthermore, we have developed mathematical proofs that our new approach leads to small and controllable errors, unlike traditional divide-and-conquer algorithms.

Our primary deliverable a software package, PROGRESS, (Parallel, Rapid $O(N)$ and Graph-based Recursive Electronic Structure Solver) that in principle can be compiled into any electronic structure code. The development of PROGRESS is well underway and combines standalone code, code implemented in LATTE, as well as algorithms for GPUs based on Nvidia’s libraries or our own kernels in OpenCL.

The accelerated molecular dynamics (AMD) techniques pioneered by Voter and co-workers require very rapid force computations (< 0.1 s) and as a result the combination of AMD with electronic structure theory has been a challenging goal. We have performed the first proof-of-principal parallel replica AMD simulations of shock-induced chemical reactions using the LATTE code that included novel methods for detecting the onset of chemistry. We have also implemented three different thermostats in LATTE (Langevin, Andersen, and Nose-Hoover) that enable us to run trajectories in the canonical ensemble in which AMD is usually performed. Here, the combination of thermostats with fast, low-prefactor microcanonical extended Lagrangian Born-Oppenheimer MD has now been developed and demonstrated for the first time.

The LATTE code was extended to enable the use of traditional reciprocal space methods in the construction of the density matrix. The use of k-space integration is required in the development of a new atomistic model for uranium dioxide - one of our test-bed applications for PROGRESS. Access to k-space integration has also enabled us to develop new methodologies for the parameterization of tight binding models via matching electronic densities of states to the results of first principles calculations. Most significantly, this approach makes the automated, machine-based optimization of interatomic potentials possible – an area of research we are currently pursuing.

The application of quantum-based MD to biomolecular systems is another test-bed for PROGRESS. Here we have focused mainly on the DFTB+ code developed by Thomas Frauenheim’s group in Germany. We found that semi-empirical calculations of the electron density required for the computation of X-ray diffraction patterns compared very favorably with much more expensive first principles calculations. We are working with Frauenheim’s group on interfacing DFTB+ with PROGRESS to accelerate the performance of this heavily used code.

Finally, a GRA is working with us on the development of a novel scheme for switching between fast, zero electronic temperature $O(N)$ methods and finite electronic temperature algorithms on-the-fly in order ensure smooth and continuous potential energy surfaces during the making and breaking of covalent bonds. We are currently making excellent progress toward this goal.

**Future Work**

Building on our progress during year 1, our tasks and goals for year 2 include:

- The exploration, development, and proof-of-principle application of schemes for the efficient partitioning of computational work from a graph theoretical approach.
- Application of accelerated MD to organic systems (liquids and biological) based on both adaptive self-consistent field calculations and parallelism.
- Investigation of the utility of TB+U in obtaining good electronic densities of states for actinide-based materials.
- The continued development of the PROGRESS package to multi-core and multi-node architectures, including graphics processing units.
- The continued exploration of sparse matrix methods on traditional architectures as well as graphics processing units (via the cuSPARSE libraries).
- Further work on the computation of charge densities from density functional tight binding for the simulation of protein structures and associated X-ray diffraction patterns.
Conclusion

Our chief result will be a general, interdisciplinary, computational capability that will enable us to analyze, understand, predict and design materials and processes directly from quantum theory, at time and length scales that are multiple orders of magnitude beyond current capacity. This will be delivered in the form of the portable and openly available program package that can be used with a broad class of electronic structure codes. The development will be guided through two testbed application systems of LANL mainstream mission relevance: 1) protein structures and 2) nuclear fuels.
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Introduction
Network science research has been primarily focused on the simplification of dynamic graphs to static graphs and their topological characteristics. But processes on networks such as the spread of a virus on a social network, traversal through a cyber network, and cascading failures in a power grid are critically dependent on the dynamic nature of the underlying network.

These dynamic graphs are at the heart of technological and scientific problems in electrical power grids. Deployment of new technologies, such as renewable generation and electric vehicles, is rapidly transforming electrical power networks by coupling previously distinct spatiotemporal scales and challenging traditional approaches for designing, analyzing, and operating power grids. The interactions of spatiotemporal scales in power systems are pushing the limits power engineering best practices and we need to develop general complex system models at the appropriate level of network detail necessary to isolate and analyze the relevant static, dynamic, and stochastic phenomena.

Computer networks are also inherently dynamic and non-stationary. Capturing the dynamics of user activity through coarse-level and high-fidelity modeling is critical to understanding normal activity and detection of anomalous activity. Only recently has a network-wide (graph theory) viewpoint been taken.

The CNLS brings a unique perspective in the integration of interdisciplinary approaches and ideas to the subject of network science. The CNLS has been a leader and innovator in Information Science and Technology. In particular the CNLS has helped provide new approaches in theory and modeling of networks for more than 10 years. The CNLS has helped nucleate efforts at LANL for applications of networks in neurocomputation, smart grid, and cybersecurity.

Benefit to National Security Missions
Information Science and Technology is a Laboratory strategic pillar that touches a broad spectrum of science at LANL from discovery science to pivotal program needs. This proposal directly addresses Complex Networks capabilities through the modeling of dynamic networks and with applications to cybersecurity and power systems ("smart grids").

This proposal develops core information science and technology capabilities needed to address the open questions of the Office of Electricity that intersect with the scientific goals of DOE’s Office of Advanced Scientific Computing Research (ASCR) Applied Mathematics Program such as uncertainty quantification in complex engineered networks.

This project will innovate with basic research supporting LANL’s internal cybersecurity programs and Global Security programs. Effective cyber defense of the weapons complex is essential to its security and effectiveness.

Progress
We studied random intersection graphs which are random bipartite graphs projected onto one set of the bi-partition. Such graphs capture the bipartite nature of many real world networks, such as some cyber networks, and social networks. Notably, they allow the description of sparse random graphs with tunable clustering, while at the same time are mathematically tractable. Recent work in network science has explored the "tree-like" properties - such as hyperbolic geometry, $k$-core decomposition, and tree decomposition - of real world networks. We proved that the simplest model of random intersection graphs has unbounded hyperbolicity in the sense of Gromov.

We published the article by Garcia, Giani, Poolla “Partial state estimation for electricity grids,” as part of the
Decision and Control (CDC), 2013 IEEE 52nd Annual Conference. Power system operators rely critically on state estimation for verification, fault detection and localization, and re-dispatch under contingency operations. In current practice, power system data within a control area such as voltages, phases, real and reactive power flows and injections, are relayed to the operator using SCADA systems. We formulated the problem as an over-determined weighted nonlinear least squares problem and used the formulation to explore techniques to accelerate state estimation. Our techniques, inspired by uncertainty quantification methods, compute state estimates at a small subset of buses using limited measurements from the power subsystem of interest.

We developed algorithms for placement of phasor measurement units to prevent unobservable attacks. This work was presented in the lecture “Phasor Measurement Unit Placement for Unobservable Attack Detection” at the International Conference on Critical Infrastructure.

Using a partial differential equation model for the electrical load flow, we have analyzed the induction motor dynamics in a distribution feeder under the effect of a fault/disturbance. We have found that the steady state behavior of the rather complex dynamics of inductor motor stalling in a distribution feeder can be predicted with reasonable accuracy at the end of a fault. This result could be used to accurately estimate the critical fault clearing time to avoid instability. This work was presented in a poster titled “Critical Clearing Times and Simplified Models for Fault-Induced Delayed Voltage Recovery.”

Future Work
For FY15 we will seek the following goals:

- Create comprehensive ODE/PDE models for power systems that incorporate the different devices and controls that are making inroads into electrical distribution networks, e.g., PV systems, electric vehicle charging, and frequency responsive loads. The ODE/PDEs approach will address the interaction of emergent phenomena arising from the interaction of new smart-grid components.
- Develop reduced-order stochastic models of the short-term dynamics that are key to understanding power outage cascades. We will develop new approximate statistical methods to capture underlying interactions and scale separations and seek effective parallel control algorithms to mitigate cascades.

Conclusion
We expect to develop research results with three interlocking themes:

Dynamic Networks
Develop models and algorithms for temporal random graphs; seek theorems for connectivity and reachability in the models; and explore the range of possible temporal correlation patterns.

Power Systems
Create comprehensive ODE/PDE models for power systems; develop reduced-order stochastic models of network power-outage cascades; develop mathematical tools to capture system energy and thermal states.

Cybersecurity
Model as dynamic networks; develop techniques including hierarchical models to capture statistics of bursty network communication patterns; create inference methods and fit cyber authentication network data to the temporal random graph models.
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Abstract
We developed a framework for hardware-software codesign as a semi-formal optimization problem. While the modeling framework is applicable to other problem domains, we focused on accelerated molecular dynamics (AMD) as an application that features the need for computational scaling. We view codesign as search and selection from a vast space of hardware and software designs that map to performance metrics. The objective function that we optimized for has as main components run time (or computational rate), problem size, and hardware cost. We define software designs in a hierarchical fashion with the main hierarchy levels of Application/Problem, Model/Equations, Algorithms, and Software implementation, where changes to higher levels are more fundamental than lower level changes of, say, a specific data structure. The hardware architecture is defined as a hierarchical set of components that interact with each other and offer services to an application through operating system and system software. Our performance prediction methods model at different levels of detail, thus covering the trade-off space of accuracy vs. scalability in both time and size.

From our chosen applications domain perspective, our results have brought within reach atomistic simulation tools that enable the study of processes such as ductile spall failure under shock conditions and the evolution of radiation damage. Achieving this required a two order of magnitude increase in simulated time over current state-of-the art computing.

Background and Research Objectives
After many years of Moore’s Law processor speeds have leveled out and advances in computational power are now coming from massive parallelization, architectural heterogeneity, and increasing programmer-level architectural complexity. In almost every scientific field, without radical modification of algorithms to adapt them to the hardware, harnessing the full theoretical speed of next-generation computers will be impossible. As a specific example, consider the application focus of this proposal, molecular dynamics (MD) methods, a standard workhorse in materials science and many other fields. Given the linear scaling of MD with respect to the number of atoms, system size and total simulation time can in principle be traded for one another given a perfectly scaling MD code. Using a traditional parallel MD code based on spatial decomposition, i.e., where contiguous groups of atoms are assigned to each processor, this ideal scaling is compromised by two factors: first, for very large numbers of atoms per node and hence short simulation times, the total system size is limited by the available memory; second, for small numbers of atoms per node, the communication overhead required to pass the position of the atoms across the interfaces between domains severely limits the achievable simulation time. For infrequent-event systems, which make occasional transitions to a new state (e.g. the diffusive jump of a vacancy in a solid), accelerated molecular dynamics (AMD) methods developed at Los Alamos can be employed to reach longer time scales. The AMD methods, which are described below, are typically most effective for small systems of up to ~104 atoms. In the case of the parallel-replica dynamics (ParRep) method, many replicas of the entire system are evolved simultaneously and independently, eliminating the need for inter-domain communication except when a transition occurs. ParRep gives exact state-to-state dynamics if it is implemented carefully, and this re-casting of the work amounts to a parallelization of time. The chief overhead in ParRep is associated with the preparation of the new replicas after each transition, so for a system with very infrequent events, long-time simulations are possible.

The severity of the problem facing us becomes obvious when we estimate the behavior of MD or ParRep on an anticipated realization (in say 2020) of an exascale machine with 108 processing cores (Fig. 1). The increased memory will allow simulations up to ~1014
atoms for ps time scales, and ParRep for very small systems might reach second time scales if the events were very infrequent (once per 10 ns for 1000 atoms), but essentially no new territory is covered in the middle range. The important regime of 106 to 109 atoms for microseconds to milliseconds is still totally inaccessible, meaning we will have no direct way to simulate processes such as ductile spall failure, dislocation pileup and release at grain boundaries, or radiation damage annealing involving multiple cascades, all of which are important materials science problems and critical to the DOE mission. In short, if we do not find a new paradigm for implementing MD methods onto advanced computer architectures, critical problems in materials science that could in principle be addressed in a powerful way with MD or AMD will remain utterly out of reach for the indefinite future. We believe the answer to this problem lies in the development of a formal co-design capability that optimizes hardware and software simultaneously.

**Scientific Approach and Accomplishments**

The scientific approach and accomplishments are best presented along the two major tasks: (i) building the Accelerated Molecular Dynamics (AMD) simulator AMDSim and (ii) developing a detailed Profile-Parallelize-Predict (PPP) approach for automatic parallelization.

We have developed the AMDSim code suite, consisting of TADSim to simulate temperature accelerated dynamics simulations, and ParRepSim to simulate parallel replica dynamics simulations as well as several combinations and extensions of these two basic methods, such as speculative execution of transition branches, alternate variations of checking for transitions, multiple high-temperature settings.

The codes have been thoroughly tested and validated against the real code using a metallic surface diffusion system. The validation process took longer than we had anticipated due to a few software errors but also due to the physics of the studied system, which turned out to be more complex than we expected. We developed a model for the escape rates (e.g., a diffusive jump of an atom on the surface) that includes an additional temperature dependence to account for anharmonicity. We also found it was important to include a temperature dependence in the number of steepest-descent iterations required to detect transitions. With this more refined model of the physics built into the TADSim code, a very satisfactory set of validation results was obtained. After the validation period, we started large parameter scans.

AMDSim is the first member of a new class of tools called application simulators, parameterized fast-running proxies of large-scale scientific applications using parallel discrete event simulation (PDES). Parameterized choices for the algorithmic method and hardware options provide a rich space for design exploration and allow us to quickly find well-performing software-hardware combinations.

The TADSim simulator models the Temperature Accelerated Dynamics (TAD) method, an algorithmically complex and parameter-rich member of the Accelerated Molecular Dynamics (AMD) family of molecular dynamics methods. The essence of the TAD application is captured without the computational expense and resource usage of the full code. We accomplish this by identifying the time intensive elements, quantifying algorithm steps in terms of those elements, abstracting them out, and replacing them by the passage of time. Our perhaps most spectacular result is the predicted scaling of a combination of ParRep and TAD, which is shown in Figure 2: ParRepTAD will achieve a speed-up of up to 100,000 over the traditional TAD method. ParRepTADSim is an application simulation of an unimplemented AMD method that combines two established AMD methods. ParRepTAD achieves speedups of more than 100,000 at a count of 1000 replicas, compare to the 1000 speedup of the base TAD method. ParRepTAD successfully uses thousands of replicas and thus compute cores, allowing us to trade off smaller speed-ups with smaller core counts as shown in the figure with the different plots lines for different replica counts.

The PPP component is an automatic parallelization scheme of serial programs via a multi-step tool chain. The tool chain itself consists of several discrete components, some freely available open-source software (most significantly the LLVM compiler infrastructure), and some developed by this project. In brief: a program in any language that LLVM or GCC can accept (C, C++, Fortran, etc.) is transformed to the LLVM intermediate representation, then transformed to introduce and maximize parallelism, essentially by respecting exactly the data dependencies, and otherwise ignoring the control dependencies that are often largely artifacts of the sequential programming language. In this form the program exhibits a theoretically maximal degree of parallelism. Subsequent analysis and transformation schedules the instructions with respect to a processor budget, memory access constraints, data transfer costs, etc., in other words, optimally or near-optimally on an arbitrary, hypothetical computer architecture.

Typically the goal is to minimize make span—the time for all computations to complete, but other metrics are possible, such as total energy consumption. In this way we can answer such questions as “Given an architectural specification, what is fastest a given program could possibly run on it?” or “Given a program, what is the fastest it could run
with current semiconductor technology but with unlimited budget?” In the context of the whole project, this gives us the automated performance prediction needed in the co-design optimization loop. Independently, we believe that the PPP capability has the potential to be a game-changer in automated program parallelization.

**Impact on National Missions**

Our optimization framework consisting of the concept of an application simulator (such as AMDSim) and the automatic parallelization tool chain PPP provides the unique capability of co-designing hardware and software on a sound semi-formal basis. It will enable effective implementation of physics simulations on future novel computer architectures. For our molecular dynamics application domain, the framework is enabling us to reach regimes to study a wealth of poorly understood phenomena of critical importance to the lab mission, including nuclear weapons, energy systems, and armor, to name but a few.

![Figure 1. The need for codesign in Next Generation HPC Systems for (Accelerated) Molecular Dynamics](image1)

**Figure 2. ParRepTADSim is an application simulation of an unimplemented AMD method that combines two established AMD methods. ParRepTAD achieves speedups of more than 100,000 at a count of 1000 replicas, compare to the 1000 speedup of the base TAD method.**

![Graph showing ParRepTADSim Results](image2)
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Abstract
We have evolved a qualitatively new predictive-science capability exploiting emerging high-performance computer architectures for multiple national-security-critical application areas—including kinetic plasma simulation, and free-surface ocean simulation—by simultaneously evolving domain science, applied math and numerical methods, software, and hardware in an integrated computational co-design process. We have further developed new, self-consistent, two-way, scale-bridging methods that have broad applicability to the targeted science, will map well to emerging heterogeneous computing models (while concurrently guiding hardware and software to maturity), and provide the algorithmic acceleration necessary to probe new scientific challenges at unprecedented scales. The results of our project include 1) a paradigm shift in the pursuit of world-class science at LANL by bringing a wide spectrum of pertinent expertise in the computer and natural sciences in to play; 2) a computational co-design knowledge-base, built upon an evolving software infrastructure; and 3) a deeper understanding of, and experience-base with, consistent, two-way, scale-bridging algorithms.

Background and Research Objectives
Our goal has been to define, develop, and employ a computational co-design process, encompassing at one end, non-trivial computational physics problems, and at the other a range of current, emerging, and to some degree hypothetical, hardware architectures. This required defining at a high level the co-design process we followed, and in more detail, the methodology. The process broadly prescribes functional areas—domain science, numerical algorithms and solvers, computer science, and hardware (processor and node-level architecture)—and the communication and feedback among them. The methodology distills our philosophy for this largely uncharted territory. The results and deliverables of this project fall into three main categories: a paradigm shift in multi-scale physics on emerging architectures, a knowledge base for computational co-design, and the development of a community—both internal and external—around LANL’s approach to co-design.

CoCoMANS is a computational co-design project with an algorithms focus. Our basic premise is that hierarchical algorithm development is key to gaining computational efficiency on next-generation architectures. This hierarchical approach is designed to match the hierarchy of these expected machines—vastly increased arithmetic ability with relatively stagnant network bandwidth. It is our view that traditional vendor interactions via proxy applications and effective “code porting” are important, but not sufficient, in achieving this goal. In the end, we advocate for new algorithm development that allows for effective use of emerging architectures and provides a clear advancement in predictive simulation—the proverbial “win-win.”

Scientific Approach and Accomplishments
People working in three main functional areas staffed our project team. First are the domain scientists whose main task is to build applications that generate “real” scientific results. Second are the people that focus on solvers and numerical algorithms that are then used to build domain science applications. Third, computer scientists are concerned with implementing the applications, solvers, and numerical algorithms in the most efficient manner on a variety of hardware platforms. Note that there is often significant overlap in these areas that facilitates our co-design process. For example, numerical algorithms people often have deep knowledge of multiple scientific domains and our computer science staff have detailed knowledge of many different hardware architectures.

We evolved a process of iterative refinement based on cyclical co-design interactions between these functional areas. Domain scientists have interacted with numerical methods experts to develop optimal multi-scale physics
algorithms. Computer scientists have implemented these methods on various hardware, run tests and experiments, and feed results back to the numerical methods staff who then may need to provide feedback to domain scientists. While co-design interactions naturally focus on “nearest neighbor” relationships, there must be some notion of the “big picture” to facilitate a broader co-design loop when necessary.

Our accumulated co-design knowledge base consists of artifacts created during the project life cycle. Most importantly, we have built a software infrastructure for HO codes that allows us to target multiple, architecturally divergent, hardware devices with a single source code base. This framework lets us express our algorithms at a level of abstraction that can be understood by a domain scientist (e.g. PDEs) while simultaneously allowing computer scientists to transparently generate efficient code for these varying architectures.

In addition, we have produced a persistent, organized, history of our co-design process. This history is first captured as an evolving source code repository of the many test codes we have written—from simple micro-benchmarks to our final compact applications. Second, we capture the tests we have run and their results, also tying these tests to the actual codes that were run to generate the test results. This combined knowledge base enables us to duplicate, partially or in total, our co-design iteration cycles for future, as yet unexplored, system architectures.

We have significantly advanced the concept of moment-based scale bridging algorithms which we have referred to as Higher-Order / Lower-Order (HO-LO) methods. We have two distinct yet closely related approaches to this idea. One that utilizes the Jacobian-Free Newton-Krylov (JFNK) method and the concept of nonlinear elimination. The other involves a Picard iteration between the HO and LO problem with the possible use of Anderson acceleration. Both approaches use a reduced space problem (LO) to algorithmically accelerate the convergence of the fine scale HO problem. Simultaneously, due to their hierarchical nature, the HO-LO algorithms map naturally to emerging architectures. This natural mapping allows us to maximize use of arithmetic capability while simultaneously minimizing data motion. In essence, we are maximizing our use of the plentiful resource, flops, while minimizing our use of the scarce resource, network bandwidth). Additionally, both HO and LO algorithms exploit multi-level parallelism wherever possible. These HO-LO algorithms have a much broader application base than what we have explored this far, especially within the LANL ASC program.

Within our plasma physics application we have clearly demonstrated a “Win-Win”. Using the HO-LO approach we have develop a 2-D electromagnetic implicit PIC solver. This solver conserves energy and is not required to spatially resolve Debye lengths, all while being second order accurate in time. This is an algorithmic first, and very important. However, in addition, the approach allows for significant use of on-node flops with minimal node-to-node communication. With this 2-D compact app software in place, we are expecting a number of important new physics simulations to evolve while efficiently using emerging architectures.

For the most part, we have also achieved a “Win-Win” in free-surface ocean models with tracers driving thermohaline circulation. We have established that a modern JFNK-based solver, with nonlinear elimination and sub-cycling, can achieve second-order accuracy in time simulations using time steps noticeably larger than the standard split-explicit method. The standard split explicit method sub-cycles an explicit LO problem with in Picard iteration. Our new approach sub-cycles the HO problem within an implicit LO solver. It has been demonstrated that as a result of the hierarchical nature of the algorithm, significant on-node HO solver flops can be achieved for minimal node-to-node HO problem communication. This will be crucial for the efficient use of these emerging architectures.

Finally, we have defined a plan for moving forward with these concepts within the LANL ASC program with the goal of impacting the next generation integrated codes. An argument has been made for evolving the HO-LO concept to multi-physics simulation involving multiple HO problems. An advanced HO-LO algorithm could enable a task-based parallelism programming model where individual HO problems could be executed concurrently. This is in direct contrast to the current ASC multi-physics approach where individual HO problems are advanced sequentially. This latter approach will most likely run into severe synchronization & communication bottlenecks that will limit efficient use of emerging architectures. It remains to be seen if the LANL ASC program will invest in the development required for this advanced HO-LO concept.

In addition to these accomplishments this project has supported the research of three US citizen PhD students. These students are Jeff Willert (Applied Math, NCSU, Spring 2013), Will Taitano (NuE, UNM, Spring 2014), and Chris Liebs (Applied Math, Univ. of Colorado, expected Fall 2014). Two of these PhD students (Willert and Taitano) are currently LANL post-docs both involved with the LANL ASC program.
Impact on National Missions
The architectural changes in computing systems that we addressed in CoCoMANS are expected to continue well into the future. To effectively utilize these forthcoming systems many of the algorithms used in current computational simulations will need to change. Our HO-LO approach, proven successful in CoCoMANS, shows promise for many related areas include nuclear weapons, fusion and fission energy, and climate/energy effects. The research results of this project prepare for a LANL leadership role in the DoE Exascale Initiative and can be applied effectively to urgent needs within the NNSA ASC program. By demonstrating a paradigm shift in our specific application areas, we have defined a computational co-design blueprint—the HO-LO algorithmic approach, high-performance software frameworks, and a pragmatic co-design process—that can be applied to other applications requiring fine-scale physics fidelity.
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Hierarchical Sparse Models for Robust Analysis of Video Data

Steven P. Brumby
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Abstract
Vision is one of the hardest and most intriguing problems in artificial intelligence and computer science. Advances in the field have hinged on three fundamental challenges: (1) how to create mathematical models of natural video sequences that can generate and interpret the visual scene; (2) how to learn image feature representations in such models across many spatial and temporal scales and for many object categories; and, (3) how to exploit the sheer size and richness of large-scale video datasets now becoming available. This LDRD project has successfully addressed these three problems and has created novel video analysis models and algorithms the speed of which surpasses human capabilities. Our project has brought together world-class researchers in statistical modeling, computer vision, and high performance computing and allowed us to make a breakthrough in the description and understanding of video datasets.

Background and Research Objectives
One of the great remaining scientific challenges is to understand the structure of the visual world. Such understanding requires developing both the theoretical framework and the practical learning algorithms needed to decompose natural video sequences into a finite set of objects, drawn from thousands of categories distributed over a wide range of spatial and temporal scales. The widespread availability of high-resolution video cameras, mass storage devices, and cluster-on-a-chip processors has enabled tremendous opportunities in computer vision research, providing datasets large and rich enough to develop new ideas for how to represent and understand natural scenes. A breakthrough in this field has the potential to impact many important tasks, from automating safety and security inspections in critical facilities (e.g., nuclear reactors, hospitals), to enabling more autonomous ground vehicles and persistent surveillance in urban settings.

Scientific Approach and Accomplishments
Over the last three years our team brought together world-class researchers in statistical modeling, computer vision, and high performance computing. We pursued new research directions for three complementary areas of information science and technology: (1) We developed semisupervised learning algorithms to build multi-category deep probabilistic networks and study the performance of these models and algorithms on real-world data-sets with application to object detection, classification, and change/anomaly detection; (2) We extended the theoretical framework of sparse representations and compressive sensing to learn hierarchical sparse representations that describe video data of natural scenes at many spatial/temporal scales and many levels of object complexity; and, (3) We exploited manycore CPU and massively parallel GPU (graphical processing unit) computing technology for efficient training and fast execution of our models and algorithms, and explore size, weight and power (SWaP) constraints on algorithm and software design for next-generation smart sensors.

We have integrated the advanced sparse representation algorithms (non-convex basis pursuit denoising algorithms) into the high performance codes, producing a new code we call VAST (Video Analysis and Search Technology). We were the highest-ranked Institutional Computing proposal for 2013, and were awarded 1.5M core-hours/years for 2013 and 2014. The team has produced a total of 27 publications.

The team has identified and collected a new partially-labeled video dataset to support our core research, the Twitter Vine social media video dataset of public data, currently being posted worldwide at a rate of ~1M videos/day. At the conclusion of this project we have over 1 petapixel of video from this source, which has generated significant interest amongst sponsors and visitors (to give a feel for the scale of this data base, printing every frame at a standard 300 dpi would cover 2 million
reams of paper, filling 15 semi truck trailers to their load limit). Social media video is an exciting new type of data, with many real-world applications ranging from epidemiology to facility security to intelligence, and the volume of social media video is expected to explode with the arrival of wearable networked video cameras (e.g., Google Glass). This data complements existing holdings of satellite imagery, aerial video, ground video, astronomical imagery, and social media (still) imagery that we continue to work on in new projects.

We worked with LANL Technology Transfer (TT) Division to support Intellectual Property (IP) protection and licensing of tools developed under the LDRD-DR. TT has contracted external counsel to support 3 patent filings based on our work. This year we organized and co-sponsored a Center for Nonlinear Studies workshop on Statistical Image Analysis in conjunction with our mid-project review. Feedback from our mid-project review was very encouraging. The capability we are developing under this LDRD-DR has have brought in a number of DoD and USG Phase I demonstration projects and members of our team are supporting new projects won from DARPA (DARPA/ MTO UPSIDE program) and NNSA+DTA. We also started developing a collaboration with New York University (NYU) Polytechnic Center for Urban Science and Progress (CUSP), which grants us access to urban remote sensing video and social media datasets that directly support our core technical goals and position us for follow-on projects.

We also supported one of the student teams at LANL Engineering Institute’s Dynamics Summer School, which provides us with the opportunity to work with video data collected by a small remotely-piloted helicopter. We demonstrated practical and theoretical advantages of learning reduced sets of highly discriminative features for classification data problems. Moreover we led an effort on Worldview-2 wide area multispectral imagery analysis and ground cover classification using sparse representations over machine learned dictionaries. We also developed and implemented methods of pre-conditioning training-data to learn multiscale vegetative, hydrologic, and geologic dictionaries of land cover features. Finally, we developed and implemented an image classification algorithm for astronomy imaging surveys from Palomar Transient Factory, improving the figure of merit by a factor of two. The Python code implementation has been running successfully at NERSC since July 2013.

In the last year of our project the main accomplishments were training the VAST code on various applied data sets for Work-for-Other sponsors. We were able to accelerate the training process using a clever math trick, which resulted in a patent application. We applied sparse methods to Palomar Transient data and halved their false alarm rate for the same detection rate for optical transients. That code is now running nightly at the Palomar Observatory. We created a graphical user interface (GUI) tool to run VAST that allowed exploration of social media data including Twitter Vine videos. We demonstrated how to run our code in virtual machines and used the Amazon cloud to host our GUI demo and process/classify videos with multiple object categories. Finally, a spinoff company was created to commercialize the VAST video analytics code base.

Impact on National Missions
The theoretical framework, algorithms and codes developed in this project have provided a solid basis for new information science and technology capability to support several of LANL’s core mission areas. Robust, fast, automated understanding of video has the potential to revolutionize analysis of large-scale video data of experiments and simulations, global-scale environmental science, proliferation detection, and safety and security applications (perimeter security, workplace safety monitoring, remote hazardous inspections). This capability has also significantly impacted DOE/NNSA and our other US government partners by enabling: autonomous vehicles using passive video sensors, automated threat detection, forensic imagery and video analysis tools, persistent surveillance video tools for warfighter support, forest fire monitoring, border security, remote inspections of infrastructure, disaster response, and robotic space exploration. We presented our results at leading conferences, published in high impact scientific journals, and successfully developed projects with external sponsors.
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Enabling Data-aware Distributed Scientific Computing
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Abstract

Multiple domains of scientific studies are facing problems with the analysis of large amounts of diverse distributed fast-accumulating data [1]. Fundamentally, there are four challenges [2] that need to be overcome. The first is the problem of assembly: each elementary step in the solution now depends not only on many more data items, but also needs to reconstruct the result from highly fragmented and distributed data. Second, contrary to the standard model of a database that absorbs data infrequently and formats them to be able to answer multiple queries regarding the existing collection, today most disciplines gather data faster than the questions change. Third, a typical question now depends on correlating various kinds of data streams that do not have an intrinsic feature that can register the items in the various streams with respect to each other. And, finally, much of the large data can only be curated statistically, and the analysis methods need to be robust against errors in any single piece of data. This project demonstrates a few commonalities between the challenges faced by these diverse domains, and finds common methods to solve them. In particular, it develops a method for expressing the typical scientific computation that works on many exchangeable items of data in terms of a programming paradigm that is slightly more general than the Map-Reduce architecture developed by Google [3], and implementable on a wide variety of machines connected by the internet. It also shows that one of the most efficient means of using data to obtain information about scientific theories, called the Maximum Likelihood (ML) approach, can be carried out as a streaming update or estimation from distributed data without expensive colocation. Both of these developments can be used in aid of virtually all scientific fields that use big data in their inference.

Background and Research Objectives

We are fast entering the age of big data: the cost of generating data is fast shrinking, but the cost of storing, moving, and analyzing such data is ever growing. In addition, uncontrolled collection, use, and colocation of big data lead to serious privacy concerns. Nevertheless, the payoff in using such data is large, and controlling the problems is essential if we are to answer the next generation of scientific challenges. This is most obvious in the problems dealing with surveillance and situational awareness, where large quantities of diverse distributed data need to be correlated to effect early detection of problematic anomalies. But, the same problems arise in deeply theoretical scientific domains where rich models of reality need to be parameterized by equally vast amounts of observations and constrained by correlating many kinds of data. Thus, for example, the idea that we might, some day, be able to understand the entire metabolome of a simple organism, or the entire connectome of the human brain would remain a fantasy if we are unable to harness the power of big data.

In many of the scientific disciplines facing this problem, the issue is not to generate the data. Fast techniques exist today for extracting the relevant information from our physical world. It is rather the cost of validating and cleaning such data, of moving them to a central location, of assembling various fragments into meaningful units, and of using them to parameterize scientific models that is becoming prohibitive. Currently, every scientific discipline that is facing this issue is using expert knowledge and worker experience to find pragmatic solutions that work in that particular field. In this fashion, commonalities due to the underlying integrated nature of the problem that can be exposed by a mathematical and computer science approach to this problem remain unexploited.

On the other hand, the use of big data in the scientific domains is markedly different from those in information query. When one searches over a large database, one is essentially asking questions about correlations between various search terms. Even the scoring systems that
characterize the importance of a result are often represented as a quantity diffusing over the network of connections between the items of data. All of these are inherently linear estimation situations on data of homogeneous and flat structure. Scientific data, by contrast, are often hierarchical, of diverse nature, and used to fit extremely nonlinear models.

The problem of parameter estimation is well studied and the kind and amount of data needed are often well understood by the domain experts. The problem remains that the algorithms for such estimation are often stated for data that is co-located. Applied to distributed data, these algorithms suffer from large amounts of expensive data movement. In this project, we therefore studied two aspects of this general problem: first, we developed a method for carrying out ML estimation in a streaming or distributed fashion, and second, we developed a general method for programming using distributed data stores. We then applied these developments to aspects of bio-surveillance.

**Scientific Approach and Accomplishments**

Maximum Likelihood Estimators are asymptotically unbiased, consistent, and efficient; so they are the method of choice for estimating parameters for scientific models. Sometimes their estimation is expressed as the simple arithmetic average of a function evaluated on individual pieces of input data. When this is the case, it is easy to apply it to both streaming and distributed data: essentially, this follows from the fact that the average of data relegated to distinct stores is a simple weighted average of the averages of the data stored in each. This simple picture breaks down when the ML estimator is not a simple average.

Nevertheless, in many cases, the ML estimator can be rewritten as a function of a small number of quantities, each of which is an average. In these cases, the problem of ML estimation can be simplified by maintaining a reduced state consisting of these averages, and calculating the final estimate from this state. The state is a small amount of data that can be continuously updated and passed around. Nick Hengartner and colleagues developed this method into a systematic procedure. The fundamental idea in the method is to develop an approximation for the ML estimator in terms of the Taylor expansion of the log-Likelihood function. An example of sequential estimation of the parameter of a truncated Poisson distribution is shown in Figure 1. The parameter estimation fluctuates initially, but, as is expected, the ML estimator stabilizes and approaches the correct value as the data stream from which it is extracted gets larger.

Such problems of estimation of Poisson parameters are very common in surveillance domains where the fundamental problem can often be expressed as the detection of anomalous rates of events. The theoretical model sets the expectation of what a problematic anomaly looks like: thus, for example, a cyber attack usually involves connected sets of anomalous connections, rather than random anomalies across the network. One, therefore, builds models of rates of normal traffic on individual links and on connected sub-graphs, usually modeled as a time-varying Poisson process. As part of our project we investigated the efficacy of updating the model in a streaming fashion rather than re-estimate starting from the entire datastore.

Though in a different problem domain, a similar problem arises in bio-surveillance. Isolated instances of diseases are less of a public health threat than epidemics spreading along the contact routes. Again, the primary quantity that needs to be estimated is a rate of infection along each contact link, where the problem is, however, complicated by heterogeneity and comorbidities. We investigated the nature of available data and how they may best be used to estimate \( R_0 \), the basic infection rate, and how to update the estimate as new data comes in.

Equally important as the statistical problem, however, is the issue of being able to program a distributed data store. Problems in which one needs to average some quantity, and, by the results stated above, these are aplenty, rely on a very homogeneous view of the data store. The general operation in which a hierarchical data structure can be reduced to a single state in a parallel way is the central operation in many functional languages: in particular, it is often called a fold or a reduce operation. The other basic piece that is needed to build up the general computation is of course the map operation that can work on isolated pieces of data and apply a function to them. Using these building blocks, Google implemented a general programming model called Map-Reduce that alternately applies a Map operation, followed by sorting and collecting the data items, and then applying reduce operation to the subsets of the data.

The standard implementation of Map-Reduce, however, requires a specialized architecture called Hadoop that automatically implements the intermediate sort, and provides redundancies and fault-tolerance that are essential for big-data computing. Our investigators Mike Fisk and Curt Hash presented a new idea [4] that extends this in three ways. First, they isolated the core calculational units from the input-output routines so that the ‘machine’ can be used with user-defined, possible hierarchical, data formats rather than flat key-value stores. Second, they allowed an implementation on commodity machines on the Internet without needing superuser privileges. Finally, they allowed
additional operations that can bypass the expensive sorting operations when those are unneeded and can allow expression reuse. The resulting implementation called Filemap was then tested and, as shown in Figure 2, found to outperform Hadoop implementations most of the time.

**Impact on National Missions**

Big data is of central importance to a number of problems of national interest. In particular, situational awareness and ubiquitous surveillance needs us to be able to analyze large stores of distributed data without co-locating them, co-location is both expensive and raises serious privacy concerns. This project, though directly affecting cybersecurity and bio-surveillance has the potential to affect many other projects such as activity-based intelligence for nuclear non-proliferation.

**Figure 1.** Sequential estimation of the parameter of a truncated Poisson distribution. The true value of the parameter is 2, and only nonzero sample values are available. The estimator asymptotically reaches the true value and the fluctuations diminish with time.

**Figure 2.** Comparison of Filemap with previous implementation in a simple task on various platforms. Except on a laptop where its overhead of setting up the parallel structure compared to a straight serial implementation is not compensated, it beats the competing implementations by factors of up to 14.
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Introduction

The project aims at developing novel quantum methods or transformations for fast signal processing. A generalization of the well-known Fourier transform (FT) to design transformations that could be implemented on a quantum processor with dramatic speedups is of interest. The quantum method will be applied to problems in signal analysis and quantum metrology. In particular, the project focuses on developing a quantum variant of the so-called fractional Fourier Transform (frFT) suitable for exponentially fast implementation. In signal analysis, the frFT is more powerful than the FT because it allows to eliminate unwanted noise in more general scenarios. For a sample of size N, a quantum frFT that could be implemented using logarithmic in N or log(N) operations on a quantum-information processor is ideal. (The same transformation takes more than N >> log(N) operations on a conventional computer.) The quantum frFT will be used to build methods for radar analysis and image processing that are exponentially faster than conventional ones. The potential of such transformation for quantum metrology (high-precision sensing) and related quantum algorithms will also be studied.

For risk mitigation, the project includes two complementary approaches to find the transformation. Even if an exponential speedup for the frFT implementation cannot be formally proved, polynomial speedups are already a major advance towards proving the power of quantum information in signal analysis.

Benefit to National Security Missions

This is a novel approach in quantum science with interdisciplinary impact that will generate new interdisciplinary collaborations. This research is a direct response to the FY13/FY14 IS&T Grand Challenge on quantum information science. The project also enhances other capabilities at Los Alamos, including ensing, metrology, and quantum cryptography.

Previous LANL research on quantum information led the PI to start new collaborations with Sandia National Labs on building a small-scale quantum computer, to obtain an NSF grant bringing summer students to LANL, and to obtain an AFOSR grant in collaboration with the University of Pittsburgh. The current project will enhance LANL’s capabilities in the quantum arena for a sustainable future, allowing the ECR investigator to start a program in quantum methods to solve important science problems of mission relevance.

Progress

We have followed a physical approach to develop a quantum transformation that is a good approximation to the desired quantum fractional Fourier transform. The approximation error decreases very fast (exponentially fast) with the dimension of the space of the problem, making it an excellent candidate for applications. Remarkably, the implementation cost of our approximate quantum fractional Fourier transform is significantly smaller (almost exponentially smaller) than the implementation cost of the corresponding conventional fractional Fourier transform. Thus, the first milestone of this project has been achieved on schedule. Our results have been presented in conferences and we are in the process of submitting a manuscript.

Future Work

The main task for FY15 is applying the developed quantum fractional Fourier transform (frFT), or an approximate version. Of special interest are problems in simulation of continuous-variable quantum mechanics and problems in signal analysis. In all these cases, we expect our transformation to provide major algorithmic quantum speedups with respect to the conventional algorithms for these problems.
Conclusion
If successful, our proposal on building a quantum frFT will bring an entirely new tool for signal processing and related quantum-information tasks, with dramatic speedups over conventional methods for those problems. Based on preliminary results, we expect to find a quantum frFT with desired properties in the near future. Potential complications may arise when looking for an efficient implementation on a quantum processor. We will hedge against these complications by attacking this problem with two different approaches. Moreover, if necessary, we can avoid excessive overhead in the implementation by building approximate transformations instead.
Introduction
This research explores thermal phase transitions in quantum systems. Two sets of codes will be developed, the first is a static, perturbative treatment. This will extend a standard treatment for quantum gases at finite temperature to study multicomponent, dipolar quantum gases. The second set of codes, is a stochastic method, this theory will more fully account for the fluctuating nature of quantum systems. Both codes will be used to study intriguing quantum behavior near thermal phase transitions. Completely developing the SPGP method in 2 years will be a challenge - there are many technical challenges to be met. These codes will tackle an interesting problem: thermal phase transitions. Understanding such complex systems is a significant challenge, with substantial payoff.

Benefit to National Security Missions
The numerical methods studied here are an important step in developing hybrid quantum/classical codes that can treat fundamental quantum behavior in high temperature regimes. Solving a full quantum treatment at high temperatures is simply not possible, and therefore an alternate method needs to be developed which retains aspects of quantum behavior. That is exactly what this work does.

This work additionally looks at phase transitions of quantum systems. This will help understand the behavior of finite quantum systems beyond ideal settings and conditions.

Progress
This year we have made good progress on developing the tools need to study multi-component gases.

Russell, the postdoc, and I are working well together and doing separate, but related projects and learning from each other well. We are sorting through a large amount of data and preparing a few papers.

We each have working bogoliubov codes for the multi-component gases and we are analyzing them in a distinct manner to more quickly develop our understanding of them.

Russell has developed the desired codes (SPGP) and will soon run them to the dipolar system.

Future Work
In the next year, I will fully develop a perturbative and static treatment known as Hartree-Fock Bogoliubov Popov (HFBP). With this code, I will study the thermal phase transition of a two component immiscible, dipolar quantum gas.

Next, I will start the development of a dynamic method known as the Projected Gross Pitaevskii (PGP) method. This method will study two thermal phase transitions: the miscible/immiscible character of the quantum gas and the phase coherence as temperatures is changed. This method will be able to go to the strongly interacting regime, unlike the first method (HFBP).

Conclusion
The goal of this project is twofold: first, develop two flavors of codes to study finite temperature quantum gases. Second, study thermal phase transitions of quantum gases. It is unknown how temperature alters the miscible/immiscible character of ultracold quantum gases. Additionally, study the thermal phase transitions which dictates the coherence of the quantum gas. This work will influence how experiments are run and how finite quantum systems are understood.
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Abstract
“Hot” problems (supernovae, inertial confinement fusion, oxy-coal combustion) can require an accurate simulation of radiative heat transfer, but modeling the nonlinear exchange of energy between moving matter and photon radiation is a considerable algorithmic and computational challenge. The Implicit Monte Carlo (IMC) method has emerged as the preferred approach for high-fidelity radiation simulations, but its underlying equations can produce nonphysical solutions for large time steps, and its stochastic implementation leads to statistical noise, particularly in “cold” problem regions. We propose a novel way to use a low-order linear algebra (deterministic) calculation to simultaneously (1) enhance the temporal accuracy of the IMC solution, (2) reduce its statistical uncertainty, and (3) accelerate the overall calculation. Specifically, averaged interaction coefficients are generated during the high order calculation and provided to a dimensionally reduced deterministic solver that then calculates an estimate of the upcoming radiation and material temperature solutions. The approximate material temperature is then exploited to provide time-centered (instead of time-explicit) interaction coefficients and a physics-based time-step controller for the upcoming IMC cycle. The approximate radiation temperature is utilized to reduce the statistical uncertainty in the IMC solution, to reduce the time to solution, and to identify important problem regions to further accelerate the calculation. Thus primed, the IMC calculation is carried out and supersedes the approximate solution. We deployed this approach in production software and demonstrated accuracy improvements and reduced variance.

Background and Research Objectives
The Implicit Monte Carlo (IMC) method, first published in 1971, provides a means of solving the nonlinear thermal radiative transfer (TRT) equations, which describe the time-dependent interaction of radiation and matter [1]. Because the material temperature and radiation are strongly dependent on each other (nonlinear), the IMC method solves the time-dependent problem one time-step at a time by assuming some of the temperature-dependent data can be “frozen” at the beginning of a time-step. This is accurate so long as the time-steps are not too large and the temperature does not change too much, but this is difficult to ascertain before examining the solution, and the solutions are expensive enough with respect to computer resources that they are not typically repeated. Additionally, as the name implies, IMC solutions are typically generated using Monte Carlo methods in which “particles” are computer-simulated by randomly generating them from thermal sources, allowing them to probabilistically scatter and/or absorb throughout the matter, and then tracking them until they either leave the system or survive into the next time step. In the limit of an infinite number of particles, the solution that the particles trace out is the exact solution of the IMC equations, but, with finite resources, this solution always contains some stochastic “noise”, or statistical variance. There are ways of reducing this variance by changing the way the particles are tracked to preserve the average solutions, but current software uses relatively simple techniques that can result in high variance even at high particle counts.

The objectives of this research were to provide a means to inexpensively guess the shape of the solution at the end of an upcoming solution in order to increase and/or control the accuracy of the IMC solution and to reduce the statistical variance in the IMC solution. This is accomplished by creating a new, low-order system of equations with many fewer unknowns than the IMC equations that can be solved deterministically (using linear algebra instead of Monte Carlo) before each IMC cycle. The data needed by the deterministic solution is constructed using information gathered from the previous IMC time step. The deterministic temperature solution can then be used to generate time-centered, temperature-dependent data, which is more accurate
than the beginning-of-time-step data, and the radiation solution can be used to reduce solution variance throughout the problem using a technique known as weight windows. When this research began, this had never been done using production software; it had only been demonstrated in an academic setting [2]. Techniques that couple Monte Carlo and deterministic solution methods are referred to as hybrid methods.

**Scientific Approach and Accomplishments**

At this project’s outset, the preliminary hybrid method employed a low-order system that is difficult to extend to multidimensional problems. The low-order system also required several approximations that are known to be inaccurate for free-streaming radiation. Therefore, we derived a new low-order system of equations that is more extendible to multidimensions and used fewer approximations [3]. We then implemented the required tally information into Jayenne software, which is production software for solving the IMC equations. We also created a new software package, Asterisk that coupled Jayenne software to Capsaicin software, which is a production deterministic software package. Throughout the project, software verification and regression tests were developed and exercised daily using modern project management software (subversion, Redmine, and CDash). Having done this, we demonstrated the accuracy of the approach in the premier conference for this field [3].

We then recruited a summer student, Alex Long, to assist in the development of weight windows for variance reduction. In Jayenne and other Monte Carlo software packages, particles are often assigned a particle weight that is allowed to vary as the particle is tracked. The magnitude of the particle’s weight is proportional to its effect on its contribution to the solution estimates. Previously, there was no means of controlling the minimum and maximum weights of IMC particles in Jayenne software. Weight windows controls the maximum particle weight in a region by splitting a single, heavyweight particle into multiple, lightweight particles. In order to conserve energy in our version, the minimum particle weight is controlled by making it more likely for the lightweight particles to be absorbed. The center of the weight window is set using the expected radiation intensity computed by the low-order deterministic method from the previous time step, which, according to theory, produces nearly uniform Monte Carlo densities and statistics. By the end of the summer, Alex implemented a new version of weight windows into Jayenne software and demonstrated its effectiveness through Asterisk in a staff activity seminar, thereby providing a first-of-a-kind capability in production IMC software. Since that time, coupled problems using both the temperature prediction and the weight window have since been demonstrated, although there is more work to be done in order to make the process more robust.

Fortunately, this project was appraised highly and was also selected for transition to programmatic funding near its conclusion. In particular, further studies may now continue to build on this work by expanding allowable spatial mesh types, analyzing any limitations in the low-order discretization, and considering alternative weight-window centerings, in particular, using some of the recent adjoin work that has been proven very successful in global, steady-state problems.

**Impact on National Missions**

Because this project was demonstrated by coupling existing and creating new production software, it is straightforward to continue the path to deployment in laboratory software used to model high energy density physics (HEDP) experiments, including inertial confinement fusion (ICF) problems. These problems can require very large particle counts and time-consuming user trial and error to prevent statistical noise from seeding instabilities into their hydrodynamic evolution. Using automatic variance reduction, as described in this work, ameliorates the adverse effects of statistical noise on the overall solution in a user-friendly way.

Additionally, because hybrid deterministic-Monte Carlo methods constitute cutting-edge research in this field, research progress and visibility in this area already has and will continue to attract top graduate students to work at LANL.

**References**
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A Computationally Efficient Model for Warm Dense Mixtures

Didier Saumon
20130244ER

Introduction
This research will create the theoretical and computational framework to model mixtures of two (or more) materials in the “warm dense matter” regime. This will be a new, state-of-the-art capability to model extreme states of matter that will support future experiments at high-energy-density-physics facilities (e.g., the National Ignition Facility) and numerous fundamental and programmatic applications involving the hydrodynamics of dense plasma mixtures.

Warm dense matter (WDM) conditions typically occur at temperatures of 5000 to 10,000,000 degrees and densities from a tenth to fifty times normal solid densities. WDM is too hot to be treated by the standard methods of condensed-matter and liquid-state physics, but too cool to be modeled as a weakly coupled plasma; it is too dense to be treated as an ionized gas, but not dense enough to approach simplifying asymptotic limits. It lies in an intermediate region where all the physics matters and simplifying approximations are elusive. It is a frontier of high energy density physics of great practical importance.

WDM mixtures lie at the heart of unsolved problems in planetary science and stellar astrophysics. Examples include the phase behavior of hydrogen and helium in Jupiter and Saturn and gravitational stratification of elements in white dwarf stars. WDM mixtures also occur during the implosion phase of inertial confinement fusion capsules and in nuclear explosions.

Our proposed work lies at the forefront of this exciting and rapidly growing field. While large-scale simulations, such as quantum molecular dynamics, are currently the favored approach to study WDM, they are computationally very expensive — requiring hundreds or thousands of computing hours for a single result. By contrast, our model, based on a modern variant of the “quantum hypernetted chain” theory, holds the promise of being a hundred to a thousand times faster, comparably accurate, and tractable for mixtures.

Benefit to National Security Missions
NASA
The primary applications thrust of our research is astrophysical — with an initial focus on examining hydrogen and helium phase behavior in Jupiter and Saturn, and understanding heavy-element diffusion in DZ white dwarf stars. In a broader sense, this research will create a robust capability for scientists to develop accurate equations of state and transport coefficients for wide varieties of astrophysical phenomena.

Understanding of Materials
Warm dense matter is a frontier of materials physics. Because it describes a region of temperature and density space devoid of simplifying approximations, all of the physics matters. It is also a region difficult to probe experimentally. The capability to model mixtures in this regime will advance our basic knowledge of materials behavior in extremes.

MaRIE
One of the objectives of MaRIE is to probe experimentally the same regions of temperature and density that we are describing theoretically, so the two programs are complementary. Our theoretical model could be used to design and guide MaRIE experiments, and the experimental results could be used to validate and improve our model.

NNSA/DP and Nuclear Weapons Programs
During a nuclear explosion, and in inertial confinement fusion, mixtures of warm dense matter can be created. This research potentially enhances our capability of modeling materials as they pass though this regime.
NNSA/Non-proliferation
The ability to make accurate equations of state for a wide variety of warm, dense, mixed materials lends itself to better anticipating and ameliorating the effects of rogue WMDs.

Progress
Validation of the model for warm dense matter (WDM) mixtures
The primary means of validation of the model is by comparison with simulations that involve fewer approximations but that are computationally much more expensive. These fall into two broad categories, the so-called Quantum Molecular Dynamics (QMD) and the Thomas-Fermi Molecular Dynamics (TF-MD). The latter is more economical of computer time and is appropriate at high temperatures and high densities where quantum effects become less important. We have compared our ionic pair distribution functions with simulations for several systems: 1) published TF-MD mixture of copper and deuterium with excellent agreement, 2) QMD simulations of a carbon-hydrogen mixture over a wide range of temperatures and densities. Here we found excellent agreement at high density and temperature and very poor in the limit of low density and temperature. Further investigation showed that chemical bonds form between carbon atoms in the low-temperature mixture, a phenomenon not accounted for in our model. A comparison with our own TF-MD simulations of the same mixture, in which bonding cannot occur, shows much better agreement. 3) finally, a first test for a carbon-oxygen mixture (relevant to our applications to white dwarf stars) with our TF-MD simulation shows excellent agreement.

In summary, our mixture model is quite reliable for the prediction of the structure of the plasma for temperatures above 10000K and densities above that of the solid. Certain elements (such as carbon) can form strong chemical bonds that persist in the WDM regime, in which case our model is no longer applicable.

Diffusion coefficients
The calculation of ionic inter-diffusion coefficients applicable to white dwarf stars is one of the major applications of our mixture model. The diffusion coefficient is a dynamic property of the plasma related to the motion of ions but our mixture model is a purely static model. We devised an approach by combining the output of our static model with the dynamics modeled in a classical molecular dynamics simulation to obtain the diffusion coefficient. As both our model and this approach are fairly new, we have spent considerable effort to validate it by comparison with the diffusion coefficients obtained directly from our TF-MD simulations for several one-component systems. We have compared with published calculations for boron, copper, deuterium and iron, and with our own extensive simulations for aluminum. In all cases, we have found excellent agreement, usually at the level of a few percent and never worse than 10%. This is within the accuracy of state-of-the-art simulations and is quite remarkable. This validates our model and our approach and we can now proceed confidently to mixtures. Our first calculation for a mixture (carbon-helium) shows agreement to better than 3%. We have started the validation for the carbon-helium mixture over a wider range of density and temperature prior to calculating an actual table for applications to white dwarf stars. These results will be presented at an international white dwarf conference near the end of FY14.

Thermodynamics of mixtures
We have developed a formulation for the calculation of the thermodynamics of mixtures and implemented it in a computer code. Our first test, for a published mixture of iron-helium (in the TF-MD approximation) shows an excellent agreement of better than 3% on the pressure over the full range of mixing ratios (Fe/He=0 to 1).

Publications
Much of this substantial amount of work is ready for publication. We are well along in writing a first draft of a publication of our model for mixtures.

Future Work
Diffusion coefficients
We will complete the validation of the calculation of the inter-diffusion coefficient for C/He mixture with comparisons with TF-MD simulations, establish its range of validity and generate a large table of coefficients with convenient fits for use in models of white dwarf stars. If time permits, we will do the same for another mixture of interest that has a large asymmetry, such as calcium-helium, for application to white dwarf stars.

Equation of state
After a suitable validation over the range of temperature and densities of interest, we will compute tables of the equations of state of carbon-helium and of carbon-oxygen mixtures in the WDM regime of interest for white dwarf stars.

Publications
We will submit a publication on our mixture model before the end of FY13. We will follow with a publication on the diffusion coefficients and another on the equation of state for carbon-helium mixtures.
Conclusion
The primary result will be a robust capability to calculate the equation of state and transport coefficients of warm dense mixtures using a single, unified approach with no adjustable parameters. We will develop the theoretical framework, implement the model in codes, validate the model through comparisons with experimental data and quantum molecular dynamics simulations, apply the model to study high-impact astrophysical problems related to planetary luminosity and white-dwarf stars, and advance the model to the point where it can be broadly used to generate a variety of equations of state for mixtures relevant to astrophysical, fusion, and national security research.

Publications

Introduction

We consider the problem of mapping an existing sequential code onto a model of a multi-core high-performance computing (HPC) system so that the memory access/communication cost is minimized. This can be achieved by achieving high data access locality, one of the most important properties of efficient HPC codes. For instance, modern computer processors such as Graphics Processor Unit (GPU) and Cell have limited amount of local memory and the time of data transfer between that memory and the global memory is huge compared to the cost of computation or the cost of local access. Hence, it is important to have a method that maps the operations of a software code onto a hardware model in a way that maximizes locality and data reuse, i.e., such that as large as possible amount of computations are performed on the data in the local memory before that data is replaced with new data. Unfortunately, the corresponding mapping optimization problem is very difficult to solve efficiently as it is NP-hard. Hence, we will look at a subclass of all software codes, namely nested-loops, and at a subclass of all transformations, namely affine transformations. Previous research has shown that those subclasses capture the most relevant from practical point of view types of codes (as loops are usually responsible for most of the total computation time) and, on the other hand, result in optimization problems of manageable computational complexity.

Our goal is to address the algorithmic challenges and to design mapping algorithms that are both accurate and scalable and to test their performance on a prototype mapping tool.

Benefit to National Security Missions

Co-design has been recognized as one of the high-priority areas of research for Information Science and Technology at LANL. This project focuses on a key step of the software/hardware co-design process – mapping the software representation onto the hardware model in order to maximize data reuse and locality and increase the amount of parallelism. The success of this project will advance the ability of LANL and DOE in solving the co-design problem and building competence for achieving exascale capabilities. This will lead to computers with improved performance and price parameters, improving the existing simulation capabilities. It will positively affect multiple application areas that rely on high performance computing and computational simulation for their data analysis and prediction.

Progress

The goal for the second year was to complete the missing details of the optimization framework and to apply it to a code from the PolyBench benchmark. For that purpose, we chose the 3-point Jacobi-1D stencil and applied the Pluto tool in order to determine an optimal tile shape. Pluto is publicly available software for code parallelization and optimization based on the polyhedral method.

Having fixed the shape, the tile sizes were left as variables for an optimization problems, together with a few other software and hardware parameters. Those variables were used for developing an analytical cost model that includes analytical submodels for performance and cost. The performance model evaluates the execution time as a function of several software parameters such as tile sizes, number of tiles and number of threads per processor and several hardware ones, such as times for transferring a data unit between different memory types and synchronization costs for the Graphics Processing Unit (GPU) architecture. For the cost submodel, we chose energy as a cost measure and modeled it as a function of the above parameters plus a few additional ones such as the energy consumed for transferring data between memory units of a given type.

One of our key achievements is that we were able to...
model both the time and the energy as analytical functions of the parameters that allowed us to solve the corresponding optimization problem very efficiently, in just a few seconds. That optimization problem, central to our codesign framework, aims at finding a combination of software and hardware parameters that yields the best performance tradeoff with respect to execution time and cost, in our case cost and energy.

Our work so far showed that one of the most challenging and risky aspects of our framework, solving an optimization problem over a very high dimensional solution space, can be successfully addressed by a combination of polyhedral and performance modeling. It also yielded the first codesign solutions for the Jacobi-1D stencil and the GPU architecture, and we are currently validating and evaluating these solutions.

The reported work has been done in collaboration with faculty and students from Colorado State University and University of Rennes, France.

Future Work
During the third year, our first task is to complete the validation of the time and energy models. We will determine, by using micro-benchmarking, the values of several hardware parameters used in our time and energy models. Then we will match the times and energies predicted by the models and those found by measuring and, by comparing them, will calibrate the model and analyze its accuracy.

We are also planning to use more advanced tiling methods applicable to high-dimensional codes, such as the hybrid hexagonal tiling by Grosser et al. and to develop the corresponding optimization frameworks. That will allow us to apply the methodology to 2D stencils such as Jacobi-2D.

We will furthermore extend the results to multi-GPU systems, which generally is a very challenging task. However, thanks to our polyhedral approach, this task can be made feasible by generating higher-level tiles that can be sent to different GPUs, combined with the lower-level tiles already used in our single-GPU model. That will increase the number of variables of the optimization problem, but given the efficiency of the existing optimization algorithm, we expect the problem to be solvable in very reasonable time.

Another interesting problem that we hope we will have time to work on is combining several different codes into the same optimization problem. That will correspond to the problem where a hardware platform has to be optimized for executing several, rather than a single, algorithm.

We are planning to write several papers summarizing our results and submit them to prestigious conferences.

Conclusion
We will formulate several versions of the optimization problem discussed above and develop efficient algorithms for their solutions. We will combine our new algorithms in a proof-of-principle tool and will test it on optimizing nested loops for GPU type architectures. The loops will be chosen both from simple linear algebra and numerical methods codes during the development phase, as well as on advanced codes used at LANL (e.g., in molecular dynamics simulations) for which GPU type implementations exist. The goal will be to compare the quality of our solution against hand-optimized GPU implementations in order to validate the results.

Publications


Contextual Learning and Recognition

Alexei N. Skurikhin
20130265ER

Introduction
Event and object recognition requires analysis of massive quantities of data to detect and identify static or dynamic patterns of interest. One challenge for automated object recognition, and machine learning in general, arises from the fact that in spite of huge and growing quantities of data, complex event recognition often remains ill-posed. The object recognition ambiguity can be addressed by exploiting the fact that events rarely occur in isolation; they tend to co-occur and co-vary, and this correlation structure, known as context, provides important information for the disambiguation of the event. However, while being extremely useful for disambiguation of events and objects, such context-aware knowledge discovery typically leads to a significant increase in the number of features to be analyzed. Modeling contextual information and scaling machine learning methods for context aware object recognition to large problems are among the most challenging issues in developing the next generation of information extraction approaches.

We aim to develop novel efficient machine learning and inference methods for context aware probabilistic recognition of complex events and objects based on Markov and Conditional Random Fields. Development of scalable context learning and inference methods for probabilistic object recognition will have implications in many domains, such as computer vision, image interpretation, bioinformatics, text analytics, and web search. Furthermore, the problem of efficient learning and inference in general structure random fields is closely related to several important combinatorial optimization problems. Methods developed in this project will therefore facilitate progress in combinatorial optimization, probabilistic graphical modeling, and related areas.

Progress
We posed contextual Conditional Random Fields based modeling and learning as a structured machine learning problem, which is about learning knowledge from data with internal structure in the form of one or more relations between co-occurring objects.

We made advancements in developing approaches to approximate inference and learning of general models via decomposition and message scheduling techniques. The key problem is that the contextual modeling based on graphical probabilistic models faces a challenge of computational intractability of inference if underlying probabilistic graphical model contains cycles. This is the case in many real world cases. Therefore, computationally efficient inference is crucial for both learning and recognition, as they both require performing inference to assign classification labels to objects. We continued...
our research on the use of pseudo-likelihood approximation of the true likelihood of the original loopy graphical model, and evaluated it using synthetic and real-world datasets. We have extended work on pseudo-likelihood likelihood approximation by considering larger composite blocks over which approximate inference is done. We also investigated and developed an approach how to decompose loopy graphical model into a set of tractable acyclic sub-graphs which are combined into an approximate model. The acyclic sub-graphs are combined in a special architecture so that they improve upon each other to better approximate the true loopy graphical model. We plan to extend this work next year. We also investigated and validated asynchronous tree-based message passing scheduling that was used to approximate the true likelihood. This makes inference more efficient than frequently used loopy belief propagation scheme. This is another line of research that will be extended into next year. Based on our results, we have produced two journal publications, two papers publications (in books), one conference paper submitted, and one conference paper is under preparation.

Future Work
We plan to investigate and develop algorithms for maximum a posteriori and maximum posterior marginal estimation in probabilistic graphical models. We will focus on tree-structured approximations of probabilistic inference, learning and approximate computation of marginal distributions for Conditional Random Fields.

For validation, we will utilize datasets used in the computer vision community.

Conclusion
Our goal is to develop efficient machine learning and inference algorithms for probabilistic modeling of contextual information and context-aware object recognition based on Markov and Conditional Random Fields (M&CRFs). This will broadly entail investigating and developing efficient algorithms for approximation of probabilistic inference in graphical models and learning M&CRF based contextual models. While developing these algorithms will have implications in many problem domains, we will focus on computer vision, on a challenging problem of object recognition in an unconstrained environment, for validating our algorithms.

Publications


A New Approach to Multiscale Plasma Physics Simulations

Gian L. Delzanno
20130334ER

Introduction
Plasmas are characterized by a wide range of spatial and temporal scales, and pose a formidable challenge to the numerical modeling and to our ability to perform predictive simulations. This project focuses on a new method that promises to solve some longstanding issues in computational plasma physics and, in particular, of Particle-In-Cell (PIC) approaches (which are commonly used to model microscopic plasma phenomena). Ours is essentially a spectral approach, where the distribution function in velocity space is not handled by superparticles as in PIC, but by an expansion in a suitable basis. The method is then cast as a series of partial differential equations for the coefficients of the expansion. First, our preliminary results indicate that this approach can achieve machine precision accuracy with a relatively low number of basis functions and at a small fraction of the computational cost incurred to obtain a (much less accurate) solution with a PIC code. Second, since the low order terms of the expansion correspond to the typical macroscopic moments (density, mean velocity and energy), the microscopic/macroscopic coupling critical to multiscale plasma physics is naturally built-in. We have successfully demonstrated on a test case that we could use very few basis functions in certain regions of the computational domain (where the plasma behaves as a macroscopic fluid) while retaining many more basis functions in other areas (where the microscopic details of the plasma are important). Third, the algorithm can make effective use of emerging architectures, such as GPUs, for the optimization of the basis functions. The goal of this project is to develop the spectral capability just described for general multiscale plasma physics problems. As a case study, we target an application relevant to space weather, an important area for LANL mission in threat reduction and global security.

Benefit to National Security Missions
The capability focus of this project could be a game-changer in the field of computational multiscale plasma physics since (1) the problematic coupling of macroscopic and microscopic scales needed in many problems of interest is naturally handled by the method and (2) it offers the possibility for much more accurate results at a fraction of the computational cost obtained by conventional approaches. As such, any application where plasmas are important will benefit from this capability. It is immediately relevant to the DOE/NNSA nuclear weapons mission, but it also includes agencies such as DOE (office of science), NASA (space science) and DOC (NIST and NOAA). It will also impact many areas of LANL mission, including nuclear weapons, energy security and global security/space situational awareness.

Progress
We concluded the comparison between the implicit version of the Fourier-Hermite capability and the implicit Particle-In-Cell (PIC) on standard test cases such as Langmuir waves, Landau damping, two-stream instability and ion acoustic waves. This comparison was carried out in the one dimensional electrostatic limit. The results confirmed the trend obtained with the explicit/semi-implicit version of the two algorithms, that is that the Fourier-Hermite method can be orders of magnitude faster and more accurate than PIC. Two papers have been submitted to Journal of Computational Physics and are currently under review.

The formulation of the algorithm was extended to two dimensions and to the fully electromagnetic case according to the Vlasov-Maxwell kinetic description of a plasma. The spatial discretization is still treated spectrally with a Fourier expansion while the time discretization is fully implicit and based on the Crank-Nicolson scheme. The discretized non-linear equations are solved with a Jacobian-Free Newton-Krylov method which uses a standard GMRES solver for the inner linear iterations. The resulting code has been developed in Matlab to
take advantage of very efficient convolution routines. The code has been successfully tested against Langmuir waves, Landau damping, and Weibel and whistler instabilities. Further testing is underway, particularly with regard to the non-linear phase of the instabilities mentioned above. We also plan to port the code to Fortran in order to reduce the code run time.

The extension of the method to multi-dimensions is challenging because the number of unknowns increases significantly, and requires some optimization of the numerical algorithm. Here we have followed two approaches. First, we have developed a preconditioner to improve the convergence of the gmres iterations. The preconditioner is based on the solution of the advection part of the Vlasov equation and on Maxwell’s equations. The resulting matrix does not depend on the previous iterate of the Newton-Krylov procedure and therefore only needs to be inverted once at the beginning of the simulation. This is done by an incomplete LU decomposition. Despite its simplicity the preconditioner performs quite well and for the examples discussed above the ratio between linear to non-linear iterations has been consistently less than two. Second, we are investigating a procedure for the optimization of the Hermite basis through six free parameters (in three dimensions and for each plasma species) that correspond to shifting and rescaling the basis argument. This optimization theory is based on the minimization of the quadratic error and derives analytic expressions for the free parameters. We have started testing the optimization procedure.

We have been working on a discontinuous Galerkin (DG) spatial discretization of the Hermite expansion of the Vlasov equation in the one dimensional electrostatic limit. The motivation for choosing a different discretization (relative to the Fourier expansion) is its enhanced flexibility and ability to handle efficiently very localized features like shocks. Presently, the DG code solves the linear part of the model for arbitrary number of moments of the Hermite expansion and for arbitrary spatial order. We are currently implementing the Poisson solver using the same DG discretization. Once the Poisson solver is tested, the fully nonlinear system of equations arising from the implicit time discretization will be solved again with a Jacobian-Free Newton-Krylov technique. The DG code will then be tested against the same standard test problems described above and used to prove its ability to change the number of expansion moments in different parts of the domain.

As part of our solver implementation, we have adapted a grid decomposition method called Hierarchical Hybrid Grids (HHG) to the data structures used to represent the Hermite system of equations. This decomposition simplifies the handling variable moment expansions in different domain regions, and also allows for geometric adaptivity in conjunction with the velocity space capabilities that are the core focus of our work. The core data structures used in the HHG implementation allow increased computational efficiency and are well-aligned with the requirements of modern computing architectures.

**Future Work**

The proposed work will continue to build on the working version of the Hermite spectral capability that we have developed in the following ways:

1. Continue the extension of the code from one to two dimensions, in order to apply it to more complex problems. This is a milestone for the project.
2. Begin the extension to the electromagnetic case.
3. Explore preconditioning techniques for the linear iterations of the Newton-Krylov solver to speed-up the convergence of the method.
4. Exploit the CPU/GPU infrastructure that we have built to study the choice of the optimal base for the Hermite expansion. This technique relies on the assumption that the plasma does not change much during few time steps of the simulation so that the optimization can be performed asynchronously. Therefore we will quantify the level of asynchronism that can be exploited, the code speed-up and the accuracy of the resulting technique. This is another milestone for the project.
5. The code will be verified against standard test cases. We will also continue benchmarking against PIC codes since our metric for success is to prove that our new technique can be much more accurate and faster than PIC, which is the community standard.

**Conclusion**

This project will deliver an electromagnetic, parallelized code that models a collisionless magnetized plasma. The code will be compared against available PIC codes (the dominant method in the community) and our metric for success will be based on the comparison in terms of accuracy, efficiency and code speed-up. We expect that our tool will outperform PIC codes, as our preliminary results indicate. If we can indeed confirm the huge savings factors of our approach relative to PIC, it will be a breakthrough in computational plasma physics that can impact many plasma applications, such as space weather or magnetic fusion energy.

**Publications**

Camporeale, E., G. L. Delzanno, B. Bergen, and J. D.


Introduction
The goal of this project is the design of distributed controllers for complex interconnected systems. Although emerging network control applications include large mechanical structures, distributed sensing, and interacting mobile robot agents, the focus of this project is the design of distributed controllers for large scale power grid systems.

This project aims to address two critical weaknesses of power grid systems. First, the current power grid has not yet fully embraced the most recent advances in distributed sensors, embedded computing systems, and advanced communication networks. Second, the power grid faces the simultaneous convergence of several emergent difficulties (intermittent renewable energy sources, frequent transmission congestions, relentless market pressure) which the existing centralized control infrastructure will not be able to solve.

In response to these challenges, this project seeks to construct an algorithmic synthesis of nonlinear and distributed control techniques for large networked power systems. More specifically, we propose a decentralized approach which exploits separability and decomposition of the corresponding control problem into nonlinear sub-problems which can be solved locally and efficiently. This project explores new ideas from compressed sensing, convex optimization, and algebraic geometry, that have the potential to radically change the ability to formulate the stability and control of the future Smart Grid (and in general large networked dynamical systems). Success of this project will position LANL at the forefront of this research and enable engineering control systems to be developed that can operate at the global network scale.

Benefit to National Security Missions
Recent workshops organized by the Department of Energy (DOE) in partnership with Office of Electricity Delivery and Energy Reliability (OE) were focused on the challenges of grid modernization efforts (March 2009) and on the computational needs for the next generation electric grid (April 2011). The proposed research directly supports these program development directions.

More specifically, the report on “Advanced Control Methods” conducted by the National Energy Technology Laboratory for the DOE in 2007 has identified the need for the development of distributed intelligent agents that respond rapidly at the local level to unburden centralized control systems. Our project directly addresses this problem by developing a distributed control methodology which is robust with respect to system disturbances.

Furthermore, the Smart Grid Research and Development Program of the DOE/OE, identifies in its multi-year program plan the development of advanced control methods. As the smart grid evolves, this program notes that more complex automated control systems will be necessary to maintain optimum operation of the grid. The control algorithms that will be investigated in this project directly address the fundamental conceptual challenges posed by such automated control systems. Finally, the April 2011 DOE workshop, “Computational Needs for the Next Generation Electric Grid Proceedings,” highlights a class of mathematical and computational problems relevant for potential power systems research. It identifies, in particular, the difficulties currently encountered by direct transient stability analysis methods. This project directly addresses this problem and our preliminary results have already offered significant breakthrough results based on novel algebraic control techniques.

Progress
In the second year of the project we have implemented
a decomposition aggregation approach to study the stability of dynamic networks of increasing size. The analysis employs the theory of positive polynomials, semidefinite programming, and sum of squares (SOS) decomposition that have been employed in the first year of the project to compute Lyapunov functions for dynamic systems. The global stability analysis relies on results obtained in the first year of the project when we have used a decomposition technique to compute a partition of the network into a number of weakly interacting subsystems. We have also computed Lyapunov functions for each isolated subsystem and estimated the region of attraction (region of stability) of each isolated subsystem.

The research question that we have addressed in the second year was the following. Using the stability analysis of individual, non-interacting subsystems, assess the global stability of the composite system when the interactions between subsystems is switched on.

We have provided two answers to this question. The first one relies on building a comparison linear system whose states are the subsystem Lyapunov functions. If given a disturbance of the original system the linear comparison system is stable, then our original system, whose state is bounded by the state of the comparison system, is also stable. This is a classical result. Nevertheless, we have improved it using SOS techniques and obtaining tighter comparison systems that provide better estimates for the ROA of the original system.

Our second approach is original. It is based on the generalization of classical stability analysis when the analyzed subsystem is subjected to bounded disturbances produced by interactions with the other subsystems. This approach also relies on using SOS techniques and has the advantage of keeping the analysis “local.” Therefore, this approach scales linearly with the network size an enables us to analyze the stability of very large systems. On the other hand, since this local stability analysis can detect the subsystems that are unstable under an external perturbation, will enable us to design adaptive and distributed control strategies in the third year of the project.

Finally, we have applied the two stability analysis algorithms that we have designed to study the stability of two different networks: first, power system networks and, second, networks composed of interacting Van der Pol oscillators.

Future Work
In the third year of the project we will start designing distributed control strategies. More specifically, we will seek to stabilize the system by using a multilevel control scheme based upon the decomposition-aggregation stability analysis developed in the second year of the project. This strategy first designs local controllers that stabilize each subsystem when decoupled from the rest of the system, while global controllers are applied to reduce the effect of interconnections among the subsystems (minimize the effects of interactions between the subsystems).

We will introduce a number of innovations to this classical design strategy. First and foremost, we will generalize the classical linear analysis to nonlinear systems using the algebraic geometric approaches introduced in the first two years of the project for the computation of Lyapunov functions and for the distributed stability analysis.

Second, we propose to design adaptive, real-time controllers that depend on the current state of the system. As our previous distributed stability analysis has shown, this approach will be less conservative and will incur smaller control costs.

Finally, we will implement this control strategy to power system networks as well as to networks composed of interacting Van der Pol oscillators.

Conclusion
This project will provide for the first time a methodology for the algorithmic construction of Lyapunov functions and for the design of distributed, nonlinear controllers for power grid systems.

The algorithm will use sparsity constraints to control the complexity of the controllers and a hierarchical decomposition methodology in order to extend modern nonlinear algebraic control techniques to large scale distributed systems.

The successful completion of this project will generate a renaissance of direct analysis methods based on Lyapunov techniques and will open new research directions in the distributed control of power grid systems.
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From the Finite Element Method to the Virtual Element Method

Gianmarco Manzini
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Introduction
This project aims at the development of a new family of numerical methods on polygonal and polyhedral unstructured meshes for diffusion, reaction-diffusion and convection-diffusion problems, the Stokes equations and compressible and incompressible elasticity equations.

These methods are a generalization of the Finite Element Method (FEM) to polygonal and polyhedral meshes and are based on the very new paradigm of Virtual Element Methods (VEMs). In the virtual framework, only the part of the finite element space that refers to polynomials is constructed, while the behavior of the method on the rest of the space is approximated following a stability criterion. This fact has a dramatic impact on the computational complexity that is greatly simplified as the implementation of virtual elements does not require the explicit construction of the shape functions anymore.

Benefit to National Security Missions
The success of this research will provide unique capabilities in the DOE complex that combine world-class algorithms, their theoretical foundation and high-end HPC technologies. This new class of numerical algorithms may be outstanding for mathematical models used in Environment (Climate and Energy Impact), (Climate and Energy Impact) and Scientific Discovery and Innovation (Nuclear, Particle, Cosmology, Astrophysics, Basic Understanding of Materials, Information Science and Technology).

Progress
In the past nine months we made a significant progress in the construction of the Virtual Element Methods (VEM) for the case of the pure diffusion equation and the cases when convection and reaction terms are present. In particular, we proved that the VEM provides a general theoretical setting for the Belytschko stabilization that fixes the hourglass instability and we developed and analyzed a new formulation of the VEM that is based on a non-conforming choice of the degrees of freedom.

Furthermore, a new approximation strategy has been designed to include the numerical treatment of the convection and reaction terms into the framework of the VEM for the diffusion equation. This new algorithm has been extensively tested in the diffusive regime for which it showed the optimal order of convergence that is expected from theoretical arguments.

We are currently working to extend the new non-conforming VEM to the convection and reaction terms and with a PhD student from Oregon State University to develop a stabilization strategy for the convection-dominated regime. Our results were partially submitted for publication to two leading international journals (International Journal for Numerical Methods in Engineering and SIAM Journal on Numerical Analysis), were presented in invited talks at the Departments of Mathematics at Oregon State University and University of Milano-Bicocca (Italy) and will be presented upon invitation in July 2014 at the London Mathematical Society Durham Symposium in Durham, UK, and at the World Congress of Continuum Mechanics in Barcelona, Spain.

Future Work
We will extend the development and implementation of the virtual element method (VEM) formulation for reaction-diffusion problems and convection-diffusion problems in 3D. This is a highly non-trivial process.

We will develop and implement the VEM formulation for the steady Stokes problem. The numerical approximations will have the following features:
(a) suitable for 2D applications;
(b) order of accuracy higher than one;
(c) order of regularity higher than zero.
Develop a Hessian-based aposteriori error estimator and implement an efficient mesh adaptive strategy for numerical approximations for problems with strong gradient regions.

Conclusion
The expected results are the developments of a new class of methods and their characterization with respect to accuracy, efficiency, and effectiveness for important applications where the VEM can outperform the existing computational technologies. The virtual element algorithms may impact a wide range of modeling multi-physics applications, including climate and environmental modeling (e.g., climate, ocean and sea-ice modeling, ASCEM Project, Arctic Terrestrial Simulator), plasma physics (e.g., Fokker-Planck equation in inertial confinement fusion simulations) and other CFD-based applications.

Publications


**Introduction**

The goal of this project is to understand dynamical systems in the presence of large random fluctuations. Such systems are common in economics, physics, and several areas of biology. The usual analyses of random systems make certain technical assumptions on the size of the fluctuations, which are invalid when the fluctuations are too large. For these types of random systems, the usual analyses are invalid, and new methods are required.

We focus on the dynamical systems that govern evolution, and specifically on the area of population genetics, which is the mathematical framework for the study of evolution. These systems are sufficiently rich to exhibit a broad range of phenomena. On the other hand, striking recent mathematical results have led to a complete characterization of the solution classes, under large fluctuations, of the equations of population genetics, in certain simple cases. Thus, these systems should be tractable, but rich enough to provide general insights.

Our objective is to illuminate the dynamics of specific realistic dynamical systems by connecting such systems to the general theory. In short, we want to connect the data to the theory. The value of such an analysis has been amply demonstrated in the case of small fluctuations, and we expect similar dividends in the case of large fluctuations.

We will test our formalism by applying it to the understanding of HIV evolution in the infected individual. HIV is the Human Immunodeficiency Virus, which is the causative agent in AIDS. Existing models of HIV evolution have led to a number of stubborn mysteries, which we trace to an inadequate modeling framework, which does not account for large fluctuations. There is empirical evidence of large fluctuations in HIV, and modern sequencing technology will permit detailed comparison of our models with experimental data.

**Benefit to National Security Missions**

Our work will contribute to the understanding of dynamical systems in the presence of large fluctuations, which is an area of mathematics of importance to both the Office of Science (DOE/SC) and the NSF (Other Federal Agencies). The particular application on which we will focus is evolutionary dynamics, which is of broad interest, and is a central concern of Fundamental Bioscience. We believe our models will describe evolutionary dynamics in a large number of areas of biology. We will be focusing specifically, however, on the evolution of HIV in the infected patient. Such research is of direct interest to the NIH. The tools we develop will be valuable for future advances in our understanding of HIV and other pathogens, such as influenza, which will have importance for Basic Health Research.

**Progress**

During this past year, we have studied the effect of very large family sizes on genealogies. We are interested, in particular, in the case that the descendants of a single individual constitute a significant fraction of the next generation in some large population. Such family sizes do not arise with human beings, but they do arise in nature. For example, in the Pacific Oyster, about 10% of the individuals in a given population are sometimes the children of a single individual from the previous generation. Large family sizes may also arise, in a somewhat more complicated way, in the reproduction of the HIV (Human Immunodeficiency Virus) within an infected human. HIV is the causative agent in AIDS (Acquired Immunodeficiency Syndrome), and is a key focus of our project and potential application for our work.

We have used two well-known and mathematically precise but idealized models for the how a population propagates itself from generation to generation: the so-called Moran and Wright-Fisher models. We studied these models both computationally and mathemati-
cally in the context of “large fluctuations,” which in this case means large family sizes. It was already known that many of the details of the family size distributions become irrelevant when the population size becomes large. Thus, even though there are many different characteristics of the family size, there are only a few types of possible genealogies in the limit of a large population.

Our most significant result this year was to relate this genealogical classification to a more general classification that arises in the theory of extreme events. This latter theory has been used to predict the probability of extreme events, such as the “100-year flood,” devastating earthquakes, extreme stock-market fluctuations, exceptional longevity, and so on. Here again, there is a classification result: there are only a few ways in which the probability can decrease as the events become more extreme. Sometimes it is possible to tell what class a particular phenomenon belongs to by looking at less extreme events, such as the biggest flood in a ten-year period. Using the general theory, one can then estimate how big the largest flood is likely to be in hundreds or thousands of years, periods that are far too long for direct observation. Such an estimate can be useful for engineering purposes, such as determining how large a retaining wall should be in order to protect against extremely rare but catastrophic flood.

What we discovered, and what was not previously known, was that these two classifications—of genealogies and of extreme events—are identical. Having made this connection, we now plan to exploit the general theory of extreme events for understanding genealogies, in situations when the family size can become very large.

Another key accomplishment for this year has been the development of computer codes for simulating genealogies from our models. Computer simulations are essential for bridging the gap between our idealized mathematical models and actual populations. In deriving our mathematical results, we often make assumptions that we hope are good approximations for realistic populations, but which are not strictly valid. For example, if we are interested in the behavior of large populations we may assume that the population is infinite, even though any real population is of course finite. We can use computer simulations to test how good this approximation is for a finite population. These simulation codes have prepared us for subsequent work on this project, which will involve both finite populations and elaborations of our existing models.

**Future Work**

In the next year, the second of this project, we will work on three main topics.

The first topic will be the connection between extreme-value theory and large fluctuations. We discovered this connection in the first year of this project, and we believe that it provides a new and powerful perspective on understanding genealogies in the presence of large family sizes. We will develop this perspective, which holds potential for both the interpretation and technical analysis of large fluctuations.

A second goal will be to extend our results to finite populations. Our current mathematical results apply to the idealized case of an infinite population, and should be good approximations when the population is very large. But we would like to quantify how good this approximation is, to quantify the population size at which this approximation starts to break down, and to understand the way in which it breaks down. Moreover, at finite population sizes, the difference between the Kingman coalescent and the Lambda coalescents are not sharp: One should see both kinds of behavior simultaneously, and the relation between them is interesting to study. These questions can be addressed partly through mathematical analysis, but a thorough investigation will require simulation, using and extending the tools developed during the first year of our project.

A third topic will be the comparison between our results and experimental data on the evolution of the HIV virus within an infected patient. Although we expect most of the comparison effort to take place in the third year of our project, in the second year we will begin identifying appropriate sources of data for analysis and we will do preliminary analyses for signatures of large fluctuations in these datasets.

**Conclusion**

This project will lead to methods for connecting realistic stochastic dynamical systems to their solution classes, to an understanding of how progressive adaptation takes place in a predator-prey environment, and to clarification of the appropriate framework for modeling HIV evolution within the host.

**Publications**

Accelerating Time Integration for Multi-scale Simulations

Shengtai Li
20140323ER

Introduction
One of the most difficult challenges in multiscale simulations is to bridge the gap between different time scales. The time step for the fast timescale variables tends to be so small that the slow-scale variables have to wait a long time until the micro-step simulation finishes a macro-step. To overcome this limitation in time scales is becoming the key for the practical use of the multiscale simulations. The primary goal of this proposal is to develop an innovative numerical framework to accelerate the time integration for the multi-time-scale problems. To achieve this goal, we identify two major objectives. First, we will construct low dimensional, coarse-grained, effective reduced order models (ROM) via analytical and numerical approximations. The ROM serves two purpose in our simulations: either the cost of each time step of simulation is sharply reduced, or a large time step is allowed by removing the dynamics of fast components, or both. Second, we will accelerate the time integration via parallel-in-time (PIT) strategy. By construction, the ROMs only capture the original full microscopic dynamics approximately. In many cases, the microscopic simulations with small time step is needed over the entire time domain to capture long time dynamics correctly, or at least in some small regions. The PIT strategy proposes to break the global problem of time evolution into a series of independent evolution problems on smaller intervals. Initial states for these problems are supplied by a less accurate but fast sequential time integrator, for example by using ROM. The smaller independent evolution problems can then be solved in parallel using more expensive and more accurate integrators. An iterative procedure is used to ensure that the algorithm converges to the solution one would have obtained using a purely sequential fine propagator over the entire time-domain.

Benefit to National Security Missions
The need for multiscale simulation capability is pervasive in many areas of science and engineering, including environmental and geosciences, climate, materials, combustion, high energy density physics, fusion, bioscience, chemistry, power grids and information networks. In the past 20 years, numerical techniques, such as domain decomposition and adaptive mesh refinement (AMR), have been developed to bridge different length scales. However, the total elapsed time of the simulation is limited by the fastest timescale in the system, because it is often necessary to use the same small time step for the whole system to avoid instability and unphysical artifact.

Numerous challenges arise in enabling applications to run effectively on next-generation, extreme-scale computing systems. One of the bottlenecks in current parallelism is that spatial parallelization can be easily saturated for a fixed spatial grid resolution sufficient to obtain convergence results: adding more processors above a critical number will slow down the simulation due to the communication overhead.

We propose to develop a reduced order model (ROM) and parallel in time method to accelerate the time integration in multiscale simulations, and to resolve the parallel saturation issue for future exa-scale computing. Our numerical techniques can be applied to many multiscale problems, including but not limiting to defect (e.g., crack) formation and propagation in solid material, magnetic reconnection layer in plasma physics, interface or front propagation in combustion, interface formation and propagation during phase transition in multi-phase flow simulations, and the dust and gas coupling in disk-planet simulations, etc.

Progress
We developed a reduced order model (ROM) for the dusty disk simulations using both analytic and numerical approximation. We first split the whole system into several sub-systems according to the different time scales. For each sub-system, we use partial equilibrium method
to obtain an analytic solution for the dust dynamics and then apply a predictor-corrector method to update the coupled gas dynamics. This procedure improves the time step by at least two-order of magnitudes.

We tested the ROM for our dusty disk simulations and compared the results with those obtained via very small time step method. We find that ROM works quite well when the dust to gas ratio is less than one. However when the dust to gas ratio is larger than one, which usually occurs at later time in very limited small regions where the dust particles are highly concentrated. A new ROM and parallel-in-time approach has to be developed for those region.

A spectral deferred correction (SDC) algorithm was applied to our operator-splitting method. We can only achieve second order convergence rate when using the operator-splitting method. By combining the SDC with operator-splitting method, we can achieve a higher order convergence rate. We also find that the SDC approach can increase computation cost/time by several times, depending on the number of iterations used in SDC. To improve the computational efficiency, we will develop an adaptive approach to the SDC locally when and where it is needed.

We are developing and testing parallel-in-time algorithms for multiscale ordinary differential equations (ODE). We focus on the dissipative ODE systems. We find the parallel-in-time algorithm is effective in reducing the simulation time for this type of problem. We speed up the calculation by 10 times using 32 processors. We are developing a better scheme to reduce the communication costs between different processors.

Our techniques to dusty proto-planetary disk simulations were applied to study the asymmetry formation. Several large-scale asymmetric features have been observed in extrasolar planetary disks by the high-resolution ALMA telescope. Using our super-fast numerical tool, we have performed the longest and largest simulations to study the asymmetry formation. We have simulated how these asymmetric features are being formed and how long they can be sustained. Our numerical results compared quite well with the observation.

There are three papers published, three under preparation, and four invited talks related to this project.

**Future Work**
- Develop a new reduced order model (ROM) for the coupled dust-gas fluids using a unified approach, compare it with the old one for improvement.
- Develop and test parallel in time algorithm for multiscale partial differential equations. We will use the ROM as the coarser integrator to predict the value for the fine integrator, and using parallel-in-time to speed up the finer integrator.
- Develop a new algorithm to combine the spectral deferred correction (SDC) algorithm with our second-order operator-splitting approach to improve the accuracy.
- Apply the new algorithm to the dusty disk simulations with multiple dust species, implement new dust dynamic algorithm to handle dust coagulation and fragmentation, compare the simulation results with the observations.

**Conclusion**
The primary goal of this project is to develop an innovative numerical framework to accelerate the time integration for the multiscale problems. By using reduced order model and parallel in time strategy, we expect to speed up our current simulation of planet formation in dusty disks by at least two order of magnitude. Our proposed space-time parallelism can also solve spatial parallelization saturation issue: using more processors above a critical number will slow down the simulation due to the communication overhead. Our proposed algorithm can be easily applied to other multiscale problems to accelerate the simulation by orders of magnitude.

**Publications**
Automated Identification and Reverse Engineering of Malware

Curtis B. Storlie
20140355ER

Introduction
Malware (i.e., malicious program) analysis is a multi-Billion dollar industry. Beyond that, malware analysis is critical to our national security both to protect national secrets and to prevent corporate espionage. Almost all large government facilities and corporations employ trained cyber professionals to reverse engineer (RE) suspected malware so that they can respond appropriately. A highly trained professional can spend days to weeks uncovering the purpose of the malware, in an effort to discover who sent it, and the extent of the attack. An organization cannot adequately respond to a malware infection until they understand what it does.

The main goal of this project is to develop an automated framework for the reverse engineering of malware. We propose to develop a procedure that will take a program trace (static or dynamic), and classify the subroutines as a particular functionality (e.g., disk I/O, network, GUI, registry, exploit, etc). The results will be a list of likely classifications of a subroutine’s functionality, with corresponding probabilities. This is precisely what a reverse engineer would do in a more qualitative manner when they are unraveling the purpose of a program. However, classifying subroutines manually is an incredibly time consuming task. Thus, this work will substantially speed up RE times, providing a swifter response and thus reducing the expense and possibly the severity of a malware infection.

A second important consequence of this work is that the task classification results can be used to automatically assess the high-level functionality of a program as a whole with far more accuracy than in previous work (i.e., trojan, adware, IRC, advanced persistent threat, etc.). There has been no attempt until now to automatically arrange and classify the various tasks of a program, hence, the potential for a large impact due to this work.

Benefit to National Security Missions
Malware analysis is a multi-Billion dollar industry. Beyond that malware analysis is critical to our national security both to protect national secrets and to prevent corporate espionage. Almost all large government facilities and corporations employ trained cyber professionals to reverse engineer suspected malware. This work will allow them to not only investigate more of the large amount of suspected malware discovered on their systems, but also allow a swifter response to these threats. The preliminary classification work is already mature enough to be implemented on any enterprise network just as it already has been at LANL in Code Vision. We intend to ultimately implement the new reverse engineering methodology developed in this work in a tool suitable for use by cyber professionals. This will allow the methodology to be transitioned into practice at other government agencies and corporations.

Progress
We obtained ~200 labeled subroutines from a few different families of Advanced persistent threat (APT) malware (i.e., the kind that we at LANL in particular are very interested in reverse engineering). We plan to have obtained ~500 by the end of the fiscal year.

We developed and assessed the performance of several approaches to subroutine classification into (currently) six categories of functionality (file I/O, network, GUI, exploit, process, registry). We investigated a sequence alignment approach (borrowed from methods in genetics) to develop a similarity score for subroutines. We also used the API calls made within a subroutine in addition to opcode sequences to aid in the classification of a subroutine. Finally, we incorporated the information of neighboring subroutines for classification of a given subroutine.

We are developing overall program similarity metrics
based on subroutines for the purpose of both (i) overall program classification and (ii) to pull up a previous program(s) that is very similar to the current one for RE purposes. For overall program classification, we are considering not only whether a program is malware or not, but we are working on classifying its behavior (e.g., Trojan, Adware, IRC, APT,…).

We have developed a GUI tool that will lay out the flow graph of a program and classify the subroutines into their functionality class(es). It will also show the subroutine trace and allow the user to link to any calls to other subroutines. We are working on the ability to bring up a very similar subroutine(s) from a previously analyzed, similar program(s). All of our ideas are discussed with our colleague in C-Sirt.

Some of this initial work was presented at the Conference on Data Analysis in Santa Fe on March 6, 2014. The most recent approaches and results are being presented at the Malware Technical Exchange meeting at the Airforce Research Laboratory on July 22. Two papers are also in preparation.

Future Work
We will continue to obtain more labeled subroutine data from more malware families. We expect this process to be expedited due to our initial work and GUI tool. We also intend to further develop and refine our methodology to subroutine classification, possibly with something along the lines of a Markov model view of the subroutine class in a flow graph. We will finish developing the overall program similarity metrics based on subroutine and flow graph similarity for the purpose of both (i) overall program classification and (ii) to pull up a previous program(s) that is very similar to the current one for RE purposes. For overall program classification, we intend to classify not only whether a program is malware or not, but more precisely the type of malware (e.g., Trojan, Adware, IRC, advanced persistent threat,…). Continue to improve the GUI tool for reverse engineering, including the ability to bring up previous analyzed programs and corresponding subroutines. We may also consider the problem of automatically identifying specific tasks inside of a program (e.g., a key logger that may be composed of several subroutines). We will finish the papers in development and start writing up the new results described above for scholarly journals.

We will also continue to present this work at professional meetings.

Conclusion
We expect the work to result in a transformational approach to the reverse engineering of malware. We expect to understand the limits of the methodology in terms of how well it can provide likely purposes of each subroutine and program. We will validate the classification out-of-sample to ensure good performance. We further expect the subroutine classification results to provide extremely informative features for an overall program classification (benign, trojan, adware, IRC, advanced persistent threat,…) routine. This overall classification routine will also be thoroughly validated on a large dataset.

Publications


**Temporal Graphs**

*Aric A. Hagberg*

20140389ER

**Introduction**

Graphs are increasingly being used to model complex techno-social networks such as the power grid, the internet, as well as computer and social networks. Understanding how these networks function and behave under changing circumstances is vital to several areas of national security.

This project will focus on developing temporal graph models for certain classes of complex networks such as computer and social networks. The scientific research will elucidate the interplay between the structural evolution of the network, temporal properties of the network, and dynamic processes, such as the spread of a virus or information, occurring on the network. The research will examine how sensitive networks are to perturbation, how to slow the speed of a virus and how to increase cybersecurity in the face of persistent attacks. We will develop efficient algorithms to generate random instances of these models as well as algorithms to fit data to the models. This project develops methods and techniques for network science. Network science is one of three cross-cutting themes in the Integrating Information, Science, and Technology for Prediction pillar at Los Alamos.

**Benefit to National Security Missions**

Network science is one of three cross-cutting themes in the Integrating Information, Science, and Technology for Prediction pillar at Los Alamos. Our work develops new models, techniques and theorems for dynamically changing graphs which are the underpinnings for many applications of network science. For example temporal graphs are a major research interest in cybersecurity and fill a missing gap in random graph models. Progress in modeling temporal graphs will provide capability relevant to DOD missions in cybersecurity anomaly detection.

The DOE ASC program sponsors research in the area of complex networks related to big data challenges. Our research develops new algorithms to efficiently generate large instances of random graphs for modeling and testing of high-performance computing applications.

**Progress**

We developed a new modeling approach using random intersection graphs to capture the structure of computer authentication events. Authentication events imply relationships between computers and users, which can be represented as a bipartite graph. We used this graph to study the potential risk of credential hopping opportunities and to analyze potential mitigation strategies. Using graph-theoretical results for component sizes in random intersections graphs, we proposed two mitigation strategies, and performed experiments simulating their implementation. The results lead to realistic, actionable risk reduction strategies. We submitted the results as a paper to the international Internet Measurement Conference to be held in November 2014.

We invented a fast algorithm for generating large-scale random kernel graphs. The random kernel model is a general model that can be designed to capture perceived important characteristics of real networks and are mathematically tractable. For practical use in simulation, large instances of graphs need to be generated and the naive algorithm, which takes quadratic time in the number of nodes, does not scale favorably. As real world networks are usually sparse and large, it is important for the running time of generation algorithms to scale linearly in the number of edges. We proved our algorithm scales linearly in the number of edges and demonstrated the performance with a software implementation. Further we have developed a way to modify a given kernel in the model that can change the assortativity, an important network property. This work is being prepared for publication in the journal “Complex Networks”.
We began investigating which metric for connectivity in
temporal graphs is relevant for real systems such as the au-
thentication event data. For static graphs the connectivity
of a node has a single simple definition of the set of other
nodes that you can reach by crossing links. For temporal
tables there are many possible definitions of “reachabili-
ty” and it is time dependent. We are developing theorems
for a definition in random temporal graphs related to how
long you must wait to expect to be able to reach a given
set of nodes.

**Future Work**
For FY15 we will continue with our goals of constructing
temporal model of the expected degree graph and random
intersection graphs. For those models we will seek theo-
arems for connectivity and reachability. We will analyze SIR
epidemic model on temporal random intersection graphs.
We will develop models and inference methods to fit cyber
authentication network data. Our results will be published
in leading journals and top conferences in mathematics,
statistics and cybersecurity. The algorithms for generating
models will be tested and published in the NetworkX
Python software package.

**Conclusion**
We target a fundamental challenge in network science,
namely modeling the time-dependent changes in complex
networks. Networks targeted in this work are cyber and
social networks. We anticipate that this project will have
a broad impact in the network science communities: we
will contribute new insights and basic methodologies for
understanding network evolution affects both the network
topology, and those dynamical processes occurring on the
network.

**Publications**
Hagberg, Aric, Alex Kent, Nathan Lemons, and Joshua Neil.
Credential hopping in authentication graphs. To appear
in Computational Social Networks (Complex Networks
2014).

Hagberg, Aric, and Nathan Lemons. Fast generation of in-
homogeneous random graphs. To appear in Journal of
Complex Networks.
Efficient Method for Large Scale Simulations of Fermionic Gases Interacting with Classical Fields

Cristian D. Batista
20140458ER

Introduction
We will develop a tool to simulate a broad range of quantum mechanical phenomena that arise from strongly correlated electrons in actinide, lanthanide, and transition metal based compounds. These compounds are of special interest due to the formation of mesoscale super-structures that produce novel macroscopic functionality. Interacting quantum mechanical systems are notoriously difficult to simulate; existing numerical methods cannot span the gap between atomic and mesoscale. Our new algorithm improves state of the art efficiency by orders of magnitude and makes the mesoscale accessible.

It applies to condensed matter systems of electrons interacting with a classical field that might represent local magnetic moments, charge density or a superconducting order parameter. We focus on the Kondo lattice model (KLM), where itinerant electrons interact with localized classical magnetic moments. Over the past decade, the KLM has been widely used to study giant and colossal magneto-resistance. In recent years, KLM studies have focused on a variety of new phases that have special transport properties. These new phases arise due to the complicated, effective many-body interactions of the classical field, obtained by “integrating out” the conduction electrons. Because electrons are quantum mechanical in nature, tracking the effective interactions for an evolving classical field requires repeated diagonalization of an NxN matrix, where N is the number of atoms in a finite lattice. A direct approach fails for lattices beyond N=400 lattice atoms. In our algorithm, the computational cost scales linearly with system size and preliminary studies of a triangular lattice of N=40,000 atoms lead to a variety of phenomena consistent with experiments: chiral vortices and domains, skyrmions, bound hedgehog dipoles, and interacting vortices. We will extend our method to study a broad variety of 2D and 3D models relevant to real materials and implement a version optimized for parallel execution.

Benefit to National Security Missions
We will develop a tool that will create fundamentally new capabilities for bridging two LANL grand challenges: “Information, Science and Technology” (IS&T) and “Materials: Discovery Science to Strategic Applications” (MDSSA). This research is a direct response to FY13 IS&T Grand Challenge priorities: development of methods for inference and prediction of large-scale complex systems and design of algorithms to efficiently extract information from massive amounts of data. Our project also responds specifically to the LDRD “Materials for the Future” focused area and addresses the priorities of realizing design principles towards controlled functionality and developing multifunctional materials to transform structural and functional performance and integration, and tunable and emergent properties. In the BES report on Basic Research Needs, multifunctional materials are emphasized as solutions to a range of energy problems. The main bottleneck for understanding the complex behavior of interacting quantum systems is the lack of efficient algorithms for simulating the corresponding models. Developing this capability is crucial for addressing future Laboratory mission challenges such as inference and prediction of large-scale complex systems, and prediction and control of emergent phenomena in complex materials. The innovative codes that will be developed under this project will be applied to the simulation of real compounds that are being investigated in our experimental groups. These codes will support new program developments for modeling and simulating complex materials. This challenging task will have a major worldwide impact on the fundamental understanding of unconventional states of matter. Such states have great application potential due to their unusual physical responses.

Progress
We extended our code to study the KLM for other lattice types. In the square lattice case, we investigated the
effect of competing next-nearest neighbor interactions, which give rise to skyrmion orderings of tunable length scales. The competition mechanism is slightly different (more robust) than that reported in ‘D. Solenov, D. Mozyrsky, and I. Martin. Chirality waves in two-dimensional magnets. Phys. Rev. Lett., 108, 096403 (2012)’. In particular, we do not rely on weak effects at the bottom of a perfectly quadratic fermi surface, which would be disrupted by any lattice anisotropy. We have transferred this project, and methodological expertise, to our external collaborator Yoshitomo Kamiya.

Our method has proven very successful for the Kagome KLM. We have verified several theoretically predicted spin orderings, and have also discovered new ones that were not previously considered. We are almost ready to submit a draft of this work to Phys. Rev. X.

We have had several breakthroughs that enabled us to generalize our methods to the study of tight-binding molecular dynamics. This work was motivated by our new colleagues in chemical physics such as Joel Kress, Art Voter, and Anders Niklasson (T-1), the author of the Latte code. From discussions with these experts, we believe we can extend our algorithm to enable the first $O(n)$ scaling quantum MD code of metals. To reach this point, we had to overcome several obstacles:

- Most quantum-MD simulations are run at constant electron number $N_e$, rather than constant electronic chemical potential $\mu$. Unfortunately, the Kernel Polynomial Method is restricted to constant $\mu$. We have found a clever thermodynamic change of variables to express the force at constant $N_e$ via the grand canonical potential $\Phi$, which KPM is able to calculate efficiently.

- In our initial work on the KLM, we applied the overdamped limit of Langevin dynamics to minimize the statistical error introduced by stochastic estimates of the force. In MD, non-equilibrium dynamics is of central interest, and over-damped dynamics is not appropriate. However, when a strong inertial term is re-introduced to the dynamical equations, the accuracy of stochastic force estimates becomes a severe constraint. The cost of our algorithms scales linearly with $s$, the number of random vectors, while the Langevin damping time scale $\gamma_s$ grows like $s$. We have discovered a little-known algorithmic technique that uses $s$ correlated random vectors to greatly decrease $s$ and total computational cost (C. Bekas, E. Kokiopoulou, and Y. Saad. An estimator for the diagonal of a matrix. 57, 1214–1229, (2007). However, the application of this ‘correlated vector’ technique to MD (in which atoms move off lattice) requires us to solve a difficult graph coloring problem. Work is underway to implement this graph-coloring subroutine, with help from a summer student, Julien Roussel.

- In our initial investigations of tight-binding MD, we have simulated melting with many thousands of silicon and aluminum atoms. These large-scale tight-binding simulations of a metal phase are unprecedented. To reach tens or hundreds of thousands of atoms, we have begun writing a truly high-performance C++/MPI version of our code, which will expect to scale to hundreds of GPUs. Our KPM algorithm benefits from “embarrassing” parallelization, in which the force contribution from each stochastic vector may be separately calculated.

Future Work

- We will develop a truly high-performance C++/MPI version of our code, which will be scaled to hundreds of GPUs in order to reach tens or hundreds of thousands of atoms.

- We will use the code developed in 1. to simulate the propagation of topological defects in atomic crystals.

- We will start simulations of Kondo Lattice Models (KLM) with small Fermi surface pockets. This is a precondition for stabilizing the desired emergent mesoscale structures.

Conclusion

The algorithm and codes to be developed in this project will allow us to study phases that were previously inaccessible. We will study the emergence of complex mesoscale magnetic patterns that we know should occur in low-density electron gases interacting with magnetic ions. Our codes will include a tool for incorporating the band structure parameters of the itinerant electrons which are computed via a tight-binding parameterization of the conduction bands obtained from first principle calculations (Local Density Approximation (LDA)). We will deliver a high-performance implementation of our algorithm, and many associated analysis tools, to the LANL community.

Publications


Lin, C. D. Batista, Reichhardt, and Saxena. ac Current Generation in Chiral Magnetic Insulators and Skyrmion Motion induced by the Spin Seebeck Effect. 2014. PHYSICAL REVIEW LETTERS. 112 (18).


Integrated Photonics Pathfinder (IPP)

Kevin P. Mccabe
20140507ER

Introduction
Single-photon, quantum communications (QC) offers “future proof”, lightweight cyber security solutions for networks. This work will harness emerging Si integrated electro-photonics to reduce QC size and cost by 100x each, and improve controllable attenuation by 4 orders of magnitude. We will design, fab and test photonic die to validate performance models of optical components necessary for the coexistence of quantum communications (QC) with conventional optical network communications. While LANL has demonstrated QC using modular integrated photonics, QC has never before been performed with monolithically integrated photonics, a gateway to advanced quantum optical systems for research in such areas as optical quantum computing. LANL has world-class expertise and an extensive portfolio of intellectual property in QC that will enable application of this advanced technology to global security missions. In addition to QC as an application domain with particular value for securing critical infrastructure, complex systems enabled by miniaturization and integration of optics with electronics, with sensitive and selective detectors will lead to new possibilities in the science of signatures and advances in forward deployment of imaging sensors.

Benefit to National Security Missions
Quantum communications will address long-duration/high-value security needs within many network environments, such as: certain DoD and DOE complexes; between government agencies in the Washington, DC area; financial networks; supervisory, control and data acquisition (SCADA) systems for critical infrastructure (power, water and SmartGrid) networks; LANL’s own network or within a US Embassy compound. Further applications will extend security to constrained network environments. Examples include: warhead verification and IAEA treaty monitoring. Miniaturized QC systems will enable a hand-held quantum secured device to be used for identification, authentication, access control and secure telephone calls. An aircraft or satellite acting as a trusted node could establish ad hoc secure networks of ground, sea and air-based users on a continental or even a global scale. Silicon photonics built with electronics on the same substrate will also produce new capabilities for LDRD research in improved optical and particle sensors. Integrated sensors and electronics have been shown to provide the highest S/N performance / highest sensitivity / fastest detectors ever built.

Progress
With the optical modeling tools we acquired in our FY13 LDRD ER Reserve project we designed test structures and modeled performance parameters. We pursued wafer fabrication with OpSIS, a provider of research scale multi-project silicon wafer runs. We had issues with the NDA that were not resolved due to legal exceptions to the T&Cs. OpSIS recently announced that they were dissolving after the next wafer run. We have pursued multiple alternate sources including SUNY which has arguably the nations most capable research foundry but the cost of $300K for a large complete wafer was outside the scope of the ER. Through interactions at the OFC conference we began discussions with Acacia Communications Inc., a market leader in 100G ultra high speed optical communications with extensive experience in some of the polarization control issues we need to address. Under NDA 14-0132, we disclosed sufficient information to their chief designer to develop optical test structures to achieve our research goals. The designs were taped out in May for immediate fabrication and subsequent testing at LANL. Through this interaction we are achieving our technical goals ahead of schedule while potentially achieving a significant programmatic goal of engaging a commercial collaborator with the means to fabricate our designs.

Future Work
Goal: Develop integrated photonic capability through
multiple design/fab and test iterations. At this time the first fabrication cycle is complete via a collaboration with

Tasks
- Test first and second fabrications of integrated photonic chip
- Develop automated test fixture to probe bare photonic chips
- Design second iteration of photonic chip

Goal
Develop a device to advance TRL and technology transfer opportunities of quantum communications:
- Develop collaborative research relationships with US photonic foundries and related research institutions.
- With Tech Transfer/Feynman Center continue to develop opportunities for quantum communications that will inform design specification and tradeoffs of the photonics chip

Conclusion
We will develop a pathfinder design of optical components, fabricate a small number of die, and bond them to a substrate and test the bare die with an inexpensive optical set. There will be at least two iterations of prototype parts in a rapid technology development spiral suitable for the relative immaturity of the technology. The overall technical goal is a photonic device that is the core technology of network-centric quantum communications.
Uncertainty Quantification for Networks

Earl C. Lawrence
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Abstract
Networks deliver many important commodities, such as energy and information, making them a core element of the infrastructure for national and global security, as well as everyday life. Unfortunately, the networks themselves are complex, vulnerable, unpredictable, and only partially observable. Despite incomplete knowledge, analysts must make decisions about network resiliency and criticality. Currently these decisions are based on predictions of the complete network based on expert judgment or basic state estimation techniques. This proposal addresses the challenge of uncertainty quantification (UQ) for networks based on partial observation of the topology, attributes, and flows. Specifically, we will develop methodology for inference about unobserved parts of a network, such as links, nodes, attributes, and commodity flows, using science-based simulation tools in conjunction with the observed network components. We propose a new Bayesian methodology for estimation and UQ for unobserved network components using simulation tools. There are already well-developed methods for UQ that combine simulations and physical observations (e.g., for nuclear weapon performance) to estimate unknown parameters and make predictions about processes that operate on compact spaces, but these cannot be easily extended to network models with graph inputs. Additionally, there are methods for estimating the topologies of graphs, including in infrastructure domains, but these generally consider fairly simple scenarios and they do not integrate science-based simulation models. Ideas from both areas of research need to be combined and extended in order to meet the new challenges presented in the network domain. The proposed work will be developed in the context of electric power. The major challenges are specifying the prior distribution and likelihood that comprise the posterior distribution of an infrastructure network and exploring the space of plausible networks that fill out the unobserved components. Prior specification is important for capturing constraints such as cost and engineering feasibility. The prior and the likelihood need to accurately reflect scientific understanding and measurement ability, while remaining computationally tractable. Once they have been specified, methods are needed to explore tenable solutions by proposing and moving between high probability graphs in an efficient manner. The result will be computationally efficient methods for network uncertainty modeling. These methods will leverage previously unusable data, expertise, and predictive science capabilities to address strategic needs for both LANL and DHS stakeholders. The project has delivered on its goal of developing methodology for estimating unknown power grid elements (faults, loads, injections, topology errors).

Background and Research Objectives
The project’s goal was to develop statistical methodology for estimating unobserved parts of a network and providing uncertainty about the estimate. The work focused on developing methodology for power grids. In this context, unobserved network components could include downed lines and other faults, demands, injections, and flows. A key feature of the work was to include physics-based simulations of electric power networks as part of the estimation methodology.

Scientific Approach and Accomplishments
Our general scientific approach was to incorporate simulators of both static and dynamic electric power grids into a Bayesian statistical framework. In general, we sought to make use of these, sometimes computationally intensive, simulations in an efficient manner. In some cases, the simulations were run offline in order to build a statistical approximation that could be used in a real-time setting. In other cases, they were run in carefully selected ways as part of filtering scheme. In all cases, a statistical model was built around the simulator in order to give predictions under various possible topology changes or faults. These predictions could be compared with data in order to decide if and where a
fault has occurred.

The final results of our work are methods for detecting and classifying changes in power grids using data from phasor measurements. The detection is based on the extended Kalman filter. This method makes predictions based on physical system dynamics about the data we expect to collect in the next fraction of a second. If those data differ by too much from our prediction (in a probabilistic sense), we determine that some fault or change has occurred. The classification method uses phasor data from the fraction of a second after a change is detected to estimate probabilities for a pre-selected bank of possible faults that are of particular importance to the grid operators. The classification scheme is trained using physics-based simulations. We have also developed classification methods using legacy power grid data.

Because all of these methods are probabilistic, they inherently quantify our uncertainty about any decision. The fault detection methodology essentially reports the probability that a fault has occurred at any time step. The classification methodology may report a small set of possible contingencies that have non-negligible probabilities. This prevents us from too confident about our predictions. This also motivated our work on chance-constrained optimization that accounts for these uncertainties when making control decisions about generator operation.

Over the course of the project, we have submitted or published four papers, with three additional papers nearing completion with students. Further, we have given several invited presentations at both statistics and power engineering conferences. Over three summers, the project employed four students, at least three of whom are interested in further employment at LANL (one will be starting an unrelated post-doc later this fall).

Impact on National Missions

This research will impact LANL programs in Global Security (PADGS) and Computer, Computational, and Statistics (CCS) Sciences and the missions of the Energy Security Institute and the Information Science and Technology Institute. PADGS will benefit from validated, science-based methodologies that estimate unobserved network features with known confidence as many problems in homeland security and intelligence are otherwise. The core information science is also applicable to a wide variety of network domains including cyber, supply chains, natural gas, water, and oil, as well as social and biological networks. Possible applications include criticality, impact analysis, state estimation, event detection, effects-based operations, situational awareness after a disaster, cost estimation, and climate impact in future networks; influences between interconnected networks; and targeted data collection for uncertainty reduction. The results of the work could ultimately contribute to the development of safer, more efficient, more robust, and more reliable energy infrastructure.

Publications


Abstract
The goal of the project was to explore the non-equilibrium aspects of electromagnetic fluctuation-induced interactions. To this end we carried out a consorted theoretical and experimental effort to investigate quantum and thermal fluctuation-induced electromagnetic interactions at the nano-scale, using state-of-the-art analytical, numerical, nanofabrication, and measurement tools. We formulated the first principles, microscopic theory of non-equilibrium fluctuation-induced interactions using the open quantum systems paradigm, and developed numerical tools to simulate complex nanostructures out of dynamic and/or thermal equilibrium. The predictive framework and experimental capabilities that we developed have helped advance the state-of-the–art of our understanding of fluctuation-induced interactions, both in equilibrium settings as well as in mechanical and thermal non-equilibrium configurations.

Background and Research Objectives
Fluctuation-induced interactions are ubiquitous in physics. Relevant examples are forces between nanostructures due to quantum fluctuations of the electromagnetic field (EM Casimir interactions), and forces on colloidal particles due to density fluctuations of binary fluid mixtures (critical Casimir interactions). Although much of the equilibrium aspects of these interactions are understood and confirmed by experiment, non-equilibrium is still an open territory. The goal of this proposal was to carry out a consorted theoretical and experimental effort to investigate fluctuation-induced electromagnetic interactions at the nano-scale, using state-of-the-art analytical, numerical, nanofabrication, and measurement tools. Our main research objective was the understanding of, and ultimately control over fluctuation-induced interactions in equilibrium as well as in dynamical and thermal non-equilibrium systems, such as: (i) strong reduction of equilibrium Casimir interactions through metallic surface nanostructuring, which can potentially solve the issue of stiction in nanomachines; (ii) non-contact forces and friction between surfaces and atoms in relative motion, induced by quantum EM fluctuations; and (iii) nano-scale radiative heat transfer between complex nanostructures, induced by thermal EM fluctuations. We formulated the first principles, microscopic theory of non-equilibrium EM fluctuation interactions using the open quantum systems paradigm, and developed numerical methods to compute them exactly for complex nanostructures out of dynamic and/or thermal equilibrium.

Scientific Approach and Accomplishments
We developed a comprehensive theory for quantum vacuum electromagnetic drag, also known as “quantum friction.” We derived the zero-temperature frictional force using a non-equilibrium fluctuation-dissipation relation, and showed that in the large-time, steady-state regime quantum friction scales as the cubic power of the atom’s velocity. We also investigated other approximate approaches, such as the Wigner-Weisskopf and quantum regression approximations, typically used in quantum optics, to compute quantum friction, and showed how these approaches fail to predict the correct steady-state zero temperature frictional force, mainly due to the low frequency nature of quantum friction. The results of this work were published [1], “Quantum friction and fluctuation theorems”, F. Intravaia, R.O. Behunin, and D.A.R. Dalvit, Phys. Rev. A 89 050101(R) (2014). We are currently writing two follow-up papers on the topic, one containing extensive details of the calculations of [1], and another one on an alternative approach to quantum friction based on time-dependent perturbation theory. Furthermore, the PI of the project gave several talks at international conferences, including an invited talk at the XXIII International Materials Research Congress in Cancun, Mexico (2014), and another invited talk at PIERS 13 in Stockholm, Sweden (2013).

We also developed theory and simulations for enhanced radiative heat transfer between metallic nanostructured surfaces. Using techniques of numerical electromag-
netism, in particular rigorous coupled waves approached (RCWA), the reflection matrices of 1D lamellar gratings were computed and used in the evaluation of the near-field radiative heat transfer. The modeling shows that by changing the depth of the corrugations of the gratings, it is possible to engineer the electromagnetic mode structure within the cavity formed by two opposing gratings, and thereby create new “channels” for energy radiative transmission. This work was published [2, 3], “Enhanced radiative heat transfer between nanostructured gold plates”, R. Guerout, J. Lussange, F.S.S. Rosa, J.-P. Hugonin, D.A.R. Dalvurit, J.-J. Greffet, A. Lambrecht, and S. Reynaud, Phys. Rev. B 85, 180301(R) (2012), and in J. Phys.: Conference Series 395, 012154 (2012). We are currently working on another theory paper on near-field radiative heat transfer with novel two dimensional materials, including topological and Chern insulators (to be published). On the experimental side, we fabricated several metallic nanogratings for heat transfer using different methods, including ICP and RIE etching. The typical period is 1 micron, corrugation depths of 2 microns, and 0.5 filling factor. We also developed recipes for high aspect ratio (>10) grating fabrication which will be generally applicable to other nanoscale researches. The experimental set-up for measuring near-field radiative heat transfer consists of an ultrahigh vacuum atomic force microscope (AFM) with variable sample temperature capability to measure heat transfer efficiency between the AFM tip and another surface as a function of the tip-sample distance. In this approach, special tips are mounted to the cantilever and incorporate nanoscale resistive Pt thermometer at the very apex of the tip. During the experiment, the temperature of this nano-thermometer is modulated and measured at the modulation frequency as a function of the tip-sample distance to increase the sensitivity of the heat conductivity measurements. Although <10 mK accuracy was expected, the real noise level exceeded this value by more than an order of magnitude and prevents the detection of the heat transfer changes at the nanoWatts level. In order to circumvent this problem and achieve reliable observation of heat transfer variations at the nanoscale, we significantly modified the existing control electronics which then allowed operation of such a scanning thermal microscope in a non-contact mode. In this mode, the tip is oscillating above the surface at one frequency and the temperature of the tip is modulated at a different rate. Such a double-modulation geometry will ultimately allow to the nanoWatts territory and enable quantitative analysis of the tip-sample distance dependence of the near-field heat transfer from the nanostructured metal surfaces. Beside the studies of the thermal conductivity in the evanescent fields, this technique will also be applicable to a broad range of thermo-electric materials that represent one of the focus areas at CINT. We have developed theory and simulation tools for Casimir force experiments involving metallic nanostructures, which resulted in the paper [4] “Quasi-analytical modal approach for computing Casimir interactions in periodic nanostructures”, F. Intravaia, P.S. Dalvus, R.S. Decca, V.A. Aksyuk, D. Lopez, and D.A.R. Dalvurit, Phys. Rev. A 86, 042101 (2012). We then demonstrated that by nanostructuring one of the interacting metal surfaces at scales below the plasma wavelength, an unexpected regime in the Casimir force can be observed. Replacing a flat surface with a deep metallic lamellar grating with sub-100 nm features strongly suppresses the Casimir force and for large inter-surfaces separations reduces it beyond what would was naively expected. This was confirmed experimentally through a collaboration with Argonne National Laboratory, NIST, and Indiana University. This work was published [5], “Strong Casimir force reduction through metallic surface nano- structuring”, F. Intravaia, S. Koey, I. Jung, A. Talin, P. Davids, R.S. Decca, V.A. Aksyuk, D.A.R. Dalvurit, and D. Lopez, Nature Communications 4, 2515 (2013). In addition, we have theoretically studied other situations in which equilibrium fluctuation-induced interactions are relevant, for example between bodies immersed in fluids. This work, in collaboration with MIT and Harvard researchers, was published [6], “Geometry-induced Casimir suspension of oblate bodies in fluids”, A.W. Rodriguez, M.T. Homer Reid, F. Intravaia, A. Woolf, D.A.R. Dalvurit, F. Capasso, and S.G. Johnson, Phys. Rev. Lett. 111, 180402 (2013).

Finally, we have also developed modeling and simulation tools for studying one key systematic effect present in all measurements of electromagnetic fluctuation-induced interactions, namely electrostatic patch effects present in metallic samples. We have derived, for the first time, an exact analytical expression for patch force in the sphere-plane geometry, which resulted in the publication [7], “Electrostatic patch effects in Casimir force experiments performed in the sphere-plane geometry”, R.O. Behunin, Y. Zeng, D.A.R. Dalvurit, and S. Reynaud, Phys. Rev. A 86, 052509 (2012). This work prompted another collaboration with Indiana University, Ecole Normale Superieure and University of Strasbourg (France) to measure patch effects in metallic samples used in Casimir force measurements. This work is under review in Phys. Rev. A [8], “Kelvin probe force microscopy of metallic surfaces used in Casimir force measurements”, R.O. Behunin, D.A.R. Dalvurit, R.S. Decca, C. Genet, I.W. Jung, A. Lambrecht, A. Liscio, D. Lopez, S. Reynaud, G. Schnooring, G. Voisin, and Y. Zeng, arXiv:1407.3741. In addition, we have also studied how patch effects pose limits on the accuracy of experiments trying to measure corrections to Newtonian gravity at sub-micrometer scales. This resulted in the publication [9], “Limits on the accuracy of isoelectronic gravity measurements at
short separation due to patch effects”, R.O. Behunin, D.A.R. Dalvit, R.S. Decca, and C.C. Speake, Phys. Rev. D 89, 051301 (R) (2014). Recently, we studied localized plasmon modes in Ag nanohemispheres in collaboration with Oklahoma State University and University of Massachusetts; and we are currently preparing a manuscript based on our theoretical and experimental results.

**Impact on National Missions**

Our R&D program ties to LANL missions on quantum science and nanotechnology. It leverages existing capabilities across the laboratory, both in the T and MPA divisions. The new ideas that we produced helped consolidate LANL as a world leader in fluctuation-induced interactions, as demonstrated by the number of invited and keynote talks given by the PI of the project. The new capabilities that we built, including analytical tools, numerical algorithms, nanofabricated surfaces, and scanning thermal microscopy techniques for engineered heat transfer, will enable LANL to pursue future missions in nanotechnology, nanophotonics, and quantum physics. Our work impacts the Lab’s Materials Grand Challenge, specifically LANL Materials Strategy on emergent phenomena at interfaces, since our project addressed a physical process that arises when dynamical interfaces modify the electromagnetic vacuum. Our work also strongly impacts LANL mission on nanotechnology and nanophotonics, especially since our proposed work on engineered heat transfer has potential technological applications to thermophotovoltaics. As Casimir interactions are intrinsic quantum phenomena, our project also impacts LANL mission on quantum science and technology.
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Abstract
We proposed to eliminate the computational bottleneck in the wavefunction Monte Carlo method to enable simulations of quantum transport in models of nanoscale devices. This method solves an equation of motion whose solution yields the same information as the solution of the computationally more expensive master equation for the density matrix. The solutions to either equation of motion share similar bottlenecks, and their use for simulations is limited to systems with relatively few atoms. We wanted to push the use of the wavefunction method to systems with more atoms. Specifically, for this method we sought to replace the exact execution of a matrix-vector multiplication bottleneck by a Monte Carlo estimate of this product by using non-local sampling techniques developed for the Monte Carlo simulation of finite-temperature quantum systems. These novel techniques would also eliminate the time discretization error in the solutions of the equations of motion. Our four main accomplishments were: (1) The discovery that the definition of current used in many published wavefunction Monte Carlo simulations was unphysical. We developed a proper definition. (2) The observation that the density matrices computed deterministically from the master equation and stochastically from the wavefunction Monte Carlo method differed. We traced its source of this discrepancy to the small values of the off-diagonal matrix elements that develop for a system with more than just a few atoms. The problem appears intrinsic to the computation of a density matrix. (3) The observation that the standard quantum information theory metrics for the closeness of two density matrices for gauging numerical accuracy were misleading. The standards for quantum information theory return information that is too global. A simple matrix root-mean-squared measure is more powerful. (4) We developed and implemented a new non-local continuous-time Monte Carlo solver for quantum dynamics.

Background and Research Objectives
In the past decade all nations with major economies have made huge investments in nanotechnology because nanofabricated materials can display properties that do not occur naturally but are needed for advanced technologies. Reducing the physical size of a material heightens the importance of quantum effects on its properties. Predicting and controlling these effects is the objective. In some cases, the downsizing of materials has exposed gaps in the available theoretical and experimental tools available. The ability to simulate quantum transport is one theoretical gap.

We targeted spin, charge, and energy transport in quantum-wire devices, such as rectifiers and transistors, and not only addressed the transport in the devices but also the transport through the leads connecting them to the environment that establish voltage and temperature gradients. Experimentally, nanometer-sized devices are being designed for such applications as light and heat harvesting, information storage, logic circuits, and advanced sensors.

We focused on extending a simulation method, the wave function Monte Carlo method, developed in quantum optics for different types of non-equilibrium applications. While we exploited several seminal insights developed in quantum optics, we sought to abandon the specific Monte Carlo strategy being used there. Our Monte Carlo replacement will produce a more flexible and a much more efficient computational tool. Demonstrating its efficiency for select applications would create a new subfield of quantum Monte Carlo.

Monte Carlo methods sample probability distribution functions. These functions must be positive. The problem with many quantum Monte Carlo methods is the function needing sampling is often not positive and in fact may be complex. A theorem [1] actually precludes the positivity of a joint distribution of position and mo-
momentum, which is at the core of the well-used Boltzmann transport equation. Accordingly, this common approach to studying transport can only treat a quantum problem semi-classically. On the other hand, quantum optics [2] has produced an approach to quantum non-equilibrium problems that guarantees the function needing sampling is positive. The present way the Monte Carlo method is being used to sample this function however has a cost that scales exponentially with the size of the system, making its use for larger non-quantum-optics problems quickly impractical. We proposed to change this and make the wavefunction Monte Carlo method very practical for larger systems.

Normally, in quantum mechanics, the wave function is the object of interest, but in non-equilibrium quantum mechanics the interest instead is on the density matrix. These objects satisfy different equations of motion that need a numerical solution to find the time evolution of each object. Generally a deterministic solution is found, meaning the method of solution lacks any stochastic processes. The methods advance the solution in time by a sequence of small finite time steps $dt$. Operationally, the wave function is described by a list of $N$ numbers, called a vector, while the density matrix by an array of $N$ times $N$ numbers, called a matrix. Accordingly, the density matrix is more costly to compute as finding it requires finding many more numbers.

Observed in quantum optics [2-4] was that when the operators defining the equation of motion for the density matrix, called quantum jump operators were added to the dynamics of the wave function in a certain way, they created a new equation of motion for a vector called the wavefunction. The time expectation value of what is called the outer product of the solution of this vector with itself equals the system’s density matrix. This means that instead of time-evolving the $N$ times $N$ matrix elements of the density matrix one only needs to evolve the $N$ vector components of the wave functions – a significant computational savings. Further established was the wave function equation of motion having the interpretation of being a Poisson stochastic process. Thus, instead of a completely deterministic time evolution, a mixing of determinism and stochasticity is possible: From the state of the system at the current time, one deterministically integrates the wave function equation of motion up to some waiting time at which the system jumps to a new state. This time is determined probabilistically, and the quantum jump operators, and the Monte Carlo sampling of the probabilities of the possible new states determine the new state. This process is repeated over and over. This is the wave function Monte Carlo method. It is sometimes called the quantum trajectory or the quantum jump method.

Quantum optics focuses on systems of one or a few atoms, with a few states each, interacting with each other and with a laser or other electromagnetic field. Two-state atoms, called quits, are frequently studied because of their relevance to quantum computing and information. Extensions of the wave function Monte Carlo method to extended quantum systems, such as a chain of $M$ interacting quits, have adopted this procedure. In these extended systems, the size of the wave function vector $N$ however typically scales as $N = 2M, 3M, 4M, ...$ where $M$ is the number of atoms and $2, 3, 4, ...$ are the number of states per atom. A qubit is a two state atom. Currently, the limit of the wave function Monte Carlo method is $M = 16-32$. $2^{32} = 4,294,967,296 \sim 4 \times 10^9$. We would like $M$ to be few hundred: $2100 \sim 10^{30}$.

The bottleneck in the wavefunction Monte Carlo method is a step that requires the multiplication of a vector by a matrix. The matrix is sparse, meaning most of its elements are zero, but its order is huge: $2M, 3M, 4M, ...$. Clearly, to extend the present algorithm, we cannot keep doing exactly the matrix-vector multiplications for matrices and vectors of these sizes. Using Monte Carlo to estimate them is a long-standing effective alternative. Computationally, the essence of the proposal is breaking this bottleneck in the wavefunction Monte Carlo method by replacing the deterministic step with a Monte Carlo step. We would then do a Monte Carlo simulation in a Monte Carlo simulation. Furthermore, instead of evolving the systems by sequence of small steps, our new approach will allow the evolution by larger steps without any numerical errors.

We based our computational approach on the following:

About 50 years ago, Feynman proposed an alternative formulation of quantum mechanics [5] that introduced the concept of a path integral. Almost all quantum Monte Carlo methods start with a path-integral formulation. We saw how to convert the wave function Monte Carlo method into a path-integral one, called the worldline method. The worldlines are just a discrete form of Feynman paths. Doing this conversion means we can replace the current Monte Carlo procedure with another one, eliminate the time discretization error, and more importantly at the same time eliminate the bottleneck preventing the wave function Monte Carlo insight being used for extended systems.

**Scientific Approach and Accomplishments**

Our approach starts with the observation that a common way to execute the time evolution of a quantum process is via a checkerboard decomposition of the worldline method. In this representation, the worldlines connect the corners of the black and white squares vertically or can
cross the black squares diagonally. Time is in the vertical direction, and space is in the horizontal one. What our observation does is connect simulating the present problem with quantum Monte Carlo methods developed finite-temperature equilibrium problems. It is the efficiency and power of these methods that we want to adapt.

A Monte Carlo method needs to generate many samples of the system being simulated and makes averages over these samples. A worldline Monte Carlo method samples by stochastically “wiggling” the worldlines. In the checkerboard representation, we can perform this wiggling by creating one initial configuration up to some time t (the bottom of the checkerboard), and instead of repeatedly restarting the simulation at some time t=0 (the top of the checkerboard) to create an entirely new set of worldlines, we instead build upon the one we have by repeatedly visiting just the white squares. At each visit, we decide stochastically whether to accept or reject a move of a worldline segment across the square. These moves are the quantum jumps, and stochastically jumping generates not only different initial states but also can sample the number of quantum jumps, the times at which they occur, and the jumped states.

The checkerboard worldline method was first developed for quantum Monte Carlo simulations of equilibrium thermodynamic problems. In these problems, the vertical axis does not represent time but the reciprocal of temperature, and Feymann’s prescription for finite temperature path-integrals requires the worldlines to be periodic in this dimension [5-7]. For the present problem, we do not want this constraint; it is easy to remove. In the equilibrium simulations, the number of electrons is conserved, and hence the number of worldlines. This also means the worldlines must be continuous. These facts are not true here as the quantum jump operators, that is, in the case of electrical transport, add and remove electrons at the left and right ends of the lattice. Accommodating these facts is the biggest adjustments we needed to make. They also require adding a weight to each worldline segment and locally updating them after each move. The weights allow us to exploit the sparseness of the effective Hamiltonian maximally but more importantly they also allow us to maintain a consistent quantum history.

A worldline algorithm typically uses the Metropolis algorithm to do the wiggling which in turn requires computing the ratio of the probabilities of the state of the system after and before the jump [6,7]. In the finite-temperature equilibrium case, the Metropolis ratio is as often negative as it is positive. In the present case, the Markov approximation for the physical dynamics, the analog of the molecular chaos approximation in the derivation of the Boltzmann equation, requires sampling from the ratio of the positive probabilities. This makes a huge difference. The difference in part is the difference between a non-dissipative system and a dissipative one.

The essence of the new Monte Carlo method we want to implement comes from Monte Carlo methods for simulating quantum spin systems. The current wave function Monte Carlo method method changes the configuration of the dynamics by making local changes in space and time. The methods from quantum spins make changes that are non-local in space and time that are inherently more efficient. Our plan was first to implement such algorithms within the checkerboard representation, that is, the discrete-time representation. In many cases, however, it is possible to replace the discrete-time worldlines with continuous one. After our discrete time implementation, our plan was to then consider a continuous-time implementation. This replacement eliminates the time-discretization error. Doing so eliminates a systematic error in the simulation and potentially boosts efficiency. There are 3 ways to achieve a continuous-time representation [7]: (1) taking the limit of dt to 0 analytically in the checkerboard representation, (2) using the worm algorithm, and (3) using the stochastic series expansion method. We used the latter because it maps better to the current problem [8,9]. We intended to implement the easier discrete-time method first and then use it to benchmark the more complex continuous-time code.

An even more preliminary objective was first implementing a even simpler, local Monte Carlo method to describe the transport of magnetization (quantum spin orientation) along a chain of interacting magnetic moments before implementing the more difficult non-local method. In the chosen model, the ends of the chain interact with an environment that favors the up-alignment of a moment at the hot end and a down-alignment at the other colder end. The preferential end alignments drive the transport of magnetization and energy across the chain. Published results for the model, using the present wave function Monte Carlo method with the deterministic solver, concluded that the resulting magnetization and energy currents satisfy the expected Fourier law of transport, including the independence of the final steady state of transport from the initial state, for sufficiently long chains. Our modification of the standard wave function Monte Carlo method failed to reproduce these published results. Not finding a programming error, we proceeded to resolve the disagreement, at least to our satisfaction, by following two lines of investigation.

One line of investigation consisted of solving the equations of transport by numerical methods implementing
a sophisticated predictor-corrector method for solving numerically the system of first-order ordinary differential equations that describe the transport. While very precise results are obtainable, the amount of computer memory needed restricts the use of such methods to same short chains to which the wavefunction Monte Carlo method is restricted. (Again, the existence of this restriction is why exploring Monte Carlo methods.) For the relatively short chain lengths possible, the solutions we obtained confirmed the dependence of the final state on the initial state. Independence however needs only to emerge only when the chain length becomes very long. Accordingly this study, while consistent with our Monte Carlo results, did not completely rule out the published results as they were reported mostly for longer chains.

In the second line of investigation, we explored the applicability of various theorems [10,11] that give a sufficiency condition for the independence. While these theorems have existed for a few years, we believe we are the first to apply them to a numerical as opposed to an analytical study of quantum transport. Their meanings are not very transparent but state that if the details of the interaction of the environment with the chain satisfy certain conditions, then the steady state (long time) transport chain is independent of the initial condition of the chain. The system under study however was found not to satisfy these conditions. Further, as the chain length becomes long, the deviance of the environment’s interactions from sufficiency increases rapidly. While not satisfying sufficiency does not guarantee the absence of independence, this rapid increase in insufficiency points the published results almost certainly being incorrect.

These two investigations gave us confidence in our Monte Carlo results but left us without the simple test problem and the benchmarks on which we were relying. To compensate, we revisited our solver for the differential equations and improved it so we could get precise solutions for slightly longer chains lengths. One way to satisfy the steady-state sufficiency conditions for the model system is to increase the complexity of the interaction of the environment with the moments along the chain. We chose to do so by adding disorder at each site in the form of a external magnetic field acting on each magnetic moment.

With a more complex model, we now needed a more complex Monte Carlo code. We developed two codes: the present method and our first proposal for an improvement. Additionally, our experience with the differential equation solver pointed to the need for using a smaller time step than to one currently being reported in the literature to maintain accuracy for the long times it can take to reach the steady state. Accommodating this required some additional recoding. We re-verified our numerical procedures against the differential equation solvers and added an additional set of measurements to supplement the measurement of the transport coefficient and to provide a more detailed description of the mechanisms for transport.

In benchmarking our code for the wavefunction Monte Carlo method against published one-dimensional simulations, we still experienced significant disagreements between what was published and what we were calculating. Specifically, the Monte Carlo predictions with the new and the previous definitions of the current did not agree with published results.

To resolve this disagreement, we developed a code to solve the master equation deterministically, that is, to solve the equation of motion for the density matrix. Having this code enables us to compare two quite different calculations of the same thing. We focused on comparing the density matrices as all measurements derive from it. The deterministic time-dependent results for the density matrix should agree with the Monte Carlo’s ensemble averages as a function of time and the deterministic steady-state results should agree with the long-time average of the Monte Carlo results. Developing this code took considerable effort, in part because we could not use any portion of the wavefunction Monte Carlo code.

We found that the Monte Carlo averages agreed with the deterministic predictions only at small times and the differences did not, as they should, disappear as the Monte Carlo ensemble size, the length of integration time, or the accuracy of the differential solvers were increased. When we turn off the interaction between the heat baths and the open system, which removes the Monte Carlo from the problem, the two approaches agree perfectly which implies the problem is not with the way we calculate our measurements. If we look at the currents produced in the open systems by just the consequences of the heat bath, which emphasizes the Monte Carlo portion of the calculation, we see the disagreements. The bias, of the order of a few tenths of a percent, appears caused by the off-diagonal elements of the density matrix becoming small and exhibiting large statistical errors. Common measures of comparing density matrices, such as the trace norm and the entropy, imply a much better agreement between the two approaches; however, they are insensitive to these matrix elements. We are using a root mean-square measure that is more common to Monte Carlo simulations.

Trying to resolve whether the observed disagreement was a coding error, a numerical error, or an inherent deficiency took quite a bit of time. We were able to move forward after we discovered a consortium of researchers who very
recently developed a software package called QuTip [12] that implement the standard version of the wavefunction Monte Carlo method and a deterministic solver for the master equation. Using it on our models generated the same minor discrepancy between the density matrices produced by the two approaches and the same disagreements between the measures for comparing the similarities of two density matrices. We now have sound reasons to believe our codes are correct.

The QuTip software package supersedes the software we developed in terms of a more convenient and flexible interface for input and output. Our deterministic solvers are more powerful, however, that power however seems less important than what we would gain by using QuTip. What QuTip lacks the Monte Carlo replacement for the deterministic matrix-vector multiplication that we are developing. Our plan became to develop it and then integrate it into the QuTip computing environment.

As the remaining time for the project was short, we leaptfrogged over our planned development of these newer non-local Monte Carlo methods first in discrete-time and then into continuous-time and started the development of the continuous-time version. We fortuitously discovered an old paper [13] in the literature that proposed a different continuous-time solver than presently used that had the promise of eliminating what is called the waiting-time problem. We succeeded in adding the non-local moves to it and in accomplishing the core of its development. We did not have time to use it for quantum jump process and integrate it with QuTip.

Our four main accomplishments will be detailed in intended publications. They are: (1) the proper definitions for the computation of current, (2) the observation of the discrepancy between the density matrix computed by the deterministic and Monte Carlo method, (3) the misleading information in the standard metrics for the closeness of two density matrices, and (4) the new continuous time solver for quantum dynamics. In future projects we intend to integrate the later into QuTip.

**Impact on National Missions**
The objective of this project is the development of a new computational capability. We emphasize that it has a broader range of applications than nanotechnology. This range umbrellas the same range of activities as the Laboratory’s proposed materials flagship, MaRIE, and will provide useful tools for researchers engaged in this project. While the focus of this project is on transport, the seminal ideas came from quantum optics where the focus is the interaction of a few cold atoms with electrostatic traps and the interaction of an atom with a laser. Accordingly, the new computational tool has multiprobe utility. Quantum optics and MaRIE share the same goal of prediction and control. In fact, the integration of the proposed research with MaRIE would give MaRIE a distinctive look. Additionally, the new computational capability will create new opportunities for high performance computing. The Monte Carlo method is a natural for exascale computing.
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Abstract

Computer malware, which have plagued the Internet for more than two decades, are still growing rapidly and now responsible for most malicious activities in the cyber space. To defend against malware attacks effectively, we need to equip ourselves with malware forensic analysis techniques that not only reveal their sources accurately but also classify them within their families efficiently for quick response. The reality now is that malware analysis is either manually done by highly skilled malware forensic analysts or automated with error-prone signature-based scheme. The sheer volume of computer malware programs that appear every day demands new methods that can classify and analyze them more effectively and efficiently. Against this backdrop, we propose to develop techniques that are inspired by biological phylogenetics to classify and analyze computer malware. Phylogenetics is a field that studies the evolutionary relationships between recognizable groups (‘taxa’) of organisms, and has developed many mature methods for phylogeny inference. In this project, we will develop malware phylogeny that characterizes the evolutionary trajectories of millions of malware programs collected locally at LANL, organizing these malware programs into a structure with which new malware instances can be classified in an automated fashion. Such a classification would substantially enhance our ability to identify origins of malware attacks and aid forensic analysis. To complete this program, we will need to finish three sub-tasks successfully. First, we will analyze different features of malware programs, such as API sequences and function call graphs, and identify those with strong discriminative power. To find such a subset of features with minimal redundancy, we will also study the correlation among these features. Second, we will develop efficient clustering algorithms to group malware instances into families. We will compare multiple clustering algorithms such as k-means and hierarchical clustering and use labeled data to understand their accuracy and efficiency. Third, we will use likelihood-based approaches, such as maximum likelihood inference and MCMC-based Bayesian inference, to infer the phylogenetic relationships within the different malware families. The process of building malware phylogeny will be computationally intensive, as it will be performed on a locally collected malware repository with millions of malware instances. Thus, we will consider both the effectiveness and efficiency of proposed methods and strike a balance between them. In this project, we will harness many resources that are unique to LANL, including a large malware repository with millions of malware programs, tremendous computational resources, and world-class domain expertise in both phylogenetics and cyber security. Also, this project is in concert with the increasing emphasis on cyber security research and development at the national level. The recent calls for proposals from both DARPA and DHS on cyber genome programs, nature-inspired cyber defense, and malware modeling all show that this project has a great promise to pursue further funding from outside government agencies. Moreover, this project also has the potential to build strong collaborations with the computer security industry as the proposed methods may significantly improve the existing practice of malware classification and analysis.

Background and Research Objectives

Malware classification and analysis is a tedious and time-consuming task that demands sophisticated reverse-engineering skills. According to the Internet Security Threat Report, more than 1.6 million new malware instances have been witnessed in 2008 alone, an 165% increase over the previous year (Symantec 2009). The sheer volume and increasing diversity of malware programs has called for automatic and efficient classification and analysis tools. A recent effort of malware indexing revealed that malware classification is largely done manually in the industry and this has significantly impeded the development of effective countermeasures (Hu et al. 2009). This project aims to develop malware...
phylogeny for a large malware repository. This malware phylogeny can be used to classify new malware by finding close relatives automatically and efficiently, allowing for faster effective intervention. It also offers a comprehensive view of malware evolution, which greatly helps finding the originator of a new malware attack. Thus, this work has the potential to revolutionize the existing practice of malware classification and attribution.

**Scientific Approach and Accomplishments**

In this project, we constructed a large number of features from more than 500K malware samples. These features include: (1) frequencies of n-gram byte sequences from binary malware code. We used the standard hexdump utility to derive this information; (2) frequencies of opcodes in instructions from disassembled code. The standard objdump utility uses the linear sweeping algorithm to disassemble code. Due to obfuscation techniques commonly applied in malware, it is well known that objdump may not be able to disassemble a lot of malware code. Hence, we also considered two other methods. One is the recursive descent algorithm, and the other a hybrid algorithm that combines both recursive descent and linear sweeping. We have collected features from all these three disassembly methods; (3) information collected from fields in PE (Portable Executable) headers, such as sizes of different sections and DLLs (Dynamic link libraries) imported. The majority of existing malware targets the Microsoft Windows system and thus uses the PE file format. We have collected hundreds of features from the PE header of each malware executable; (4) frequencies of instructions invoked from dynamic execution of malware samples in a controlled environment; (5) function call graphs that represents calling relationships among functions inside malware code. In addition to these malware samples, we also extracted features from 600 benign executable programs.

In order to find discriminative features that distinguish individual malware families, we uploaded MD5 signatures of the 500K malware instances to VirusTotal (https://www.virustotal.com/), an open malware classification website, and obtained detection results from more than 40 antivirus companies. Combining detection results from these companies, we were able to label 25K malware samples into 12 major malware families with high confidence. These labeled malware samples served as ground-truth for us to find important features (or "genes") that are representative of individual malware families. Given the labeled malware samples and benign executable programs, we ran python-based tools to detect whether they are packed or not.

We then developed python-based machine learning codes that select important features to distinguish malware families. We considered all three major feature selection techniques. (1) The filtering method, which selects features based on individual relevance scores. We have found that the Relief score, which measures the interclass dissimilarity against intra-class dissimilarity, is particularly useful for ranking the importance of each feature in malware classification. We have used a number of classification methods, including Naive Bayes, decision trees, support vector machines, and the k-nearest neighbor algorithm, to study how sensitive features are to the choice of specific classifiers in classification; (2) The wrapper method, which selects features against a specific classification technique. As this method is much slower than the other two methods we have considered, we did not invest a lot of time on it; (3) The embedded method. We formulated the malware feature selection problem as a logistic regression problem based on L1-regularization. We tested various combinations of feature selection and classification methods, and studied the discriminative power of different types of malware features. The results are currently under submission at a peer-reviewed conference.

We also used IDA-pro, a commercial disassembler and debugger, to disassemble all the labeled malware programs and benign executable programs. We developed codes to reconstruct the flow control graph of each malware. The flow control graph includes not only information about how functions call each other, but also transition among basic code blocks (without jumping instructions inside each code block). Based on the flow control graph, we developed metrics that effectively explain the similarity of two malware programs belonging to the same family.

In summary, we developed a principled solution to finding consensus in data clustering by multiple experts. Our project requires labeled data as ground truth to study malware evolution. As manually labeling a large number of malware samples is difficult, we rely on the classification results by multiple AV software to group malware samples. We formulate the problem rigorously and show that finding an optimal solution is computationally intractable. We further proposed a graph theory-based method to find sub-optimal solutions. Using this labeled data, we developed a framework for automated malware classification. This framework can combine various types of malware features, some of which may have missing values, and use the Neyman-Pearson criterion to search optimal parameters of cost-sensitive classifiers. We also developed a new transductive malware classification method to spread label information from labeled samples to unlabeled ones. Finally, we ran phylogenetic software based on maximum-likelihood principles on the features we have collected.
from a few malware families to show their evolution. We interpreted the results and evaluated how accurately the malware phylogeny reflects the realism.

**Impact on National Missions**

This project meets priorities of Information, Science and Technology. It contributes to the Inference/Prediction priority by demonstrating statistical inference methods for the history of malware programs even though their evolution involves human intelligence. We advanced the data intensive computing priority by developing efficient algorithms to extract representative features from a large malware database that contains millions of malware programs. Underlying these efforts is the realization that cyber-threat reduction is among the core missions of LANL. This project connects that capability with our leadership in the application of phylogenetics to biological (viral) systems, and develops a novel capability within cyber security science.
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Abstract
In recent years, graphical models have come to play an important role in modern approaches to computer science and machine learning and have found many applications in various fields of science and engineering. In short, a graphical model is a statistical model for a collection of (possibly very many) random variables in which correlations among the variables are succinctly described by a sparse set of interactions or constraints among small subsets (e.g., pairs or triplets) of variables. The conditional independence relations (Markov properties) satisfied by these variables are then summarized by a graph in which vertices represent random variables and edges denote interactions among the variables. Although graphical models provide a powerful and versatile modeling framework, they suffer from fundamental challenges in that inference in general graphical models is computationally intractable. This has motivated an extensive and on-going research effort to develop computationally-tractable, heuristic methods for approximate inference in graphical models. We have developed advanced methods for graphical models derived from methods of statistical physics. More specifically we built on tractable methods developed for special classes of graphical models. For example, while inference is intractable for some models, like the Ising and dimer models on general graphs, it becomes tractable for planar graphs being equivalent to calculation of a matrix determinant or Pfaffian. These methods were originally developed to obtain estimates of lattice models in statistical physics and are little-known and under-utilized in the machine learning and optimization communities. Our research goals employed in the project can be broadly summarized as follows: (1) new methods for learning graphical models aimed at exploiting tractable computations on planar and bounded-genus graphs, (2) new combinatorial analysis of inference in graphical models and of some popular approximate inference techniques such as belief propagation and its generalizations; and (3) development of entirely new approaches to approximate inference that leverage efficient inference methods for planar graphical models so as to better approximate inference in other intractable classes of graphical models; (4) exploring new statistical physics based approaches to new emerging and applications driven (e.g. in energy systems) disciplines in optimization and control.

Background and Research Objectives
In this project we pioneered advanced methods for graphical models using sophisticated techniques of statistical physics, combinatorics, algebraic graph theory, optimal fluctuation theory and to apply these methods in a wide range of fields such as optimization and control of energy system. The methods developed can be broadly classified into three areas: (1) novel methods for learning graphical models aimed at exploiting tractable computations on planar and bounded-genus graphs, (2) new combinatorial analysis of inference in graphical models and of some popular approximate inference techniques such as belief propagation and its generalizations; and (3) development of entirely new approaches to approximate inference that leverage efficient inference methods for planar graphical models so as to better approximate inference in other intractable classes of graphical models; (4) exploring new statistical physics based approaches to new emerging and applications driven (e.g. in energy systems) disciplines in optimization and control.

Scientific Approach and Accomplishments
Below we describe details (scientific approach and accomplishments) of the sub-projects summarizing the work on the project in the course of the three years.

Computation of the Partition Function for Perfect Matching. We discussed schemes for exact and approximate computations of permanents, and compare them with each other. Specifically, we analyzed the Belief Propagation (BP) approach and its Fractional Belief Propagation
(FBP) generalization for computing the permanent of a non-negative matrix. Known bounds and conjectures are verified in experiments, and some new theoretical relations, bounds and conjectures are proposed. The Fractional Free Energy (FFE) functional is parameterized by a scalar parameter $\gamma \in [-1; 1]$, where $\gamma = -1$ corresponds to the BP limit and $\gamma = 1$ corresponds to the exclusion principle (but ignoring perfect matching constraints) Mean-Field (MF) limit. FFE shows monotonicity and continuity with respect to $\gamma$. For every non-negative matrix, we define its special value $\gamma_* \in [-1; 0]$ to be the $\gamma$ for which the minimum of the $\gamma$-parameterized FFE functional is equal to the permanent of the matrix, where the lower and upper bounds of the $\gamma$-interval corresponds to respective bounds for the permanent. Our experimental analysis suggested that the distribution of $\gamma_*$ varies for different ensembles but $\gamma_*$ always lies within the $[-1; 1/2]$ interval. Moreover, for all ensembles considered the behavior of $\gamma_*$ is highly distinctive, offering an empirical practical guidance for estimating permanents of non-negative matrices via the FFE approach.

Belief Propagation for (general purpose) Linear Programming. Belief Propagation (BP) is a popular, distributed heuristic for performing MAP computations in Graphical Models. BP can be interpreted, from a variational perspective, as minimizing the Bethe Free Energy (BFE). BP can also be used to solve a special class of Linear Programming (LP) problems. For this class of problems, MAP inference can be stated as an integer LP with an LP relaxation that coincides with minimization of the BFE at $\gamma = 0$. We generalize these prior results and establish a tight characterization of the LP problems that can be formulated as an equivalent LP relaxation of MAP inference. Moreover, we suggest an efficient, iterative annealing BP algorithm for solving this broader class of LP problems. We demonstrate the algorithm’s performance on a set of weighted matching problems by using it as a cutting plane method to solve a sequence of LPs tightened by adding “blossom” inequalities.

A Graphical Transformation for Belief Propagation

Maximum Weight Matchings and Odd-Sized Cycles. Max-product ‘belief propagation’ (BP) is a popular distributed heuristic for finding the Maximum A Posteriori (MAP) assignment in a joint probability distribution represented by a Graphical Model (GM). It was recently shown that BP converges to the correct MAP assignment for a class of loopy GMs with the following common feature: the Linear Programming (LP) relaxation to the MAP problem is tight (has no integrality gap). Unfortunately, tightness of the LP relaxation does not, in general, guarantee convergence and correctness of the BP algorithm. The failure of BP in such cases motivates reverse engineering a solution – namely, given a tight LP, can we design a ‘good’ BP algorithm. To address the challenge we designed a BP algorithm for the Maximum Weight Matching (MWM) problem over general graphs. We proved that the algorithm converges to the correct optimum if the respective LP relaxation, which may include inequalities associated with non-intersecting odd-sized cycles, is tight. The most significant part of our approach is the introduction of a novel graph transformation designed to force convergence of BP. Our theoretical result suggests an efficient BP-based heuristic for the MWM problem, which consists of making sequential, “cutting plane”, modifications to the underlying GM. Our experiments show that this heuristic performs as well as traditional cutting-plane algorithms using LP solvers on MWM problems.

Loop Calculus and Bootstrap-Belief Propagation for Perfect Matchings on Arbitrary Graphs. We analyzed computation of the Partition Function (PF) and the Minimum Weight Perfect Matching (MWPM) on arbitrary, non-bipartite graphs. We present two novel problem formulations - one for computing the PF of a Perfect Matching (PM) and one for finding MWPMs - that build upon the inter-related Bethe Free Energy, Belief Propagation (BP), Loop Calculus (LC), Integer Linear Programming (ILP) and Linear Programming (LP) frameworks. First, we described an extension of the LC framework to the PM problem. The resulting formulas, coined (fractional) Bootstrap-BP, express the PF of the original model via the BFE of an alternative PM problem. We then studied the zero-temperature version of this Bootstrap-BP formula for approximately solving the MWPM problem. We do so by leveraging the Bootstrap-BP formula to construct a sequence of MWPM problems, where each new problem in the sequence is formed by contracting odd-sized cycles (or blossoms) from the previous problem. This Bootstrap-Contract procedure converges reliably and generates an empirically tight upper bound for the MWPM. We conclude by discussing the relationship between our iterative procedure and the famous Blossom Algorithm of Edmonds ’65 and demonstrate the performance of the Bootstrap-and-Contract approach on a variety of weighted PM problems.

Learning Planar Ising Models. Inference and learning of graphical models are both well-studied problems in statistics and machine learning that have found many applications in science and engineering. However, exact inference is intractable in general graphical models, which suggests the problem of seeking the best approximation to a collection of random variables within some tractable family of graphical models. To address the challenge we analyzed...
the class of planar Ising models, for which inference is tractable using techniques of statistical physics. Based on these techniques and recent methods for planarity testing and planar embedding, we propose a simple greedy algorithm for learning the best planar Ising model to approximate an arbitrary collection of binary random variables (possibly from sample data). Given the set of all pairwise correlations among variables, we select a planar graph and optimal planar Ising model defined on this graph to best approximate that set of correlations. We demonstrate our method in simulations and for the application of modeling senate voting records.

Tail-Constraining Stochastic Linear-Quadratic Control: Large Deviation and Statistical Physics Approach. Standard definition of the stochastic Risk-Sensitive Linear-Quadratic (RS-LQ) control depends on the risk parameter, which is normally left to be set exogenously. We reconsidered the classical approach and suggest two alternatives resolving the spurious freedom naturally. One approach consisted in seeking for the minimum of the tail of the Probability Distribution Function (PDF) of the cost functional at some large fixed value. Another option suggests to minimize the expectation value of the cost functional under constraint on the value of the PDF tail. Under assumption of the resulting control stability, both problems are reduced to static optimizations over stationary control matrix. The solutions were illustrated on the examples of scalar and 1d chain (string) systems. Large Deviation self-similar asymptotic of the cost functional probability distribution function was analyzed.

Impact on National Missions
Our project has provided new powerful tools in learning of predictive statistical models from observations. Applications for these algorithmic and theoretical IT “know how” tools are many, ranging from bio- and genetic networks, detection of anomalies in infrastructure networks, inverse problems in seismology, reservoir exploration and discovery in oil fields, to probabilistic co-design based on limited measurements. Our project primarily addressed the Information Science & Technology Grand Challenge by providing a data-driven algorithmic tool for “Intelligent Data Acquisition, Management, And Analysis” (especially in what concerns Knowledge extraction, Automated discovery, Active learning, Anomaly detection, Data mining and Semi-supervised learning) and “Computational Co-design” (in what concerns integration of domain expertise, e.g. in statistical modeling of observational data, and novel machine learning techniques the project develops). This research helped LANL to respond to incoming National Initiatives, DOE, DOD, DTRA, DARPA and DHS related to monitoring, detection, control and analysis of large data sets.
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Abstract
With the increasing heterogeneity and on-node parallelism of high-performance computing hardware, a major challenge to computational physicists is to work in close collaboration with computer scientists to develop portable and efficient algorithms and software. The objective of our work was to implement a portable code to perform interface reconstruction using NVIDIA’s Thrust library. Interface reconstruction is a technique commonly used in volume tracking methods for simulations of interfacial flows. For that, we have designed a two-dimensional mesh data structure that is easily mapped to the 1D vectors used by Thrust and at the same time is simple to work with using familiar data structures terminology (such as cell, vertices and edges). With this new data structure in place, we have implemented a recursive volume-of-fluid initialization algorithm and a standard piecewise interface reconstruction algorithm. Our interface reconstruction algorithm makes use of a table look-up to easily identify all intersection cases, as this design is efficient on parallel architectures such as GPUs. We obtained performance results which show that a single implementation of these algorithms can be compiled to multiple backends (specifically, multi-core CPUs, NVIDIA GPUs, and Intel Xeon Phi coprocessors), making efficient use of the available parallelism on each platform.

Background and Research Objectives
A critical barrier to progress in high-performance computing is a pervasive lack of software portability among the wide variety of available hardware architectures. Code written to run on one platform rarely will run efficiently on a different platform, if it can run at all. For example, a program written in CUDA may run very efficiently on an NVIDIA graphics card, but cannot be compiled at all on any other platform. A program written in OpenCL may be able to run on both an AMD graphics card and on a multi-core CPU, but it will likely do a poor job of utilizing the available concurrency on either platform, at least without a significant time investment to make platform-specific optimizations for each algorithm.

The solution to this challenge is not simply another programming language that can be compiled on different machines, but rather an abstraction that enforces a generic form of parallelism in the design of algorithms, that can then be easily mapped to the concurrency provided by many different architectures. In this regard, the data-parallel programming model offers great promise. In this model, all data is represented in one-dimensional arrays, and a set of primitive operators are defined that can be efficiently applied to all elements of an array simultaneously on any parallel architecture. Any algorithm written using only these primitives can then take advantage of the concurrency available on any hardware for which implementations of these primitives exist.

The Thrust library from NVIDIA provides the basic building blocks of this programming model: a vector data type and implementations of data-parallel primitives in CUDA, OpenMP, and Intel Threading Building Blocks. However, in order to be useful to scientists at Los Alamos and elsewhere, much needs to be added to this core provided by Thrust. On the front end, a new data model (rather than simply one-dimensional vectors) needs to be devised in order to map easily to the problem domains of simulations (such as 3D meshes), and on the back end, implementations of the data parallel primitives are needed that run efficiently on many more architectures than are currently supported. Once the implementations of the small set of primitives have been optimized on a platform, the programmer of an operator algorithm no longer needs to worry about making platform-specific optimizations.

Through a co-design process involving computer scientists, application scientists, and hardware vendors, we made strides towards providing a framework in which scientists can easily map their simulations and visualization and analysis operators onto a data-parallel model.
and efficiently run their code on emerging parallel technologies.

**Scientific Approach and Accomplishments**

We have implemented 1D, 2D, and 3D mesh data structures using our Pinion framework that allow physicists to easily map a structured grid to the 1D vectors used by Thrust. The design of the mesh data structures provides an interface familiar to computational physicists while introducing them to the concept of the data parallel programming model. This enables them to take advantage of the available parallelism while still thinking in terms of familiar structures such as cells, vertices, and edges. This is the result of several iterations of tight and productive cooperation between the computational physicist and the computer scientists of the team. We have implemented volume fraction initialization using all three of these mesh data structures, as well as gradient and interface reconstruction for the 2D case. The details of this implementation, as well as strong and weak scaling results for the same code compiled and run on GPUs, multi-core CPUs, and Intel Xeon Phi (MIC) accelerators, are presented in our paper “Volume-of-Fluid Interface Reconstruction Algorithms on Next Generation Computer Architectures”, accepted for the Proceedings of the ASME 2014 4th Joint US-European Fluids Engineering Division Summer Meeting and 12th International Conference on Nanochannels, Microchannels, and Minichannels, August 2014.

We purchased a small cluster of Intel Xeon Phi (MIC) nodes, which have been successfully installed within our group’s Darwin cluster, and we have extensively studied this architecture (including attending several MIC programming workshops). We have run our PISTON isosurface operator, using the existing OpenMP backend, directly on an Intel Xeon Phi coprocessor (i.e., in “native” MIC mode), with good scaling results with the number of threads. We then modified the OpenMP backend for selected data-parallel primitives in order to improve vectorization performance on the Xeon Phi. We have also implemented backends for a small number of Thrust primitives using the “offload” mode (in which some processing is performed on the host and some on the coprocessor).

Furthermore, we have extended the Thrust library to support concurrency in distributed memory environments across multiple nodes. This enables the application developer to write data-parallel algorithms while viewing the data as single, long vectors, essentially without needing to explicitly take into consideration whether the values are actually distributed across nodes. Our distributed wrapper for Thrust handles the communication in the backend using MPI, while still using the standard Thrust library to take advantage of available on-node parallelism. We have written distributed implementations of several key data-parallel primitives, including scan, scatter/gather, sort, reduce, and upper/lower bound. The details of this distributed backend are presented in our paper “Portable Data-Parallel Visualization and Analysis in Distributed Memory Environments”, published at the IEEE Symposium on Large-Scale Data Analysis and Visualization, October 2013. We have also successfully run our 2D volume fraction initialization, gradient, and interface reconstruction algorithms using this distributed implementation on multiple Xeon Phi (MIC) coprocessors on the Stampede cluster at the Texas Advanced Computing Center.

**Impact on National Missions**

The deliverables and the experience resulting from this work will help build laboratory capabilities in programming models within the larger exascale computing co-design missions. The physics targeted by our front-end work was chosen to support the type of simulations critical to the DOE Nuclear Energy Programs and other DOE agencies, while the architectures targeted by our back-end work were selected to support the specific hardware that will be likely to be used in the laboratory’s next generation of supercomputers. The deliverables of this project, including interface reconstruction that can achieve good performance on several next-generation supercomputing architectures, could be used to interface with compressible multi-material hydro codes used extensively in the ASC program and in X Division. This work should also be complementary to other work on cross-platform high-performance computing at the laboratory. For example, the physics code resulting from this work could potentially be compiled by the compiler being developed by the Scout project, with this work providing a useful application and data abstraction for Scout, and the low-level compiler optimizations made by Scout providing an opportunity for further performance enhancement for this work. We have actively made connections with related work at the lab for preparing codes for next-generation architectures, especially the Eulerian Applications Program – Future Architectures team (EAP-FA), and believe that our work and experience from this project can contribute to such efforts.

**Publications**

Abstract
Development of an in-transit solution for data analytics that utilize burst buffer technology requires an understanding of the burst buffer’s capabilities relative to the analysis and simulation workloads. Burst buffers are next-generation storage technologies in support of high-performance scientific computing. In-transit analysis is analytics done as data are being copied from the source (simulation or supercomputer) to the long-term storage. This research explores the intersection of large-scale data analytics and burst buffers. A prototype burst buffer system has been constructed using estimates of expected technology and deployment strategy from LANL’s next supercomputing project. Initial testing was completed on this prototype burst buffer to determine bandwidth capabilities (for both file read and write) under various I/O and compute and analysis conditions. Thus, our research determines how data could be ingested and read back and the feasibility of in-transit analytics of large-scale data, due to peta-scale and exa-scale scientific computing, analytics, and large-scale simulations being I/O constrained.

Background and Research Objectives
These tests were conducted with a commercially available file system configured across the burst buffer hardware experimental platform. It can be configured to place files onto the storage media using two configurations: distributed or scattered placement. Distributed is a mode that mimics the Hadoop Distributed File System and Google File System’s placement policy, which calls for the clustering of files that can be passed back to a locally running application as a unit of work. It allows for the querying of file locality data to allow for the placement of the analytics code on the same node containing the data to be processed. This is how commercial analysis systems, like Spark and Hadoop, achieve performance, by moving running code to data. In comparison, the scattered placement policy is the normal placement policy for many file systems and strives to stripe file blocks as widely across the available storage media, to gain the aggregate performance (bandwidth) of as many drives as possible.

For workload testing, a parallel scientific Fortran application for the oceanographic meridional overturning circulation (MOC) was used. It was written and used by LANL ocean modelers and users of LANL’s Parallel Ocean Program (POP). It serves as a prototypical application capable of utilizing in-transit data transfer to improve the overall performance of a simulation. The meridional overturning circulation is a system of both surface and deep currents common to all ocean basins. It transports large amounts of water, heat, salt, carbon, nutrients and other substances around the globe, and connects the surface, ocean, and atmosphere with the huge reservoir of the deep sea. It is therefore of critical importance to an understanding of the terrestrial climate system and it is a real-world use case analysis scenario for burst buffers.

Scientific Approach and Accomplishments
Before workload testing, a calculation of the theoretical peak performance expected from the burst buffers and solid state drives (SSDs) was conducted to determine what the upper bound on I/O bandwidth. Looking at the data path in the system, it was determined that the SSDs would be the slowest component in the system and thus the limiting factor to performance, but also showing that distributed performance gained the best I/O bandwidth (Figures 1-2).

The following test results shown here (Figure 3) are reflections of the actual performance expected of the analysis codes when operating on the data already within the burst buffers (rather than copying data to the code) rather than the traditional parallel file system. The read performance is indicative of the performance to pull stored data to RAM for processing, while the write performance is what is expected for performance of sav-
ing analysis products back to the local flash pool from the simulation vs. the parallel file system.

A comparison of the following in Figure 3 shows a significant reduction in I/O read time for the data input to our MOC computer program where we have used the localized read functions vs. remote read functions. The combination of parallel execution and the use of the burst buffers improve the I/O times sufficiently such that the total run time for our test is reduced by 10 minutes. This is a highly significant improvement over the standard un-optimized execution without burst buffers, representing an improvement of 100% or 2:1.

Impact on National Missions
Testing of the burst buffer prototype setup shows both functionality and performance necessary to continue building the proposed capability and integrating it into future supercomputing platforms. The distributed file system capability has shown itself to perform on par or better than a standard scattered placement mode. As a result, we can, without a loss in performance and gain end-to-end performance, use a distributed file system and burst buffers to ingest simulation data. This allows analytics applications to optimally access the data in-transit, with little network communication, to produce the desired analytics and results.

This has a direct impact on all large-scale DOE simulation efforts done across the laboratories (both NNSA and SC), as it shows greater performance in both the simulation and analysis codes through the use of burst buffers and in-transit analysis.

Figure 1. Distributed file burst buffer performance.

Figure 2. Striped file burst buffer performance.

Figure 3. Different workload performance on a burst buffer, showing that using a burst buffer for simulation and analytics results in a huge performance gain (roughly 2:1).

Publications

Abstract
This project combined an advanced information coding technique with a specialized transmission protocol that demonstrates the ability to maintain near-ideal data throughput performance regardless of the noise present in a wireless communication channel. With careful logic architecture the project efficiently implemented complex algorithms in standard hardware. Testing under laboratory conditions demonstrated the design’s ability to dynamically adjust the message coding rate to maximize data throughput and increase spectrum efficiency. The design is compatible with existing wireless modulation and signal bandwidth allowing it to provide increased capabilities to existing communications systems. Any mission or agency concerned with the efficient and reliable delivery of digital information in the presence of dynamically changing interference or jamming could benefit from this work.

Background and Research Objectives
Information coding, the application of mathematical algorithms to data to achieve specific results, is central to the error-correction techniques that are employed to reliably transmit data through a noisy communications channel. Using a specialized algorithm a transmitter will generate a set of parity bits and append them to the packet of data. These parity bits are then used by a receiver to correct any errors in the data that occurred during transmission. The more noise present in the channel the more errors will occur in the data requiring more parity bits to recover the data.

Traditional techniques use a fixed rate code where a set number of parity bits are appended to each data message. The ratio of the number of data bits to the number of data bits plus the number of parity bits (its code rate) is generally determined by the signal to noise ratio (SNR) the communication system is expected to operate in. Below the predetermined SNR level the message can’t be recovered. Above the predetermined SNR level the data message can be transmitted reliably. However, since a fixed rate code is employed the data throughput rate remains constant even when the channel conditions are excellent resulting in channel data capacity going unused. Examples of traditional fixed rate codes include convolutional coding and Reed-Solomon coding.

Low Density Parity Check (LDPC) codes are a class of forward error correction codes. The general field of LDPC codes is composed of many different families characterized by a number of differing properties including the structure of the parity check matrix, the encoding or decoding complexity and the method of code construction. LDPC codes are currently used in many modern communication systems such as the DVB-S2 standard, the CCSDS body of space data standards and IEEE 802.16 WiMAX. These systems employ LDPC codes using a fixed rate coding scheme.

LDPC codes can be implemented as rateless codes - the idea that an unlimited number of parity bits can be generated for any given user data message. Rateless codes have been employed commercially, one example being Fountain codes. These codes can be efficient when a big data file needs to be distributed to a large number of widely distributed receivers but is inefficient when the communication is between a single transmitter/receiver pair and involves random sets of data.

Previous work developed a model for a rate-compatible protocol that could maintain near ideal data throughput in a dynamically changing noise environment. This design combined an LDPC coding with a specialized transmission protocol to enable maximum performance regardless of the interference present in a wireless (Radio Frequency or RF) communication channel. Working together, the coding technique and the transmission protocol dynamically tunes the throughput rate of each data message to adjust to rapidly changing interference in the transmission channel. This is done automatically.
with a minimum amount of feedback and no specialized equipment to measure the quality of the channel. The result is a data transfer rate that approaches the theoretical maximum set by the Shannon limit.

Traditionally wireless communication systems have employed other methods to maintain data throughput across a noisy channel. These other methods include increasing the power of the transmitter or the use of a more complex signal modulation technique. The proposed rate-compatible protocol operates independent of these techniques. For this reason the rate-compatible protocol is both compatible with and complimentary to the other techniques.

Previous work resulted in a high level computer model and a technical report. The objective of this engineering LDRD project was to implement the rate-compatible protocol in hardware and demonstrate its performance under laboratory conditions. Specifically, the goals of this effort were to demonstrate that the rate-compatible protocol:

• could maximize data throughput capacity across a wide range of SNR;
• dynamically adjust its coding rate to changing SNR without a priori knowledge;
• minimize the amount of back channel communication from the receiver;
• could be implemented using common communication hardware;
• is compatible with existing modulation and channel bandwiths.

This work would raise the technical readiness level of the rate-compatible protocol from TRL3 to TRL6.

To achieve these objectives the team had to make some engineering trades sacrificing certain design optimization in order to build an initial demonstration system. This resulted in a message payload smaller then typically used which impacted overall performance. However, by the end of the project the design was fully functional in the laboratory, demonstrated all the critical components operating in hardware and was built to allow it to be readily expanded to larger message payloads.

Scientific Approach and Accomplishments

A Weight-3 Repeat Accumulate (W3RA) LDPC code was selected for this project due to its reduced complexity, lending itself to hardware implantation while still providing good performance. Generally these codes will use at least 1,000 code bits. The more code bits the more efficient the code is in correction errors providing better performance. One of the engineering trades made by the project was to select a short code length that could be quickly implemented in hardware and yet provide enough performance to validate the research objectives. A length 360 rate 0.50 W3RA code was selected which creates an encoded codeword with 180 data bits and 180 parity bits.

The Sum-Product-Algorithm (SPA), an iterative algorithm based on belief propagation, is used to decode the W3RA LDPC code. The decoder uses received message bits combined with reliability information indicating the probability that a bit is correct. The decoder then iteratively processes the data through the algorithm while updating the reliability information. Processing continues until the reliability information converge indicating success or the decoder detects that the reliability information is diverging indicating that decoding has failed and more parity bits are needed.

The project used parity bit puncturing to implement various code rates. Puncturing selectively removes parity bits prior to transmission. At the decoder side the removed parity bits are simply treated as bits with zero reliability information. Five different levels of puncturing were used to produce five different code rates of 1.00, 0.80, 0.67, 0.57 and 0.50. For a rate 1.00 all parity bits are punctured meaning that no parity bits are sent with the data message. For a rate 0.50 no parity bits are punctured and all parity bits are sent. All other rates have varying numbers of punctured bits with decreasing code rate indicating fewer punctured bits.

The encoded data bits and associated parity bits are then transmitted using a specialized transmission protocol that controls the number of parity bits sent depending on the noise in the communication channel. The rate-compatible protocol demonstrated by this project is illustrated in Figure 1. The protocol follows these steps.

1. A 702-bit data word is collected and a 16-bit CRC is appended to the end.
2. The 720-bit combined data block is split into four 180-bit subwords and each is encoded with the W3RA encoder giving four 360-bit codewords each with its own set of parity bits.
3. During the first transmission no parity bits are sent. A 127-bit BCH header is prepended to the message to indicate to the receiver if the payload is data or parity.
4. The receiver performs a CRC check and if it has failed to recover the message without errors it then requests additional parity bits from the transmitter.
5. The transmitter sends 180 parity bits, 45 bits for each of the four subwords. Again a BCH header is prepend-
ed to the message to indicate which parity bits are being sent.

6. At each step in this process the receiver performs SPA decoding on the previously received data and parity bits along with the newly arrived parity bits. If the decode is successful then the protocol is complete and the receiver signals success to the transmitter indicating that a new data message can be sent. However, if the decode fails then the receiver requests additional parity bits from the transmitter and the process repeats.

The BCH header prepended to each transmitted message is necessary for informing the receiver of what data is being received. Critical to the operation of the protocol is the requirement that the BCH code be powerful enough to allow the header information to be recovered even at the lowest SNR levels. For the short length code implemented by the project the BCH header makes up a significant part of the overhead that is added to the data, lowering the effective code rate. However, the size of the BCH header would not change when a longer code is used, greatly reducing its impact on the overall code rate.

Complete versions of both the encoder and decoder were implemented in a Xilinx Virtex-6 field programmable gate array (FPGA). For the encoder this included the W3RA encoder, the puncturing logic, the BCH message header encoding, and the transmitter portion of the rate-compatible protocol. For the decoder this included the receiver portion of the protocol, the BCH message header decoder, the logic to process the punctured parity bits and the belief propagation logic using the SPA. A Gaussian white noise generator was also implemented in the FPGA to insert random errors into the information going between the encoder and decoder based on a selected SNR level. Software on an external computer was used to control testing of the rate-compatible protocol in the FPGA and to analyze results.

Results from laboratory testing of the design showed the following results.

Research objective 1: Figure 2 shows the ability of the rate-compatible protocol to maximize data throughput across a wide range of channel conditions. At high SNR levels the throughput performance of the design significantly exceeds the performance of the traditional fixed rate one-half convolutional code. As the SNR drops so does the data throughput rate of the protocol as expected. At the lowest SNR levels the performance of the rate-compatible design does drop below that of the traditional fixed-rate code due to the inefficiencies of the short code length currently implemented by the project. By scaling up to longer code lengths the performance advantage of the rate-compatible protocol would be extended to lower SNR levels and allow it to track much closer to the Shannon Limit across all SNR levels. Figure 2 also shows the effect the BCH header has on the overall performance. A longer code would minimize the impact the BCH header has on the design. The design of the rate-compatible protocol created by this project allows the logic to be readily expanded to longer codes.

Research objective 2: Figure 3 shows the ability of the rate-compatible protocol to adjust its coding rate based on the conditions of the transmission channel (note that the listed rates include both the BCH overhead and parity bits). At the highest SNR levels all data messages are successfully delivered using the highest coding rate. As the SNR drops errors are introduced to the transmitted message requiring a lower coding rate. Since errors are inserted randomly the coding rate required at a specific SNR level varies. The rate-compatible protocol dynamically adjusts its coding rate to take advantage of this variability maximizing overall data throughput.

Research objective 3: The receiver sends a simple positive or negative acknowledgement back to the transmitter indicating whether or not a specific data message has been successfully decoded. A positive acknowledgement means the transmitter can send the next data message in the queue. A negative acknowledgement means that the transmitter needs to send the next set of parity bits for the current data message. It is important to note that the transmitter only sends additional parity bits; it does not retransmit the entire data message. This is a major difference between the rate-compatible protocol and systems using traditional fixed rate codes.

Research objective 4: All critical functions of the rate-compatible protocol were implemented using a standard commercial FPGA clearly demonstrating the designs compatibility with common communication hardware. Furthermore, the design was created using an industry standard hardware description language without using any proprietary design resources. This allows the design to be readily ported to other commercial hardware or even into a custom integrated chip.

Achieving an efficient implementation of the W3RA encoder in FPGA logic is relatively straightforward. However, implementing a SPA decoder requires several large matrices that have to be accessed multiple times during many iteration cycles. These requirements put a heavy load on both memory and routing resources inside a FPGA and make it difficult to parallelize the logic to increase execution speed. Through careful design an architecture was
developed to address these issues allowing the design to be scaled up to much longer code lengths.

Research objective 5: The encoded data frame that is sent from the transmitter to the receiver is a simple stream of bits. This bit stream is fully compatible with existing RF signal modulation methods and frequency bandwidths. Because of this compatibility the rate-compatible protocol can increase the data throughput capacity of an existing communication system.

**Impact on National Missions**

This project has demonstrated technology that can significantly increase the data throughput capacity of existing RF communication links. Any mission or agency concerned with the efficient and reliable delivery of digital information in the presence of dynamically changing RF channel conditions could benefit from this work.

NNSA is responsible for satellite instruments to meet national treaty monitoring requirements. This includes the delivery of sensor data to the ground during ionospheric disruptions. The rate-compatible protocol could ensure maximum data delivery under these dynamically changing conditions. Agencies including NNSA, DOD, NASA and numerous Intelligence Agencies relay heavily on wireless communications to perform various remote sensing missions. Often these RF links must operate when the condition of the communication channel is changing due to natural interference, weak transmission signals or intentional RF jamming. The rate-compatible coding algorithm and transmission protocol can significantly improve the performance of these links.

The annual growth in commercial wireless data traffic has been predicted at 74% over the next couple years - much of it due to expanded use of smartphones. Due to the mobility of these devices channel conditions constantly change due to their distance from a base station; intervening buildings or terrain; and noise present in the environment. The rate-compatible protocol can improve the performance under all these conditions while increasing the data carrying capacity of the RF spectrum.

![Figure 1. Illustration of how the W3RA encoder and the specialized transmission protocol are combine to create the rate-compatible protocol.](image1)

![Figure 2. Comparison of the average data throughput rate versus SNR. Curves are shown for the theoretical maximum as determined by the Shannon Limit, the model results of encoded data with parity bits but no BCH header, the model results of encoded data with parity bits and the BCH header, the hardware results of the encoded data with parity bits and the BCH header, and the model results for a traditional fixed rate one-half convolutional code.](image2)

![Figure 3. The rate-compatible protocol adjusts the coding rate used to transfer a message depending on the noise in the channel. The figure shows the hardware results of the encoded data with parity bits and the BCH header.](image3)
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A Quadrature Approach for Non-Gaussian Uncertainty Representation and Propagation
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Introduction
If you know exactly where something is, and how fast it is going, and what forces affect it, you can make good predictions as to where it will be in the future. However, in the real world, all these things are only approximately known, and you can only estimate that it will be in a certain larger region at some future time. This project looks at predicting satellite collisions, but the techniques being developed are more general and can be applied to any future predictions.

Current standard prediction techniques simplify the uncertainty to regions that are described by spheroids that may be stretched like a football, but not bent like a banana, coiled like a spring, or split into multiple regions. These more complicated uncertainty regions can be explored by simulations.

In more technical terms, this project seeks to develop the next generation of sigma point filters, moving past the Gaussian assumption by developing a Gaussian Mixture Model sigma point transformation and applying the new method to the highly relevant problem of calculating collision probabilities between satellites. LANL’s own high-resolution high-frame rate sensor will be used to observe satellites, and LANL’s 3-D coupled ionosphere-thermosphere model will be used to accurately propagate the positions low-Earth orbiting satellites while accounting for atmospheric drag uncertainties.

This particular study is focused on space situational awareness, which is a key topic in the Grand Challenge for Sensing and Measurement Science for Global Security. However, more generally, it covers many fields of simulation.

Benefit to National Security Missions
This work represents a new, novel, and ground breaking approach to uncertainty quantification that has application across a number of areas in LANL’s portfolio. In particular, the development of an accurate and consistent method of characterizing uncertainty is highly relevant for space situational awareness, which is a key topic in the Grand Challenge for Sensing and Measurement Science for Global Security. This project offers an exciting opportunity to further solidify the theoretical underpinning of powerful and well-known methods in non-linear/non-Gaussian estimation while developing a new and computational efficient technique. Knowing if and when objects in space collide and being able to accurately quantify the uncertainty of such a prediction is in particular relevant for DoD (maintains the space catalog and makes orbital predictions) and NASA (orbital debris office and manned and robotic space asset protection).

Progress
This work investigated a technique call generalized Gaussian cubature where the rules are constructed to integrate a set of functions exactly. Also, this work develops an approach to form generalized Gaussian Cubature rules for Gaussian mixture distributions. First classical quadrature methods for one-dimensional integrals were discussed and an approach to generalize one-dimensional integrals for Gaussian mixture models was shown.

A general method for calculating the quadrature point was investigated. This method was applied to a numerical example where a Gaussian mixture model was considered and two integration rules were compared. The first approach was based on performing the unscented transformation for each Gaussian component to compute the integral. The second approach was based on the methods that utilized sigma points with respect to the Gaussian mixture. It was shown that the method developed for this work outperformed the unscented transformation and provides a means for developing an accurate sigma point transformation for Gaussian mixture models.
Then approaches for multi-dimensional integral were discussed. The generalized cubature approach was selected for solving two problems, multi-dimensional integrals of Gaussian distributions and multi-dimensional integrals of Gaussian mixture distributions. These two problems may be simplified greatly by using the generalized cubature technique along with properties of Gaussian distributions. The problem of solving for the cubature of Gaussian distributions was also greatly simplified by using the multi-dimensional Hermit polynomials. Cubatures were derived for a number of cases and used for both uncertainty propagation and sequential state estimation. Good results were shown with the new methods.

This work also looked at applying these techniques to the problem of light curve inversion for satellite characterization. Progress has been made in this area and good results of been presented at conference. Collaboration has been started with the US Air Force and there are opportunities to expand this collaboration in the future.

Future Work
In the second year this project seeks to further develop generalized Generalized Gaussian Cubature. The postdoc will determine the convergence properties, robustness, and accuracy of the new method. The postdoc will also work with experimental data from a high-resolution high-frame rate sensor developed at LANL. This sensor will provide data of satellite positions that can be used for testing the algorithm and providing a ground truth. Collaboration efforts with the Air Force will continue as the algorithm for light curve processing is developed and Air Force relevant examples are studied.

Conclusion
This post-doctoral fellowship project seeks to develop the next generation of sigma point filters, moving past the Gaussian assumption by developing a Gaussian Mixture Model sigma point transformation. In particular, the development of accurate and consistent method of characterizing uncertainty is highly relevant for space situational awareness, which is a key topic in the Grand Challenge for Sensing and Measurement Science for Global Security. This project is expected to further solidify the theoretical underpinning of powerfully and well-known methods in nonlinear/non-Gaussian estimation while developing a new and computational efficient technique.

Publications


Introduction
This project aims to understand the complexity of force-carrying contacts in a granular medium, which can often lead to its destabilization (due to external forcing) along unexpected fault lines, as commonly observed in geophysical situations including earthquakes, mudslides, and avalanches. The approach will be twofold. First, a model of how granular materials flows will be developed for the types of conditions encountered in geophysical processes. This is a high-potential scientific problem because, in over three decades of research, this most basic question regarding granular materials remains unsettled. Second, the force-chain network structure of granular materials will be obtained from model experiments, being conducted at Los Alamos, of a granular medium between sheared plates responding to the stimulus of their relative motion. The mathematical techniques of network analysis will be used to better understand the dynamic behavior of the medium under such loads. This is a cutting-edge endeavor because few such laboratory scale experiments and analysis have been carried out previously. Additionally, new algorithms for simulating universal emergent behaviors (clustering, ordering, topology) arising from the interplay between discontinuous granular mixing dynamics and microscopic physics will be developed as part of this project. This is a high-risk undertaking because scaling dynamics of granular materials in geophysical situations to laboratory scale experiments has yet to be demonstrated. Success in the project would imply the ability to extend the scaling concepts that have been so successful in fluid dynamics and aerodynamics to a new area: solid mechanics.

Benefit to National Security Missions
Granular materials are ubiquitous and are found in a host of applied programs. Understanding mixing and flow of granular materials hence has impacts on many applied programs. This project aims at the development of a modeling and simulation capability for describing mixing and flow of granular materials. The ability to better model mixing of granular matter will impact energy applications such as storage and transportation of materials used in energy applications including coal and biofuels. Granular materials tend to segregate according to size, a property that can be an obstacle in manufacturing and transportation processes. This project addresses precise mixing characteristics of granular materials and could lead to the design of optimized container design for improved mixing and more efficient transportation.

The capabilities developed in this project will also be relevant for other DOE programs and needs including waste storage, waste handling and transportation, high explosives, and handling of materials produced in powder form.

Progress
The scientific accomplishments of the project over the last 12 months include the first formulation and prediction of shear dispersion in dense granular flows. The dispersal of a passive solute in a pressure-driven laminar flow, a classical fluid phenomenon, can be described, at long times and far downstream from its injection point, by a cross-sectionally averaged advection-diffusion process in which the mean solute concentration is advected by the mean flow but diffuses with an effective dispersion inversely proportional to the solute’s molecular diffusivity. We calculated the effective dispersion for the rapid flow of a dry, cohesionless monodisperse granular material down an incline, assuming that volume fraction variations are negligible in the fully-developed Bagnold profile and that the diffusivity is proportional to the shear rate. This calculation has implications on fields ranging from pharmaceutical powder technology to ecology of geophysical events. For example, understanding granular dispersion is relevant for industrial separation processes such as the drying of powders for the purposes of dehydrating food. On the other hand, the
distribution of debris upon the cessation of an avalanche or landslide can dictate the ecological impact of the geological event. By providing specific analytical results and scaling laws, we advanced the knowledge in these areas.

Second, granular flow in a bi-axial tumbler (rotating container) was formulated and analyzed theoretically. The 3D flow was expressed in terms of a mathematical object called a linked twist map, from which novel types of 3D chaotic dynamics were shown to be exhibited by the granular system. Through a mathematical analysis of the properties of the derived linked twist map, it was possible to make rigorous predictions regarding mixing quality and optimal operating conditions. For example, optimal rotation angles about each of the two axes were derived, such that unmixed regions in the container were minimized. These results have significant implications on the design of devices and processes for mixing of granular materials and pill preparation in the pharmaceutical industry.

Additionally, several problems of fluid flow through granular and heterogeneous porous media were analyzed through the so-called Hele-Shaw analogy. Self-similar solutions were constructed that describe the spreading of very viscous fluids through granular and porous media. These solutions provide asymptotic scaling laws that can be used to determine the extend of spreading of a contaminant in the subsurface or for evaluating geological carbon capture and storage strategies. In the latter case, it is important to know the scaling relationship between the injection rate of supercritical carbon dioxide and its spatial spread in a heterogenous reservoir or other subsurface structure. Our results provide such scaling laws, whereas most of the current theoretical literature has focused on the homogeneous case.

This project has yielded 6 invited presentations (international conferences, departmental seminars and colloquia such as the Courant Institute at New York University) and 3 contributed presentations (international and regional conferences such as the American Physical Society’s March Meeting and its Division of Fluid Mechanics Annual Meeting). In addition, 4 journal publications have appeared in top disciplinary and multidisciplinary journals (Proceedings of the Royal Society A, Journal of Fluid Mechanics, SIAM Journal on Applied Dynamical Systems, Granular Matter) and two more have been submitted for review.

**Future Work**

We will perform theoretical modeling of the experiments being conducted at Los Alamos on sheared granular media confined between two moving plates. In this coming year, we will further expand our stated focus on geophysics, connecting to ongoing work at LANL on subsurface transport of particulate materials with applications to hydraulic fracturing. The latter systems consist of granular materials undergoing (potentially large) deformation and shear. A new aspect of this problem, then, is the possibility of comminution (or grinding, breakage, etc). Furthering the ongoing theoretical modeling we are performing, we will incorporate comminution into the models. The models will be analyzed to produce predictions that will be compared against observational data and benchmarked numerical simulations being performed at Los Alamos. Additionally, the theory will be extended to account for nonuniformities of the flow conduits due to fracturing, comminution and other physical effects present in such high-pressure situations. We will also study the effects of grain fragmentation on granular flow, a problem with relevance to geophysical granular flows and earthquake physics.

**Conclusion**

The outcome of the first part of this work will be improved prediction of rare and destructive seismic events, which have significant implications for society at large. The outcome of the second part of this work will be improved understanding of how localized processes affect structure formation, which can lead to better prediction of dynamics as diverse as percolation in porous medium and spread of infections on networks.

**Publications**


Khare, I. C. Christov, and Saxena. Successive phase transitions and kink solutions in phi(8), phi(10), and phi(12) field theories. 2014. PHYSICAL REVIEW E. 90 (2).
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Introduction
Sebastian Deffner is an emerging leader in the field of nonequilibrium statistical mechanics (as recognized by the community, and current leaders in the field). As a postdoctoral fellow, he will bring his cutting-edge expertise in nonequilibrium processes to LANL with direct relevance across disciplines. His research program is directly aligned with one of the three main LANL missions: Fostering Energy Security.

Nanodevices running thermodynamic cycles—Deffner’s principal area of research—provides optimal ways of converting different types of energy (e.g. thermal into mechanical) and is important for a variety of applications.

The engineering of highly efficient quantum engines and thermodynamic cycles is a low risk, cutting edge area of research with the potential to advance efficient energy conversion techniques and to impact directly ongoing experimental progress around the world.

There is already significant related interest at LANL. In addition to ongoing research in nanotechnology, current efforts at P-21 (Boshiers’s lab), are devoted to the implementation of a superadiabatic quantum piston [A. del Campo, M. G. Boshier, Sci. Rep. 2, 648 (2012)], one of the key components to realize the engineered energy systems proposed by Deffner for optimizing energy conversion and use.

Benefit to National Security Missions
Sebastian Deffner will explore laws of thermodynamics as they apply on a nanoscale. At that level thermal and quantum fluctuations become important, and modify optima strategies for extraction of useful work. Efficient acquisition of energy is one of the missions of DOE, and of keen interest to LANL. Moreover, at the level at which Sebastian will explore thermodynamics, information gained in course of the engine cycle can be comparable to thermodynamic entropy, and its efficient processing using available hardware (which includes quantum information processing) is important. Information processing, including its quantum aspects, is of interest to LANL and DOE.

Progress
As of this report, the postdoc is awaiting to be hired.

Future Work
The main objective of this project research is the development of a coherent framework for the understanding, the design, and theoretical foundations of nano-thermodynamic devices, whose modes of operation allow the implementation of information processing, and which generically operate far from thermal equilibrium. In collaboration with the experimental group of Ferdinand Schmidt-Kaler, we developed only recently the smallest possible quantum heat engine, whose working medium consists of a single trapped ion.

The experimental principle can be extended in two directions: (i) To date, we only studied a single ion trapped in a one-dimensional harmonic oscillator. Optical lattices are, to very good approximation, a network of harmonic oscillators. Thus, the working principles of the one-ion heat engine can be readily generalized to multiple particles evolving in an optical lattice. Such a device would enable the experimental study of the thermodynamic properties of fully controllable multi-particle quantum systems. (ii) In previous research, we also have been interested in the interplay of (quantum) information and thermodynamics. However, how to describe a quantum information reservoir, i.e. a fully quantum mechanical hard disk, and its thermodynamic properties is to date still an open question. To this end, we will be aiming at simple generalizations of the on-ion heat engine towards a minimal quantum Maxwell demon - a perfect device to...
study quantum thermodynamics and information theory. We are also planning to investigate fluctuation relations generalizing the statements of the second law of thermodynamics and their consequences on the dynamics of nanodevices. Finally, we will examine, in analogy to effects known from solid state theory, localization effects in optical lattices governing the modes of operation of prospective quantum computers.

**Conclusion**

We expect our results to have impact on the design of quantum systems in the development of quantum computers, and in the fundamental understanding of nanotechnology experiencing quantum effects. Our research will open new avenues in the fundamental understanding of time-dependent quantum systems operating arbitrarily far from thermal equilibrium, and thereby process information. Highly efficient quantum cycles will be designed.
Abstract
When a quantum system that is initially in its ground state is subjected to varying external forces or when the interactions between its components change in time, it becomes excited – i.e., it gains energy. In technical terms, it departs the ground state of its Hamiltonian, which corresponds to the total energy of the system. Yet, there are applications where we need to keep the system in the ground state while the forces and interactions vary around it. We can ensure this by making the changes infinitely slowly, which we call adiabatic evolution. But infinite time is not always available. In many applications (e.g., quantum information processing) time is of the essence. “Shortcuts to adiabaticity” were developed to emulate effects of adiabatic evolutions – keep the system in the ground state – while changing the Hamiltonian much faster than adiabaticity would allow. Such shortcuts take the system on an evolution that may seem roundabout (as it involves a more complicated trajectory for the forces and interactions than the obvious variation) but, yet, it can transform the Hamiltonian while keeping the system from getting excited. To this end, we have used the so-called generating function to unify previous approaches. The resulting framework was then used to design shortcuts to adiabaticity for a large class of classical and quantum, single-particle, non-linear, and many-body systems. Applications of our science are long-term, but include better time-frequency standards, a new generation of quantum engines, and nanotechnology refrigerators.

Background and Research Objectives
In the quantum world, adiabaticity refers to the smooth evolution of a system upon slow variations of a control parameter. Implementing an adiabatic dynamics can require an exceedingly long time and is fundamentally impossible in certain many-body systems. Further, bounds to the speed of evolution set limits to quantum technologies (frequency standards in quantum metrology, computational capability of quantum simulators and computers, efficiency of nanomechanical devices, etc.). This research proposal is aimed at designing shortcuts to adiabaticity (SA), allowing to drive an ultrafast evolution of quantum devices without inducing spurious effects or decreasing their efficiency.

The overall goal of this project was to develop a theory of ultrafast quasi-adiabatic quantum dynamics and work out its applications in a range of platforms of experimental interest.

This was be done at three different levels:

Simple quantum systems such as a quantum harmonic oscillator and a two-level atom interacting with a control field. These systems exhibit dynamical invariants, conserved quantities during the time-evolution which can be exploited to drive a non-adiabatic trajectory towards a target state without restriction to adiabaticity nor invoking quantum control techniques. We designd SA for ultrafast compression/expansion, transport and population transfer, and derived new bounds to the speed of evolution robust against external perturbations and coupling to an environment.

Many-body systems: used for quantum simulators and interferometers (either trapped ion chains or cold gases). Here, dynamical invariants are restricted to certain limits (e.g. harmonic coupling in trapped ions, mean-field limit in Bose-Einstein condensates (BEC)) often based on a classical like-description, and may break down upon quantization (an instance of a quantum anomaly). Further, these systems are inevitably driven out of equilibrium across a phase transition. SA could be developed by considering an inhomogeneous driving in space and time.

Quantum Hybrid Systems: with the prospect of outperforming their constituents, such as trapped ions coupled to a reservoir.
Scientific Approach and Accomplishments

Scientific approach: Analytical and numerical description of the dynamics of many-body systems and development of novel control techniques for these systems.

Research: Development of shortcuts to adiabaticity in a wide variety of systems including the targeted systems (trapped ion chains, ultracold gases, spin systems and other many-body systems) for a wide variety of processes including the control of the critical dynamics in phase transitions, defect formation suppression, cooling of trapped atomic gases, superfast transport of many-body systems mimicking adiabatic dynamics, etc. See publication list for details.

Some of the accomplishments in specific projects reported in 2013-2014 include:

- Quantum Simulation of Dissipative Processes without Reservoir Engineering
- Characterization of the Universal far-from-equilibrium Dynamics of a Holographic Superconductor
- Tuning heat transport in trapped-ion chains across a structural phase transition
- Development of classical and quantum shortcuts to adiabaticity for scale-invariant driving
- Design of bent waveguides for matter-waves using supersymmetric potentials and reflectionless geometries
- Characterization of the Universality of Phase Transition Dynamics: Topological Defects from Symmetry Breaking

There have been approximately 20 publications associated with this project including, including five Physical Review Letters, and a Nature communication. A manuscript in Nature Physics is under consideration. The postdoc has received 1122 citations.

Impact on National Missions

Quantum limits to evolution are of fundamental interest in basic science. In addition, SA in I are aimed at achieving higher feeding rates of atomic clocks and interferometers, which will improve the signal to noise ratio and lead to better time-frequency standards. SA in I will also allow for a new generation of quantum engines and refrigerators in nanotechnology.

Improving the preparation of fiducial quantum states in many-body and QHS, II & III, will spur experiments in quantum simulation and computation.

The Theory Division at LANL includes experts on quantum foundations, non-equilibrium phenomena, non-linear and complex systems, providing an ideal atmosphere for carrying out this project.
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Abstract
Recent years have seen an increase in interest in a broad class of problems surrounding the cyber security of critical infrastructure systems. In particular, it has been shown that it is possible for malicious entities to manipulate the data provided to control (SCADA) systems and cause operators to make bad decisions. Existing work has focused on building better protection and detection schemes to eliminate this problem. However, this project focused on the premise that malicious entities will be able to gain access to a system despite the best of these efforts. Under this premise, the project delivered algorithms to identify, assess and mitigate cyber intrusions.

Background and Research Objectives
Modern societies and economies are increasingly dependent on services (electric power, natural gas, water, etc.) provided by critical infrastructure systems. These systems are highly complex and are governed by highly non-linear relationships. The complexity makes the systems very difficult to control and operate. Despite the complexity, considerable progress has been made in recent years to improve the control and operation of infrastructure systems. The smart grid initiatives are an example of such advances [1][2]. Smart grid control processes are highly dependent on accurate system state data that is remotely measured and transmitted to control systems via advanced supervisory control and data acquisition (SCADA) systems. The transmission of data represents a point of vulnerability of the smart grid (and other infrastructures) to cyber-attacks.

This project focused on this vulnerability by studying data integrity attacks on SCADA systems that are used for electric power distribution. There were three main focuses of the project.

1. Develop efficient algorithms for identifying the combination of system sensors whose data can be compromised (data integrity attacks) without being detected by existing security systems.
2. Develop algorithms for calculating consequences of data integrity attacks.
3. Develop algorithms for reducing the impact of data integrity attacks.

Currently, SCADA devices in power systems measure system states such as power injections at substations (buses), power flows at lines and transformers, and voltage values (magnitudes). Historically, such data is measured and transmitted with the expectation that there is noise and error in the measurements and that it does not provide enough information (e.g., voltage phase angles) to completely characterize the system state. As a result, the power engineering community has developed sophisticated techniques to estimate the state of unobserved portions of the power grid and to filter bad data [3]. These techniques are robust to random failures and expected measurement errors in power systems. However, there is concern that it is possible to introduce errors in the data in a coordinated manner that is undetectable by bad data filters [4], i.e. a data integrity attack. In general, an unobservable attack requires the compromise of a large number of sensors and recent work has focused on developing general methods for identifying the worst case scenarios based on the numbers of sensors that are compromised [5][6][7][4]. While these methods are important for assessing system vulnerability, the computational requirements are high and the problems tend to be very difficult to solve.

To address this limitation, we focused on data integrity attacks that require a small number of compromised sensors (focus #1). Such attacks are more realistic because an attacker has limited resources (e.g., time and information) to plan an attack. These types of attacks are referred to as k-sparse attacks, where k is the number of sensors that are compromised [6][4]. We showed that identifying where all attacks for k=3, 4, and 5 could occur
can be done efficiently [6]. We also developed algorithms to very quickly calculate the worst case economic and physical consequences of k-sparse attacks (focus #2) [8].

After developing solutions to focus area 1 and 2, we then developed algorithms to reduce the impact of k-sparse attacks through redundant measurements. One redundant measurement that helps detect k-sparse attacks is voltage phase angles. Since phasor measurement units (PMUs) directly provide these measurements [9], they can be used for detecting unobservable attacks. Thus, we developed optimization models for optimally placing PMUs to protect systems from formally undetectable k-sparse attacks (focus #3). The PMU placement problem is generally an NP-complete (computationally difficult) problem which is the case here. However, our algorithm was shown to be efficient when tested on a wide range of practical problems.

For completeness, it is important to note that several researchers have focused on similar PMU placement problems based on different criteria for placement. Some of the research seeks to determine the optimal placement of PMUs to improve system observability [10][11][12][13][14][15]. Other research seeks to maximize the amount of mutual information between PMU measurements and power system states [16]. Yet other research [17] considers multi-objective criteria such as observability, cost, importance and security or poses the PMU placement problem in terms of improving state estimation [18][19][16]. Interested readers are referred to [26] for a comprehensive coverage of PMU allocation problems and their solutions. However, our work is the first to develop PMU placement algorithms to protect against k-sparse attacks.

Scientific Approach and Accomplishments
To review, this project produced three main contributions.

• Develop efficient algorithms for determining all possible k=3, 4, and 5 spares attacks.

• Develop metrics for assessing consequence of k-spares attacks.

• Develop mitigation algorithms for reducing the impact of k-sparse attacks.

We now discuss the key accomplishments of each contribution. First, we developed efficient algorithms for identifying combinations of sensors that may be compromised by a malicious actor in a way that is undetectable under existing security schemes. We focused on the realistic setting where an attacker is limited to compromising 3, 4, or 5 sensors (due to the resources needed to compromise sensors). We first identified the specific graph-based structures that admit such attacks. From a theoretical perspective we proved there is only one graph structure consisting of three sensors, one structure consisting of four sensors, and three structures consisting of five sensors. Figure 1 show the structure of an attack that compromises three sensors. Given these structures, we developed the first polynomial time algorithm to find all substructures in a graph that have these properties [6].

Second, we showed the worst consequence of a compromise occurs at the upper or lower allowable limits for modifying the data a sensor provides. The theoretical result is a proof based on a linear programming approach for bi-level problems. This allows us to compute the worst case outcome in polynomial time [8][20].

Third, to mitigate the consequences of k-sparse attacks, we developed a mixed integer programming approach for determining the minimal number of PMUs required for defense against sets of unobservable attacks. Surprisingly, the models are tractable; this property was verified using empirical studies based on examples drawn from the power engineering literature. Even on networks with thousands of nodes, the problem can be solved in a few CPU seconds [21].

Finally, this project produced prototype software that has implemented all the algorithms discussed above. These algorithms will be integrated into existing critical infrastructure R&D tools and will be used to develop new programs with existing sponsors at DHS and DOE.

The research conducted under this project resulted in numerous accolades. The postdoctoral researcher this project supported is Dr. Annarita Giani. Due to her work, Dr. Giani co-chaired the following conferences:

• First International Symposium on Resilient Cyber Systems, part of the Resilience Week, Berkeley, CA, 2013.

• Second International Symposium on Resilient Cyber Systems, part of the Resilience Week, Denver, CO, August 2014.


She also served as a project reviewer for the US Department of Energy (office of science), Small Business Innovation Research (SBIR) and Small Business Technology Transfer (STTR) programs (November 2013). Finally she was invited to give numerous seminars including at the digital technology center at the University of Minnesota,
the Airbus Company, and Centre for Maritime Research and Experimentation at NATO, GE Global research, and the Florida Institute of Technology.

**Impact on National Missions**

This project was connected to Los Alamos National Laboratory’s (LANL) Energy Security mission. Specifically, this project fits under the mission’s subtopic “Infrastructure reliability and security.”

As a nation, the demand for energy has only grown in recent years. This has brought pressure on critical infrastructure, such as electric power grids, to operate more efficiently. As a result, there has been tremendous development and deployment of smart sensors and controls to improve efficiency. A downside of this deployment is that these systems are now more vulnerable to malicious actors as there are more places for such an actor to penetrate and control the system. This project developed the necessary science to identify combinations of sensors whose compromise would impact the system the most. It also developed the science to deploy countermeasures to detect when such compromises occur.

Second, there is strong connection between this project and the information science mission of LANL. In particular, this project produced results in the fields of knowledge extraction, automated discovery, distributed computing, anomaly detection, and smart sensors, as outlined in the Information Science and Technology Grand Challenge.

Finally, this project is directly related to those federal organizations with missions in cyber security including DOE, DHS, DOD, and NIST. The project supported Dr. Giani full time for two years and provided her the opportunity to extend the state-of-the-art in the field. Her work was resulted in the offer of the position of “Lead Complex Systems Scientist” at GE Global Research. In this position, she would be able to transition the project’s science into practical deployment that improves the nation’s security profile. She is also planning to build collaborations between GE and LANL in these areas.

**Figure 1.** All 3-sparse attacks have this graphical structure. The red squares denote compromised sensors (one sensor is on an edge, and two are at nodes—black circles). To be an unobservable attack, the nodes must be connected to the edge. The gray squares denote the rest of the network. It is important to note that the edge is the only connection between the two sub networks (gray squares). This is also required of a valid 3-sparse attack. 4 and 5 sparse attacks have similar structure.
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Abstract
Detecting computer network intrusions is an increasingly important task. The current mainstream approach is signature-based detection, which operates similar to anti-virus software and shares many of its strengths as well as its weaknesses. The main shortcoming is its inability, by definition, to detect new attacks, but also its difficulty with relatively minor variations of older ones.

To augment this approach statistical detection approaches are needed. The main such approach is anomaly detection, which has been applied in a variety of fields. However, its application to network intrusion detection has been problematic. Network data sources, e.g. network communications, show considerable variability making the definition of a reliable baseline difficult. While anomalous activity is easy to detect, however, it need not correlate with malicious activity.

Because of these issues, a useful anomaly-based intrusion detector should possess two key properties: (1) It must heavily rely on expert knowledge on how network intrusions unfold; and (2) It should combine multiple activities likely to be enacted by an intruder. The first property helps ensure that deviations in monitored activity correlates with actions taken by intruders, the second is important for reducing noise in any one activity monitor. The main outcome of this project has been the development and implementation of an anomaly detection methodology with these properties. The approach provides valuable context to network defenders, and applications to real network intrusions show its ability to clearly identify network compromise.

Background and Research Objectives
Computer network intrusions are an increasing concern. News media frequently report on successful and often long lasting intrusions into the networks of large corporations and government agencies. A number of these attacks have resulted in the loss of significant intellectual property.

Detecting network intrusions is clearly important, and there are two basic approaches. The first, and by far the most common, are based on signatures, and operate in a manner similar to anti-virus software. In particular, the approach examines network traffic for patterns of previously known attacks. Though crucial, signature-based detection suffers from many of the same problems as anti-virus software. It is incapable of detecting attacks that don’t match one that has already been observed, such as new types of attacks or modifications of older ones.

The second approach to intrusion detection is statistical, namely anomaly-based detection. This approach, first introduced into the computer security literature to detect intrusions into a single host, is meant to work by base-lining historical activity and then flagging deviations from this baseline as potential indications of malicious activity. The application of anomaly detection to network intrusion detection has received considerable attention. However, this application has been problematic. The main reason for this is that network data sources, e.g. network communications, show great variability, making it difficult to define a range of normal activity beyond which only malicious activity is likely to reside.
Put another way, finding anomalies in data on computer networks is all too easy, what is more difficult is monitoring data such that the anomalousness correlates with intrusion related activity.

Be this as it may, anomaly detection is currently the only viable statistical approach to intrusion detection. The reasons for this are: a given network may only have a handful of known intrusions, there are few publicly available data sources on network intrusions, and data on older incidents is less informative due to the evolving nature of attack techniques. Because of this lack of relevant intrusion data and the anomaly-rich nature of network data in general, an anomaly detection approach should possess two characteristics:

1. The detector should rely heavily on expert knowledge on how intrusions typically unfold.
2. The detector should combine data on multiple activities likely to be carried out during an attack.

The second characteristic implies that the multiple features of a given data source should be monitored and correlated, and further that multiple data sources must be used by the detector. The rationale for this point is that while any given activity monitor may contain considerable noise, the combination of multiple monitors of disjoint activity is likely to have considerably greater signal. The first characteristic means that the combination of the monitored activity, as well as which activity to monitor, must be done in a manner consistent with how an attack typically unfolds.

Constructing intrusion detectors that possess properties 1. and 2. is not new, and a substantial amount of research has been carried out on multi-stage intrusion detection via the correlation of multiple network events. However, this work has predominantly been done within the framework of pattern matching of security alerts, for instance via known vulnerability maps (eg attack trees). Such an approach is useful for the correlation of multiple known vulnerabilities, it is less useful for evaluating chains of behavioral events. For this task, scoring the anomalousness of the linked events is important. The main contribution of this project has been to develop and implement such an anomaly detection methodology.

Scientific Approach and Accomplishments
Creating an anomaly detector for combining multiple intrusion related activities requires component level detectors of the activities. This project has produced two articles relating to this topic, namely [1] and [3], while [2] and [4] deal with the topic of combining across multiple activities. To describe the work it is useful to delineate the typical (targeted) network intrusion.

A phishing email, containing an attachment with, or a hyper-link to, a malicious program often instigates targeted network intrusions. Once activated by the victim, the program is installed on his/her computer, which will attempt to establish a connection to the attackers machine. If successful, this will establish a communication channel, the Command and Control channel, between the compromised host within the network and the intruder. At this point the intruder is poised to carry out the remainder of the attack, typically gaining access to additional machines on the network, termed lateral movement, and exfiltrating data.

The Command and Control channel associated with an attack will typically lead to an external network connection that is long-lasting and consumes considerable bandwidth. These properties distinguish such a connection from the majority of external connections made from the network, however a sizable number will share similar characteristics. In [3] an approach for correlating suspicious external connections from a host with internal connections made from the host to other machines on the network is described. The rationale is as follows: If the intruder is interactively making connections from the compromised host to others on the network, via the C&C channel, then a correlation will result between the two. In particular, the intruder’s commands must first travel across the C&C channel to the initially compromised host and then be forwarded from that host to the other one on the network. A statistical approach for scoring the anomalousness of such external-internal connection pairs is developed, taking into account the correlation of their activity as well as the unusualness of the connections being made. The approach is applied to a real network intrusion, identifying connections made by the intruders.

Similar to the detection of C&C channels by correlating external connections with internal ones, detecting lateral movement by intruders can be done by combining linked and anomalous internal network connections. In [1], the movement of an intruder within the network is considered. The intruder’s actions can be viewed as creating a (branching) random walk through the network communication graph, linking together sets of anomalous hosts. A computationally tractable approach for detecting such connected sets of anomalous networked machines is described and applied to a real network intrusion as well as compared to an optimal detector under a known model for an intruder via simulations. The approach successfully flags the activity of related to the intrusion as anomalous, and in the simulation study, performs very similar to the optimal detector.
The different stages of a targeted network intrusion are commonly referred to as the attack chain. Our first attempt at designing a detector making use of all stages in this chain is described in [2]. Here data from a variety of network and host logs is used. The data covers external network connections (via web-proxy logs and DNS logs), internal connections via network logons, email logs for identifying potential phishing emails, as well as host level information such as new programs being executed, program crashes, the use of administrative network command line tools, etc. Careful attention to how to score the anomalousness of the various events is given, as well as to how to combine these scores. In particular, it is illustrated how the clustering of hosts with respect to their sharing of unusual features can provide a strong indicator of network compromise. For instance, if multiple hosts receive the same phishing email, establish connections to the same internet domain and/or execute the same new program, this is highly indicative of an intrusion. Figure 1 shows the anomaly score of the most anomalous host on the network for each day of a 16 day period. This period contained a real network intrusion, which started on day nine, and it is seen that the by far greatest anomaly was observed on this day. The host responsible for this score was known to have been compromised during the intrusion, and thus the detector clearly identified the attack. The main reason for the high anomaly score was that the host both had an anomalous outbound connection, and shared it with a small cluster of hosts that also shared the start of the same new computer program. This computer program was presumably malware installed by the intruders, and the shared outbound connection was their Command and Control channel.

The approach in [2] illustrated the power of combining multiple events for intrusion detection. However, its combination of these events did not make use of their temporal dependence. For instance, during a phishing attack, for a host to become compromised it must first receive and activate the phishing email. Further, for the attackers to perform lateral movement, a Command and Control channel must first be established and be active. A structured and principled way to combine such events is described in [4]. This approach uses a descriptive model for how an intrusion unfolds, describing which intrusion states can be associated with a host and which observables can be emitted in each state as a consequence of the attack. This state model allows key events to lead to state transitions on the host emitting the event, or on some other associated host, allowing the intrusion to spread through the network. When applied to observed data this model generates sequences of events consistent with an intrusion. These sequences can be represented using a tree structure, the event-tree, and an approach for scoring the events of the tree is developed.

To illustrate our approach, data from a period containing a known network intrusion was used. Figure 2 shows the daily network anomaly score generated by the approach over a 14 day period, first scoring each networked host according to the intrusion model, and then scoring all outbound destinations using the anomaly scores of their associated hosts form the score. It is seen that day 21 produced the highest score, and further investigation showed this to correspond to a domain used by the intruders. The event-tree associated with the most anomalous host (with traffic to the attack domain) is given in Figure 3. The attack model used here contained three states: Uncompromised (U), Compromised (C), and Remotely controlled (R). A host can go from state U to state R by initiating a Command and Control channel, the observable of which is the start of an external connection to a domain to which no prior traffic has been observed. While in state R, i.e. while the Command and Control channel is active, the intruder can install malware and initiate network logons, the latter of which will lead to transitions to the destination hosts of the logons, transitioning these from U to R. When the remote connection ends the host transitions from R to C. In Figure 3 it is seen that host ‘h’ initiates three external connections that might be Command and Control connections. Two of these are not associated with further events, however the one depicted in the middle shows multiple program installations (the arrows emitted from box ‘INSTALL’), and multiple logon failures (the arrows emitted from box ‘NFAIL’). Further, two network logons are initiated from this host (the arrows from box ‘NLOG’), these logons lead to potential state transitions of hosts ‘h**’ and ‘h***’, the former of which subsequently logged on to a different host ‘g’.

The usefulness of the approach is witnessed both by its ability to identify the known network intrusion, by assigning the associated hosts high anomaly scores, but also that is leads to an easily interpretable depiction of the events leading to that score. This latter property is crucial for operational use, where providing context to the network defender is important such that he can assess what is likely a false positive, and what is worthy of further investigation.

Impact on National Missions

Network and informational security is clearly of vital national interest. An important aspect of this is the ability to quickly detect computer network intrusions. Current approaches to this problem, i.e. signature based detection, is vital and the importance of maintaining up-to-date signatures is key. However, statistical/behavioral detection has a crucial role to play, because it is the only approach
capable of detecting attacks that do not generate patterns that match the signature database, such as attacks using new techniques or significant variations of older ones. The application of anomaly detection to network intrusion detection currently has a long way to go before it becomes useful for operational security. The state of the art simply is too noisy to be useful. This work has identified two key features of a useful anomaly detector, namely the need to make explicit use of expert knowledge on intrusions, and the combination of multiple behavioral indicators. The applications of the developed methodology do show considerable promise, and further development in this direction is vital to move anomaly detection into the realm of practice.

Figure 1. The figure shows the network anomaly score over a 16 day period containing a real network intrusion. The solid line corresponds the anomaly score combining all monitored activity, the dashed line corresponds the score with internal network activity removed, while the dashed dotted lines correspond the anomaly score with both internal network activity and anomaly scores on outbound connections removed.

Figure 2. The figure shows the network anomaly score associated with outbound connections for a 14 day period containing a real network intrusion. The red line corresponds a data-window of two days, while the blue line corresponds a data-window of a single day.

Figure 3. The figure shows the event tree of an anomalous host identified during an attack. The ovals represent possible states of a host, with $S(h)$ denoting the state of host $h$. The boxes represent possible observable events associated with a given intrusion state of a host, and arrows represent actually observed events.
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Abstract
In this project we make advances towards applying the parallel replica dynamics (ParRep) method to a different class of system, namely the dynamics of protein folding. In short, ParRep advances an infrequent-event system rapidly from state to state by parallelizing time over many replicas of the system in each state. A recent theoretical advance in the understanding of the generality of ParRep, allowing for more general state definitions, opens the possibility of effective application to complex systems such as proteins, something that was previously thought to be impossible in most cases. This new approach was first tested on a small model peptide system, the alanine dipeptide, for which the exact dynamics are known, and then extended to a bigger system, mutated poly-alanine. Preliminary results for the two systems are shown.

Applying this new methodology will lead to a substantial payoff, as most protein folding and function takes place on timescales longer than are accessible with direct molecular dynamics. Moreover, this methodology can be transferred well to study the dynamics in other complex and soft-matter systems important in nanotechnology, energy conversion and alternative energy generation.

Background and Research Objectives
The overall goal of this project is to develop a viable methodology for application of the parallel-replica dynamics method to protein folding. Success in this project will impact biochemistry, as timescales for important protein dynamics, DNA dynamics, membrane function, etc., are beyond the reach of standard molecular dynamics (MD). Success will also influence other fields where soft-matter or complex dynamics are important, as accurate atomistic evolution of these systems on long timescales beyond about one microsecond is currently impossible. Examples include heterogeneous catalysis and processing steps in surface coatings for solar cells or semiconductors.

Scientific Approach and Accomplishments
In the first part of this project we investigated the alanine dipeptide system using standard MD and analyzed the outcome to verify the correct distribution of escape times. Exploratory simulations on the alanine dipeptide system (see Figure 1 for sketch) have been performed using the GROMACS code. Tens of thousands of trajectories were initiated from a single geometry, and Parallel-replica dynamics (ParRep) is a method originally developed at LANL by Art Voter in 1998 [1]. The basic idea is to make use of the fact that a system stays in a state for a long time until an infrequent event occurs and the state is left. The time spent in this state can be parallelized by running multiple replicas and hence more simulation time can be accumulated more quickly in the same real time. It can be shown [1] that the rate at which the system leaves the state is the same as in the case of a brute force (i.e., direct MD) simulation. On the down side, at the beginning of the parallel stage the replicas have to be dephased, meaning a certain part of the simulation has to be spent to bring the replicas into statistically independent configurations. This dephasing time is not part of the accumulated simulation time.

Recently it has been shown [2] that the states can be defined arbitrarily, making it actually possible to apply ParRep to protein systems, and also proven that the accuracy of ParRep depends on the length of the dephasing step. The proof unveiled that ParRep’s dephasing procedure prepares a quasi-stationary distribution, which leads to the fact that the distribution of the escape time is exponential and hence rates between states are correct. Even though states can be defined arbitrarily without corrupting the accuracy of ParRep, which is a powerful concept, speed-up over standard MD can only be achieved if the states are deep enough for the escapes to be infrequent. Otherwise the overhead of dephasing will dominate ParRep and no significant speed-up will occur.
the escape time distribution was determined for various definitions of the state boundary, as defined by rectangular regions in the phi-psi (Ramachandran) plot. As predicted by the quasi-stationary distribution theory, after a suitable dephasing time, the decay of the population from the defined state becomes cleanly exponential (see straight line in Figure 2). Thus, as anticipated, this system and this type of state-boundary definition would allow treatment with parallel replica dynamics to accelerate the rate of state-to-state transitions. However, one aspect that is less than satisfactory for using this as a model system is that the average escape time from the deepest state is not long enough to get significant parallelization gain.

We then looked at the poly-alanine class of systems, which are known to form helices. We did a couple of long standard-MD runs and observed that the helix forming and rupturing happens in a rather unstructured way and on very short timescales. With that in mind we decided to proceed to the class of mutated poly-alanines [3], which was also studied at LANL in the past [4].

We ended up choosing 9A1K as a test system (see Figure 3), which is a 10-fold poly-alanine where the 7th alanine is replaced by a lysine. After a standard setup procedure, which involved minimization and equilibration, we did 64 long standard MD simulations at 4 different temperatures (200K, 250K, 300K and 350K) in vacuum to explore the angle space, end-to-end distance and helical content. In trajectories at 300K we identified 8 states that were metastable. We then ran about 64,000 simulations on these 8 states and analyzed their angle distributions. Initial condition number 4 (see Figure 4 for a trajectory entering the state and Figure 3 for the actual state conformation) had the most distinguished transition between states. From the angle distributions we learned that the psi and phi angles at the 7th amino acid are the ones to separate the states.

Knowing that we will need an adequate number of runs to get accurate statistics, we implemented a parallel run environment. GROMACS can make use of domain decomposition parallelization as well as force decomposition parallelization. For these small vacuum simulations the only useful option is force decomposition, but in this case the overhead of the parallelization eats up most of the speed-up and hence we choose to trivially parallelize the simulations.

We then built a large database of simulations starting from initial condition number 4. Currently we have about 250,000 simulations in the database. To handle this many simulations we implemented a parallel analysis framework as data from different clusters has to be gathered and averaged. Without parallel data analysis this wouldn’t be possible in a reasonable time.

With this capability we measured the escape time from the initial state for different sizes of the state, meaning different boundaries in the psi and phi angle space of the 7th amino acid. First of all we found that bigger states have a longer escape time, which is a good cross-check for our analysis, but not surprising. We found the distribution of escape time to be exponential, which is in agreement with the quasi-stationary distribution theory. In addition we partitioned the escapes into several directions. This technique can be used to estimate the dephasing time by recognizing the fact that after some initial draining the escape rate should be the same in all directions (see Figure 5 for the actual distribution). However, to do this accurately a lot of statistics are needed.

In summary we studied two systems and checked the distribution of escape times and the agreement with theory. We learned that the choice of state partitioning is the key factor in determining the speed-up that can be gained with ParRep. Determining the dephasing time accurately and in a general way remains an open task. Technically we implemented a parallel run and analysis framework for GROMACS. These GROMACS capabilities have been used during the CNLS’s q-bio 2013 summer school to educate students. A database of simulations has been created and can be used in the future for in-depth analysis.

It is important to point out that this project ended after 13 months, essentially a year early, due to the conversion of the associated PostDoc into a different division.

Impact on National Missions
The accurate description of processes such as protein folding, protein function, drug function, etc., on biologically relevant timescales is a long-standing problem. This project aimed to develop a methodology to extend the accessible simulation timescale for these types of processes. Similar approaches could impact not only bioscience, but other areas where complex or soft-matter dynamics are important. Such a capability could be extremely useful to understand active site protein chemistry, which could lead to the design of bio-inspired catalysts with high efficiency and selectivity. This specifically addresses a key mission of the Physical Biosciences program of the Chemical Sciences, Geosciences, & Biosciences (CSGB) Division of the Basic Energy Science Office. Future work in these directions could also lead to improved understanding of bio-chemical reactions inside the cell that could be used for energy-related applications, which is also an area of interest to the CSGB.
Figure 1. Alanine dipeptide molecule, indicating the Ramachandran angles.

Figure 2. Histogram of escape times for alanine dipeptide in vacuum at T=300K.

Figure 3. State number 4 of the 9A1K system (10-fold poly-alanine where the 7th alanine is replaced by a lysine).

Figure 4. Time series of 9A1K system, showing transition to state 4 at ~70 ns.

Figure 5. Distribution of escape times for two different escape pathways out of state 4 of the A19K system. At ~800 ps, the two curves (blue and green) are seen to become exponential, and with the same slope, indicating that dephasing has been achieved and escapes are occurring from the QSD.
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Materials for the Future
Introduction

Scientists and intelligence analysts are very good at understanding and exploiting the specialized datasets with which they work; the problem is that there is too much of this data for them to look at. Data processing tools help to clean up, filter and identify the most relevant subsets of data, but recent developments in machine learning have indicated that there is a grand opportunity to dramatically enhance the efficiency and accuracy of this process, by involving the user in a more interactive dialog.

Traditional machine learning employs a fixed set of labels, supplied up-front by the user, to optimize data processing tools before they are applied to a larger dataset or data archive. This approach has proven successful both in theory (rigorous proofs) and in practice (commercial applications). Machine learning with user intelligence pushes the state of the art in two directions.

From up-front learning to interactive learning

Traditional machine learning tools stop when the human steps in. This means the expert is still the bottleneck in data exploitation: spending too much time in tedious and repetitive post-processing tasks and not enough time on validation and research. Machine learning with user intelligence starts when the human steps in, and tools are a force multiplier, where the user’s intelligence is the force to be multiplied, not an expense to be minimized.

From label learning to relational learning

Machine learning with user intelligence formalizes the interactive dialog with relational objects, stated in terms of motifs, clusters, alignments, matches and other generalizations of standard labels. By providing additional interface “bandwidth” between the domain expert and the data processing tool (and thus creating a better expression of the dialog in terms of graphical models), higher quality associations are produced, and more effective tools can be built.

Benefit to National Security Missions

This project empowers scientists and defense analysts to exploit specialized data in less time, and with greater accuracy, both by automating tedious and repetitive tasks and by enabling them to focus on validation and higher-level objectives. This general capability will be valuable to a large number of government agencies and missions. This project will also develop specific tools for (at least) two LANL applications:

Nuclear Material Forensics

Experts draw upon a vast understanding of the nuclear fuel cycle to quantify spectroscopy images, but they spend weeks each year manually correcting tool estimates of particle and grain boundaries. This project’s image quantification advances will be valuable to DOE, DHS, and DOD.

Cyber-security

Analysts draw upon a deep understanding of the computer network as well as attacker behavior to determine if anomalous network traffic requires further investigation. However there is simply too many anomalies for analysts to perform even the most cursory triage. This project’s cyber-security tools will be valuable to DOE, DHS and DOD, in particular for the protection of the NNSA complex itself.

Progress

In March of this year we hosted a mini-workshop on Interactive Machine Learning as part of the project appraisal. The two day event attracted 8 external speakers from industry (Google, Microsoft Research), academia (Caltech, Cornell, CMU, Indiana and UCSC) and government (JPL) who are at the forefront of Interactive Machine Learning. All participants were engaged, and we believe the event was productive and successful. Specifically, it helped our team develop a new collaboration...
with Indiana University in the area of Interactive Relational Learning. We are hosting an Indiana University PhD student in this area over the summer, and he is helping apply Indiana’s expertise in these methods to LANL applications.

In other work, progress continued along the two main technical thrusts that we articulated in our roadmap / review article on Interactive Machine Learning that was published at the start of this year. We call the first thrust the ‘Training Dialog’, and it moves us from up-front learning to interactive learning (as described in the project description). Progress included:

- Presenting our experiments comparing ‘user-in-the-loop’ training to traditional batch learning at the Visualization and Data Analysis Conference (VDA-2014), and received a Best Paper award. An extended version of this paper is in preparation for the Journal of Information Visualization.

- Developing a framework for Matched Pair machine learning that can potentially expand the range of tools and applications for Interactive Machine Learning and showed that in a plume detection application learning in the deployed environment outperformed learning offline.

- Deriving and implementing a set of learning methods, which unlike popular methods, solve supervised classification, robust (min-max) classification, Neyman-Pearson detection, anomaly detection and hemi-supervised classification with the same time and memory complexity. We used these methods to develop a hemi-supervised Neyman-Pearson detector to find encrypted chat traffic in cyber network traffic. The resulting detectors significantly outperformed traditional signature based detectors on real computer network traffic. In the next year we plan to use these methods within a prototype interface we have developed with the LANL Cyber-security team for user-in-the-loop triage of network traffic anomalies.

We call the second thrust the ‘Training Vocabulary, and it moves us from label learning to relational learning (as described in the project description). Progress included:

- Developing a new mechanism to incorporate expert knowledge into Bayesian network structure learning algorithms. This was presented at the Los Alamos Post-doc Research Day and received a Best Poster Award.

- Developing a new graph-based optimization technique for finding optimal epitope coverage in aligned sequences, and presented it at the Conference on Data Analysis, where we also received a Best Poster Award.

- Continued development of theory and algorithms for the interactive image quantification prototype. We identified and formalized the interactions of most interest, which we call Semantic Interactions and they include: Labeling, Grouping, Ungrouping and Matching. We extended our learning to merge (group) algorithms from Year 1 into two new algorithms that enable us to learn from Labeling and Ungrouping. We call these algorithms Deep Max Min Networks and Deep Segmentation Networks respectively. Initial results were presented at our March workshop and publications are in preparation. We also recently made a new connection between supervised classification and perfect matchings which may help us develop new methods for the ‘Matching Interaction’.

- Continued theoretical advances on Loopy Belief Propagation algorithms. Specifically we developed a Bootstrap Belief Propagation method that is exact for perfect matchings on bipartite graphs, and bounded for more general graphs.

- Applied Loopy Belief Propagation to a number of image problems relevant to the Labeling interactions, and compared its performance to a number of other approximate inference methods including Pseudo-Likelihood and Mean-Field approaches.

Building on the LDRD we secured new projects from DHS DNDO and the Intelligence Community. Both of these projects involve specialized analysts (in the DNDO project, chemists and microscopists, and in the IC project, non-proliferation and arms control experts). The methods we are developing for interactive image quantification and interactive network alarm triage are directly applicable to the DNDO and IC analysts respectively, and we are identifying opportunities to develop these programs further.

Future Work

Task: Develop methods for structured output prediction.

Goal: Efficient and general purpose learning algorithms to support increased user interaction.

Task: Develop interactive learning strategies for Graphical Models.

Goal: Algorithms that are robust to missing data and/or limited training examples.

Task: Identify and develop efficient strategies for combining inference and learning.

Goal: A better understanding of the accuracy and robustness of interactive learning with graphical models.
Task: Implement initial tools for image quantification and cyber-security applications.

Goal: Software that domain experts can use on practical datasets and an experimental platform for the project.

Task: Develop synthetic and benchmark experimental frameworks for interactive learning.

Goal: An ability to evaluate the accuracy and utility of tools for practical applications at various levels of interaction.

**Conclusion**

Our goal is to provide a general framework for data processing tools that directly targets the post-processing bottleneck. We emphasize graphical models in this development, as these provide a balance of rigor and flexibility on the learning front and domain adaptability on the interactivity front. An additional goal is to develop new tools, optimized for specific applications in nuclear material forensics and cyber-security, where there is a critical need to make data exploitation more accurate and more efficient.

**Publications**
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Introduction
Our pioneering development of graphene oxide and compositionally-defined bundles of carbon nanotubes as new optical materials has revealed new photophysical behaviors that indicate these carbon nanomaterials possess many properties of ideal light harvesters for thin-film photovoltaic applications. These benefits include more efficient light absorption than molecular chromophores, tunability of optical and electrochemical properties to match the solar emission spectrum and allow optimization of interfacial charge flow between other device materials, and extremely efficient photogeneration of long-lived free charges available for collection as electrical power. Our findings create a compelling opportunity to create new photovoltaic device types. These will be designed to specifically exploit the potential our newly-introduced materials hold for overcoming current bottlenecks in solar-energy harvesting performance imposed by the limitations of currently used light-harvesting chromophores. By project end we will harness these properties within functioning photovoltaic device prototypes based on two complementary platforms suitable for follow-on development. In establishing these prototype platforms, our primary goals will be to:

- Demonstrate for the first time the benefits of carbon nanomaterials (CNM) as active light harvesting components.
- Demonstrate that CNM can be used to overcome key performance limitations of solar cells.
- Demonstrate the potential of integrated CNM-based photovoltaic devices.

To meet these goals we will: i) Establish the fundamental photophysical and electrochemical behaviors of CNM chromophores and the means to control and tune the associated energy and charge flows. ii) Establish the principles for CNM materials integration into functioning photovoltaic devices. iii) Pursue these objectives within the context of the interfacial interactions dictated by two primary device architectures we view as the most promising for realizing all-CNM photovoltaics. These include a layered thin-film platform and a dye-sensitized solar cell configuration, where our CNM become the active dye.

Benefit to National Security Missions
Our effort introduces a promising new approach that will enhance LANL’s portfolio in renewable energy research, which must continue to grow and strengthen to meet the critical energy challenges facing the nation. Success will contribute to reducing climate disruption threats while ensuring our nation’s future energy security and thus national security. Our approach does not rely on rare, isolated, or politically inaccessible resources. We thus will be pioneering new earth-abundant materials to solve energy problems, while developing/controlling new multifunctional semiconductor and photonics materials. Beyond energy-harvesting applications, advances from our effort will also impact threat reduction needs through detector and sensors development and photonics applications, all of which rely on similar photophysical processes as will be studied here.

Our discovery position in the emerging areas of graphene oxide and defined-composition nanotube bundles as optical nanomaterials also places us at the forefront of such areas as probing their photophysical properties, understanding and controlling energy and charge flow in these systems, and determining how these dynamical processes are defined by the interfacial interactions of multiple materials. With relevant behaviors and interactions arising and playing out across nm to um length scales and dynamical processes occurring from fs to ms timescales, these questions go to the heart of understanding functional behaviors that are defined at the mesoscale. Thus, our studies also address DOE Office of Science needs for improved basic understanding of materials and fundamental chemistry for materials control.
**Progress**

**Materials Development**

Isolating highly enriched semiconducting material is critical to our PV device development. We have developed a new approach based on an aqueous two-phase (ATP) separation technique for isolating (6,5) nanotubes in a single step. The process is rapid (5 minutes) and highly scalable (to liters) while providing results for long (microns) tubes. We show the mechanism works on diameter-dependent mixed micelle structures and compositions, rather than through direct interactions between the nanotube surface and separation medium. Most importantly the ATP processing is shown to be compatible with our PV film development. We have also demonstrated the approach as a rapid method for removal of unwanted nanotube bundles. One paper is published and a second in review.

On graphene oxide materials, we have performed the first electrostatic force microscopy measurements evaluating the dependence of charge transport and dynamics in this material as a function of surface functionality. Direct photoluminescence microscopy has also been employed as a complement to FT-IR microscopy to evaluate the dependence of optical properties on surface functionalization. Two papers on these subjects are in preparation.

**Thin Film Architectures**

Films are generated via a filtration technique. Advances are now allowing control over film morphology and ordering and improved film qualities. We have translated this into successful thin-film devices. The current-voltage characteristics of the devices are fed back into our PV-device development, leading to our first successful PV devices. This advance is a result of reduced metal content, longer tubes, and the improved film morphologies. With our higher quality films we now observe PV-response as good as published results. Film analysis shows we still need to control our uniformity and reproducibility. Photocurrent vs. absorbance curves confirm the nanotubes are serving as active light harvesters in these devices, which are now at a point where they provide useful feedback into our processing methods and are near ready for physics measurements.

**DSSC Cells**

Nanographene molecules are being studied as light harvesting chromophores. We have successfully completed chemical synthesis of our first versions and are improving their solution solubilities. We show in-situ synthesis as an effective integration approach, where the final step is performed after effectively adsorbing the precursor molecules to TiO2. This effective strategy has provided a record PV response for these systems. The work is submitted for publication.

As alternative chromophores, chemically cut nanotubes (to 30 nm) have been integrated into the DSSCs. Strong absorbance across a broader range than typical dyes has been observed. Electrochemical measurements on the integrated cells, however, demonstrated relative energies of the cut tubes vs. TiO2 would lead to poor coupling and charge injection. The behavior suggested the tubes as a hole transport material of interest for our solid state electrolyte effort. Effective solid-state electrolytes are being generated via incorporation of ionic liquids into sol-gels via a microwave driven process. Cut tubes are shown to enhance electrolyte performance, approaching that of common electrolytes but with improved stabilities. A paper is in preparation.

**Fundamental Photophysics**

Raman is being used as a probe of intertube interactions in defined composition bundles. New delocalized exciton states are shown to arise that may be useful in directing energy flow. Single-tube optical measurements are being developed for probing exciton transport in such bundles. Tests have shown intriguing coupling between exciton-exciton annihilation processes and photon emission statistics. We probe optical response of covalently doped tubes as model trap states. We find dopant sites act to localization excitons, and through pairing with theory, assign specific spectral response to chemical functionality.

**Theory**

Theoretical modeling has focused on quantum chemical calculations of these model oxygen-aryl-diazonium doped carbon nanotubes. Density Functional Theory simulations were able to elucidate dopant structure and binding energies. Calculations of the excited states allowed to understand the interplay of excitonic states and spatially localized dopant states. The theoretical results reproduce well spectroscopic data and allow attaining deep insights into photoexcited dynamics of chemically functionalized carbon nanotubes.

**Capability Development**

Our femtosecond pump probe apparatus is now fully functional. We developed and implemented a microscope capable of doing spatially correlated scanning photocurrent, spectral photoluminescence imaging, and time correlated single photon counting. We are calibrating the system using high brightness polymer devices in preparation for lower brightness carbon nanotube devices.

**Future Work**

In response to our mid-project review, we are scaling-back our efforts on graphene oxide and cut nanotubes. Our thin film device efforts are now guiding device development.
and our number one priority is to improve film uniformity and reproducibility. Towards that goal we have received an ultrasonic spray coater that will be installed and implemented. In parallel we are developing films based on polyfluorene wrapped tubes. These allow organic solution processing with improved film uniformity. On generation of such films, we will investigate correlated optical and electronic properties of carbons nanotube transistors and solar cells. These measurements will allow us to understand exciton dissociation, trapping, and mobilities in nanotube devices with a unified picture of transport and optics. Fundamental studies at reduced length-scales will focus on transformation of exciton behaviors in defined composition bundles. Efforts will include finishing Raman studies, new developments showing enhanced electron-phonon coupling to nominally dark states and exciton transport in bundles. We will expand a new collaborative effort with Mike Therien (Duke Univ.) establishing polymer wrapped tubes as a new route for defining device morphologies and introducing new optical functionality. In theory, we will continue modeling of doped carbon nanotubes, focusing on dynamical aspects: exciton and charge transport, localization of the dopant and non-radiative relaxation. These provide a direct link to time-resolved spectroscopic probes and will help to unravel complex photoexcited dynamics in photovoltaic architectures. Furthermore, we will start quantum-chemical modeling of structures, energetics and optical properties of chemically well-defined graphene carbon nano-flakes. Towards the graphene development, efforts will focus on improving solubility of nanographene molecules and further characterization of their photophysics and redox processes, with a focus on behaviors within integrated systems. Additional effort will be placed on integration of our solid electrolyte materials into the DSSC systems.

Conclusion
By project’s end we expect to i) establish the fundamental photophysical behaviors of our new optical nanomaterials for use as active light-harvesting materials and how to tune these behaviors, ii) establish the principles for carbon nanomaterials integration into functioning photovoltaic devices, and iii) establish the most promising device architectures for follow-on development. The result will be a promising new approach to photovoltaic energy harvesting that overcomes many current limitations. The effort will also create new understanding of the optical behaviors of our new class of materials to advance other applications while also developing powerful new techniques for nanomaterials characterization.

Publications


Introduction
Advanced materials have been and will continue to be essential for the country to remain globally competitive and to ensure our energy and defense security. Magnetism underpins many energy-efficient technologies, notably wind turbines and ‘green’ automobiles, but magnetism is an intrinsically complex and delicate collective-electron function that is reflected in the multiple electronic properties of materials that must be satisfied simultaneously to produce useful function. Magnets presently used in these technologies rely on nationally critical rare and expensive elements, and despite decades of making-and-measuring to find new magnetic materials that are free of those critical elements, this approach has not been successful. Progress requires a strategy based on scientific principles that ultimately will allow the design of suitable replacement magnetic materials. With remarkable recent advances in quantum chemistry and in modeling the consequences of complex electronic properties as well as our ability to test predictions with new experimental techniques, the discovery, understanding and application of principles for control of strong magnetic properties in metals rich in earth-abundant elements is within grasp. In a closed loop of state-of-the-art computation, theoretical modeling, materials synthesis, and in-depth measurements, we will determine and test scientific principles that will allow the designed control of magnetic properties in advanced materials suitable for application in energy-efficient technologies.

Benefit to National Security Missions
The computationally motivated, experimentally validated design of new materials with specified functionality has emerged as a major scientific challenge for materials physics and chemistry, a challenge that must be met to satisfy ever increasing demands for advanced materials that underpin the Nation’s energy security and competitiveness. Strongly magnetic materials are key to numerous energy-efficient technologies, but their useful function presently relies on rare and expensive elements. We will discover scientific principles that will allow designed control of materials that are strongly magnetic and free of critical rare elements. The same techniques for rational materials design may eventually benefit the weapons program.

Progress
Substantial progress has been made through close interaction among team members in a closed loop of computation, theoretical modeling, synthesis and experimental validation. This past year has had three primary thrusts: use of density functional theory to predict new materials with promise for desired magnetic properties, in depth theoretical and experimental study of a prototype material YCo5, and the development of new and robust schemes for calculating the essential figure-of-merit, the magnetic anisotropy energy (MAE).

From over 150 density functional calculations during this past year, we have predicted magnetic properties of materials in Fe3GeTe2, Ti3Co5B2 and Mo5SiB2 structure types, synthesized approximately 50 variants of these materials and determined the magnetic properties of many of them. Among those materials, the hexagonal Fe3GeTe2 family is most promising, particularly Fe3GeTe2 itself. Our magnetic measurements show that its MAE density is 1.5x10^7 erg/cm^3, among the highest of rare-earth-free ferromagnets. Though its ferromagnetic ordering temperature is too low (220 K) for practical applications, this temperature can be raised to 255K, without a change in MAE, by replacing 10% of the Te atoms with Bi, as expected from our theoretical predictions. In spite of its ordering temperature, Fe3GeTe2 is promising for refining design principles and is being studied in depth using the many techniques available to us.

Much attention has been given to rare-earth-free YCo5, which has a very high ordering temperature and a MAE
density nearly five times higher than Fe3GeTe2. To account for its magnetic properties, we have developed a theoretical framework (Local Density Approximation + Dynamical Mean Field Theory – LDA+DMFT) that includes realistic Coulomb, crystal-field and spin-orbit interactions on all 5 d-orbitals of Co. Such a calculation is the first of its kind. These calculations show that the MAE density is double-valued as a function of the Coulomb energy U, but our photoemission measurements constrain the value of U to be about 5 eV, which from our calculations gives the measured MAE density. This large U implies that electron-electron correlations are important, a fact that we have demonstrated by comparing the measured electronic specific heat with calculations that ignore these correlations. This is a significant new design principle that has not been appreciated previously by anyone. It is important to note that the energy of the critical property, MAE, is more than three orders of magnitude smaller than U and much smaller than any other energy scale in the problem, highlighting the difficulty of accurately predicting the MAE from first principles as we have done so successfully. These calculations further predict that the MAE of YCo5 might increase by a factor of six if we could tune the value of U to half its intrinsic value and also predict with remarkable accuracy (and with no adjustable parameters) the orbital moment that we have confirmed by x-ray magnetic circular dichroism measurements.

LDA+DMFT is a time-intensive calculation. Consequently, we have focused on developing faster correlated electron techniques for estimating the MAE with the precision that is required for establishing predictive design principles. To this end, we have implemented a much faster variational Gutzwiller (GW) algorithm for adding correlations to band-structure calculations. This method is tailored for capturing the intra-atomic correlations that lead to the full and orbital magnetic moment formation, and consequently the MAE. Our preliminary results indicate that this new method can output the MAE in less than one day versus two weeks using LDA+DMFT. We are in the process of combining the “Gutzwiller solver” with LDA calculations that generate the tight-binding parameters for each specific compound. The development of a GW+LDA algorithm for computing the electronic structure of correlated materials is not only relevant for this project but also for predicting complex properties of actinides and lanthanides. In parallel, we have developed an all-electron, full potential code that adequately addresses numerical precision issues necessary to test the predictions of any density functional for MAE calculations. This also represents a significant advance.

We continue to pursue program development opportuni-

Future Work
We will apply our capabilities in electronic structure calculations, many-electron modeling, materials synthesis and detailed experimental measurements to develop a predictive understanding of crystal-chemical conditions that favor strong ferromagnetic properties in new and known rare-earth-free materials that are identified through calculations and simulations. Specifically, we will explore theoretically and experimentally families of materials that form in hexagonal or tetragonal crystal structures and that are rich in magnetic Co and Fe. We will predict their magnetic properties and validate those predictions by combinations of magnetization, magnetic force microscopy, magnetic circular dichroism and photoemission experiments. In parallel, we will develop new and faster computational algorithms that more accurately predict the intrinsic spin-orbit coupling, and hence magnetic anisotropy energy, that must be optimized in materials to have a sufficiently large magnetic figure of merit to be technologically useful. Results of these calculations will be tested experimentally. By iteratively closing compute, make, model and measure loops, we expect to refine the initial set of design principles developed already in this project for predicting strongly ferromagnetic properties of material devoid of rare-earth elements.

Conclusion
Calculations of electronic structure and magnetic anisotropy, coupled with the solution of theoretical models of complex electronic interactions, will be tested experimentally to establish scientific principles that allow the designed control of the crystal structure and chemical make-up of new materials with magnetic properties favorable for strong magnetism in metallic compounds that do not contain nationally critical elements.

Publications


Introduction
In order to fully realize the clean energy conversion and storage technologies (fuel cells, metal-air batteries, water electrolyzers for hydrogen generation), highly active, durable, and inexpensive non-precious metal electrocatalysts are needed for oxygen reduction reaction (ORR) and oxygen evolution reaction (OER). In this project, we respond to that grand challenge in electrocatalysis by combining experimental and multi-scale modeling approaches for the purpose of (1) elucidating the nature of the ORR and OER active catalytic sites on the surface of non-precious metal catalysts, (2) probing the interplay between meso- and nanoscale controls on electrocatalyst performance, and (3) designing and synthesizing catalysts with the structure optimized for maximum oxygen reduction/evolution activity and required performance stability.

Active-site characterization from density functional theory (DFT) and model system experiments provide insights into ORR & OER reaction mechanisms and the molecular nature of the active site. Mesoscale/multiphysics studies using lattice Boltzmann method (LBM) guide the synthesis towards materials with appropriate physicochemical properties. Ultimately, information generated from the theory and characterization of model systems will be used to fine-tune catalyst precursors for the design and synthesis of ultra-high performance catalysts. Advanced characterization using nitric oxide (NO) probes, iron-specific nuclear resonance vibrational spectroscopy (NRVS), and other methods are combined with theory to further tune catalyst performance. Stabilization and promotion of optimal active sites is investigated by the employment of carbon and non-carbon (i.e. oxide) template structures.

Research in this project aims at advancing the fundamentals of oxygen electrocatalysis and developing novel materials and concepts for energy applications. The proposed effort directly tackles two top research priorities in the LDRD Energy & Earth Systems Challenge, including the need to utilize earth-abundant elements in place of precious metals. Ultimately, this proposed work will position LANL to target major new initiatives in clean-energy catalysis in the future.

Benefit to National Security Missions
This research directly supports the Los Alamos LDRD Energy & Earth Systems Grand Challenge “concepts and materials for clean energy”. In particular, it tackles the top research priorities of “new materials, for energy applications, containing earth-abundant elements that mimic properties of rare and expensive materials” and “energy generation and efficiency”. This research will enable sustainable and low-cost energy devices with enhanced energy efficiency/capacities, which will position LANL to target new initiatives in meso-scale catalysis, scheduled to be announced by DOE-BES in the near future.

In particular, this research is A-relevant to the DOE-EERE mission of developing alternative energy sources, especially for transportation and stationary applications (fuel cells, hydrogen generation). By being directly relevant to renewable energy this research earns the highest mark in the energy security category. Finally, this effort focuses on the fundamental understanding of materials for two possibly most challenging reactions in electrochemistry, oxygen reduction and evolution, using a combination of modeling, experimentation with model systems, and catalyst development. This makes this project very highly relevant to both basic understanding of materials and fundamental chemistry.

Progress
Model Systems
To achieve the goal of rational synthesis of non-precious metal catalyst (NPMC) systems for oxygen reduction reaction (ORR), we have focused our efforts on the synthesis of model systems based on graphene (G) and
graphene oxide (GO). In the past year, we have studied GO-based catalysts for oxygen reduction. We have revealed for the first time that water plays a key role in the formation of catalytic active site and needs to be accounted for in the catalyst design. We have investigated how effective removal of water from the sheets of graphene oxide, using various solvents and vacuum treatments, results in highly ordered GO, impacting ORR activity in acid electrolytes. Obtained materials have not only been the best performing GO-based ORR catalysts but also offered high durability (less than 30 mV drop in oxygen-saturated solution and less than 15 mV drop in nitrogen-saturated solution over 2000 potential cycles). We have also identified that graphitic-carbon-supported catalysts have low peroxide yield compared to catalysts based on amorphous carbon supports, and that pyridinic nitrogen content is important for achieving high electrochemical activity. We have observed the presence of trace impurities of metals including Mn and Fe and have investigated their important role in ORR catalysis.

In an effort to avoid transition metal presence, we have been able to successfully incorporate nitrogen atoms into a graphene lattice using the ENABLE source. This is unique amongst nitrogen doping approaches as it produces relatively mono-dispersed nitrogen defects and preserves the overall graphitic nature of the carbon substrate. These materials have been prepared on TEM grids as well as carbon microelectrodes for electrochemical characterization as well as detailed electron microscopy using ORNL’s UltraSTEM. We anticipate their full characterization by the end of the fiscal year.

Theory
We have continued to use static and dynamic density functional theory (DFT) calculations to investigate the properties of the active site(s) in model systems and a new lattice Boltzmann model (LBM) for pore-scale investigation of multicomponent multiphase reactive transport, capable of handling large density ratios between liquid and gas phases.

Our quantum mechanical modeling efforts have predicted a novel iron-nitrogen complex at graphene edges that has the highest oxygen reduction reaction (ORR) activity reported to date for NPMCs. This structure has been discovered based on its high stability and such structures are likely to improve fuel cell cathode durability as well as activity. Additionally, a three-dimensional lattice Boltzmann model that includes hydrogen and water transport has been developed to study how electrode structure affects mass transport. The quantum mechanical calculations are being tied into this model, allowing fundamental questions regarding how non-precious metal catalysts function in fuel cells to be addressed.

In close connection to the LBM effort, we have completed neutron imaging of non-precious metal catalysts to determine water content in the various membrane electrode assembly components. The results of this study provide input parameters for lattice Boltzmann modeling.

Catalyst Synthesis
GO and reduced graphene oxide (rGO) have been systematically explored in the synthesis of non-precious metal ORR catalysts. Compared to NPMC catalysts supported on traditional nanoparticle carbons, such Ketjenblack, the GO-derived catalysts exhibit enhanced durability in acid media. Additionally, much improved ORR activity has been achieved with GO-derived catalysts in alkaline media, possibly due to the unique morphology of GO with increased exposition of edge sites.

The role of manganese (Mn) in inducing ORR activity of NPMCs has been studied as a function of nitrogen/carbon precursors, heat-treatment temperature, and the total metal amount implemented in the synthesis. It has been concluded that GO-based catalysts, obtained by various research groups worldwide using Hummers synthesis method, likely impart their ORR activity as a result of Mn contamination at the graphene oxidation step, in which potassium permanganate is used as oxidant.

Finally, (La1-xSrx)CoO3-δ has been selected and studied as a non-precious metal catalyst for oxygen evolution reaction (OER), as a part of the development of bifunctional ORR/OER catalyst. In a preliminary study, (La1-xSrx)CoO3-δ has shown activity similar to the state-of-the-art OER catalysts reported in the scientific literature. Metal-nitrogen-carbon (M-N-C) catalysts will be adopted as ORR-active component of the bifunctional catalyst, with the focus being on improvements to the corrosion resistance through enhancements to the catalyst graphitic content.

Future Work
Model Systems
Next year, we will concentrate next on the nature of active site in non-precious oxygen reduction reaction (ORR) catalysts. Key next-year goals are as follows:

- Eliminate trace metal impurities in model graphene/graphene oxide systems; further improve catalyst order.
- Develop model catalysts based on no more than few layers of graphene sheets obtained via the surfactant exfoliation of graphite or chemical vapor deposition.
- Use energetic neutral atom beam lithography/epitaxy.
(ENABLE) at various conditions (kinetic energy, temperature, and exposure time) as a method of well-controlled nitrogen doping.

- Obtain correlated electrochemical and microscopy measurements to identify the active site and obtain model catalysts.
- Apply various solvent treatments to enhance the activity of catalysts.
- Develop design principles for guided synthesis of high-performance non-precious active catalyst systems.
- Use various neutron techniques available at Lujan Center to determine fundamental properties of graphene- and graphene oxide-based materials (e.g., proton conduction, interaction with water).

**Theory**

Future work in theory will focus on further investigation of metal-nitrogen-carbon structures that may be ORR active and integration of models and experimental observations to produce a predictive multi-scale model for non-precious metal based fuel cell cathode performance.

In connection with the theory effort, we will quantify mass transport losses in non-previous metal-based membrane electrode assemblies and provide both model validation and input parameter data to the lattice Boltzmann modeling.

**Catalyst Synthesis**

In the catalyst synthesis part of the project we will:

- Study interactions between nitrogen, transition metal, and carbon during the formation of active ORR site in practical catalysts.
- Start implementing knowledge gained from model systems in practical catalyst development (e.g., role of water).
- Synthesize first bifunctional ORR/OER (OER = oxygen evolution reaction) catalyst in a hybrid configuration (e.g., core-shell structure).

**Conclusion**

The primary outcome of this project is a fundamental understanding of non-precious metal ORR and OER catalysis in electrochemical energy systems. It includes reaction mechanisms, active-site structures, and synthesis-structure-reactivity correlations. In particular, integration of modeling of the active site with mesoscale theory allows for coupling of intrinsic site reactivity with mesostructure-sensitive kinetics, providing “real-world” activity directly comparable to the experimental measurements. First-principles calculations assist in interpreting spectroscopic and electrochemical signatures emerging from characterization studies. The fundamental understanding of electrocatalysis will be used to design, synthesize, and demonstrate next-generation non-precious metal catalysts with high performance and durability.
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Phase Stability of Multi-Component Nanocomposites under Irradiation
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**Introduction**

We propose to design multi-component nano-composite materials that resist radiation-induced solute redistribution (RISR) and thus maintain stable nano-phases at extremes of high dose irradiation at elevated temperatures. The next generation of nuclear energy systems will not be possible without the development of such new materials. Further, the accident at the nuclear plant at Fukushima demonstrates the need for advanced clad materials that not only can sustain high burn-up but are also resistant to other phenomena such as corrosion.

The design of materials that are essentially “immune to radiation”, as called for by DOE, is one of the grand challenges in the materials science discipline. This is because energetic radiation damages a material by a variety of very different mechanisms, such as void swelling, embrittlement, irradiation creep, and phase instabilities from radiation induced solute redistribution (RISR). Typically, the solution for one problem either has no effect on or exacerbates the other damage mechanisms. For example, using interfaces as sinks for vacancies and interstitials can reduce void swelling but the same interfaces that mitigate void swelling can increase RISR.

RISR causes phase instabilities that lead to catastrophic failure through embrittlement, fracture and corrosion. We propose an innovative solution to the chronic problem of radiation-induced phase instability: nano-composite materials design via interfaces that minimize defect fluxes, which is the origin of RISR. We hypothesize several factors we can use to control defect fluxes and suppress RISR. We propose a materials co-design R&D approach where experiments and multi-scale modeling are closely integrated to test our hypotheses, develop a fundamental understanding of RISR to interfaces, and advance design principles for next-generation materials for nuclear energy applications that maintain chemical composition profiles that are critical for many materials properties in extreme environments.

**Benefit to National Security Missions**

Our aim is to develop a basic understanding of a primary damage failure mode in materials under irradiation: radiation-induced solute redistribution. This leads to phase separation, dissolution of important secondary phases, and changes in chemical composition that accelerate materials failure in nuclear energy systems. By developing a basic understanding of these materials, we will formulate design principles that will allow us to propose future nuclear energy materials that resist such damage and failure.

That this is a fundamental materials approach, this is clearly relevant to the DOE Office of Science, particularly Basic Energy Sciences (BES). If successful, the types of materials we would propose would also be of interest to Fusion Energy Sciences (FES) within the Office of Science, as well as the Office of Nuclear Energy, which is more focused on fission energy systems.

This work would enhance energy security by enabling future generation nuclear energy systems that are more robust and thus more politically and socially acceptable as replacements for fossil energy sources. Further, by developing more radiation tolerant claddings, nuclear fuel could be burned to greater amounts, reducing the quantity of spent fuel in storage and the consequent load on any future nuclear waste repository.

Fuel cycle research of this sort builds capability for nuclear nonproliferation in general.

**Progress**

This project has made significant progress towards its scientific goals. We highlight three of those here.

First, using kinetic Monte Carlo (KMC) simulations, we have validated that one of the hypotheses of the proposal, that radiation induced solute redistribution (RISR) can be controlled via interfacial spacing. The KMC simu-
lations clearly show that RISR is reduced as the interfacial spacing is reduced. Thus, RISR should be less pronounced in materials with nanosized microstructures as opposed to larger grained material. We are currently preparing samples with varying interfacial spacing to validate this prediction. We are also developing a phase field model that can further examine the ramifications of this prediction for more complicated microstructures than possible with the KMC. However, this result suggests a clear path forward for developing materials with enhanced resistance to solute redistribution under irradiation. The KMC results are being prepared for publication.

Secondly, we have experimentally interrogated another hypothesis of our proposal, that RISR depends on the types of interfaces present in the material. We have tested this by synthesizing a series of multilayer composites, each containing Fe+Cr layers which are sandwiched between different oxides. The oxides include Y2O3, TiO2, and MgO. These systems are meant to mimic the nanoferritic alloys that have been proposed for advanced nuclear applications. We have found that the segregation of Cr to the interface depends on the nature of the interface. In the case of MgO, we find that Cr content is indeed enhanced at the interface. In the case of TiO2, Cr diffuses all the way through the layer. We have determined that this is a consequence of non-stoichiometry (oxygen deficiency) in the TiO2 layer, which eases the incorporation of Cr into the TiO2 layer, ultimately leading to the enhanced amorphization of the TiO2 layer. In the case of Y2O3, Cr penetrates the Y2O3 layer, but only near the interface. Thus, the behavior of Cr is very sensitive to the nature of the oxide present. These results have been complimented by density functional theory (DFT) calculations of the interaction of solutes in these oxides. In particular, DFT shows that solute segregation to such interfaces is very sensitive to the local oxygen content, with excess oxygen tending to favor the segregation of Cr but repelling Ni. Further DFT calculations support the conclusion that the non-stoichiometry of TiO2 is a principle factor in the incorporation of Cr, which explains the phase stability of this system. Finally, nuclear resonance experiments have been performed that provides further information on the structure of these interfaces, showing that they are often not atomically sharp but can be diffuse depending on the growth conditions.

Thirdly, we have examined the Ni-Al system, which is a model system for Inconel, which is used as a window material, for example, at the Isotope Production Facility. The experiments show that the stability of composites of Ni/Ni3Al are very sensitive to the composition of the composite, with significant redistribution of Al if the composition is far from equilibrium. Experiments on a model engineering material that is based on Ni-Al (Rene N4) show that (a) the ordered phases disappear quickly upon irradiation and (b) the distribution of minor alloying elements spreads upon irradiation. This is being supported by atomistic modeling to understand how the stability of the ordered phases depends on doping, with the goal of identifying dopants that can enhance the stability of these materials.

For all of these efforts, we are currently writing manuscripts that summarize these results that we will be submitting throughout the summer. We expect a significant scientific output from these studies. We have also been presenting these results at various international conferences, including the TMS and CAARI meetings.

Finally, we had our mid-project Appraisal, with committee members Quanxi Jia, Chris Stanek, Alan Ardell, and Dane Morgan, in February 2014. We received rankings of Excellent or Outstanding in each category. The committee did have a few suggestions which we have considered and incorporated into our effort.

**Future Work**

During the next (and last) fiscal year of the project, we will focus on two tasks.

First, on the modeling side, we will develop our phase field model to the point that we can make qualitative predictions of the role of microstructure, irradiation conditions (particularly damage generation rate and temperature), and the nature of the alloying elements in the material on the segregation of species within the material. The facets of microstructure we will focus on include the nature and distribution of interfaces. These phase field simulations will be complemented by kinetic Monte Carlo simulations that provide more detailed descriptions but are computationally more costly. The phase field simulations will provide the overall design space in which the microstructure can be tuned to reduce or eliminate radiation induced segregation.

These modeling efforts will be supported by two experimental efforts. In the first, we will synthesize multilayer Fe/oxide systems, varying the layer thickness. (Our previous work focused on the role of the interface structure, varying the type of oxide used; here we will pick one oxide and vary the length scale.) This will provide us with direct experimental evidence that changing the microstructural length scales can influence radiation induced segregation, something that we have predicted from our modeling efforts. The Fe layers will be doped with various elements to show how different elements can interact to further suppress the segregation. The second set of experiments will examine segregation in Ni/Ni-Al systems, comparing
model multilayer systems with radiation damage experiments in real engineering materials such as Rene N4. This will provide the confidence needed to state that the model systems exhibit similar physical behavior as the more complicated engineering materials.

Conclusion
The goal of this project is to understand and control the atomic scale processes that lead to redistribution of elements in complex alloys during irradiation. The key results of this project will be (i) development of a multi-length and multi-time scale model to predict solute/elemental redistribution in a given alloy as a function of interface properties and spacing, (ii) tests of the hypotheses correlating the interface properties to RISR in nanocomposites, and (iii) development of figures-of-merit from the integrated results of all the hypotheses.

Publications


Introduction
The goals of this project are to develop collaborative scientific progress at the interfaces of quantum chemistry and materials, quantum information and communication, and quantum optics. In particular, we will explore the intersection of quantum information, communication and computing with new materials functionality such as chiral superconductors and topological insulators and also with novel detection technology such as ultra-sensitive scanned probes. We will develop new computational approaches based on algorithms developed in quantum information science to more efficiently solve numerically quantum condensed matter models. We will explore the fascinating overlap between cold atom physics, with its pure systems and tunable properties, and technologically important materials systems such as superconductors and multiferroic materials. In this latter category, the interplay between electrons and the underlying field leads to exotic states of matter that can provide novel properties or functionalities such as magnetic control of transport properties (anomalous Hall effect), strong vortex pinning (high critical currents) in superconductors, and large magneto-electric effects in insulators. Through our theory and simulations we will identify classes of models and materials where this new functionality can be realized. We will use hybrid quantum chemistry and molecular mechanical methods to incorporate solvent and thermal fluctuation properties of real molecular systems and apply this new phenomenology to carbon nanotubes and biological light harvesting systems. We will investigate fluctuation induced quantum Casimir forces, and corresponding classical analogs, for equilibrium and nonequilibrium conditions. Our external collaborations will enable the use of opto-mechanical resonators for quantum communication, for fundamental studies of quantum friction, and for atomically-resolved spectroscopic scanned probe measurements of condensed matter systems such as quantum phase transitions occurring in novel systems of competing magnetic and superconducting order.

Benefit to National Security Missions
Novel applications of quantum science underpin numerous Laboratory efforts including quantum information that can enable secure data communication, new approaches to quantum devices such as a topological quantum memory, and improved algorithms for simulating scientific problems. Secure data communication has implications for classified environments and for the physical security of infrastructure systems such as the electrical power grid. Novel concepts in manipulating quantum systems will have impact on Laboratory materials strategy including understanding the properties of actinides, in particular plutonium. Possible new quantum sensors could impact GS programs. We strongly impact DOE Office of Science mission in the fundamental understanding of electronic and magnetic materials with applications in energy, electronics, and computing. The ability to support both a robust fundamental science capability and nurture new applications will continue to drive our work in the quantum arena.

Progress
We have made good progress in quantum chemistry and condensed matter physics that we highlight here. In a paper published in Nano Letters we presented a quantum-chemistry formulation of Raman spectroscopy (measures vibrational degrees of freedom) in current-carrying molecular junctions based on a many-body theory of the molecule. The approach goes beyond previous formalisms and provides a convenient way to incorporate computational methods and tools proven for equilibrium molecular spectroscopy into the realm of current carrying junctions. The calculated shift in Stokes lines for a three-ring molecule allows an estimate of vibrational heating by electric current and agrees with available experimental data. This work is a step toward atomistic quantum ab initio modeling of the optical response of non-equilibrium electronic dynamics in molecular junctions.
In condensed matter theory, we have made significant progress, often in collaboration with or motivated by experimentalists. In a paper published in Physical Review Letters, we explored a novel material, vanadium spinels, in pulsed magnetic fields up to 65 T. A jump in magnetization at a critical magnetic field strength is observed in the single-crystal material indicating a field induced quantum phase transition between two distinct magnetic orders. In the multiferroic (magnetic and electric response) material, the field-induced transition is accompanied by a suppression of the electric polarization. By modeling the magnetic properties, we show that both features of the field-induced transition can be successfully explained by including the effects of the local crystal field. In a purely theoretical paper in Physical Review X, we consider magnetic vortex crystals that arise from quantum fluctuations in highly frustrated quantum magnets. In particular, we provide a simple and robust scenario for inducing magnetic vortex crystals in frustrated Mott insulators. We elucidate a rich quantum phase diagram that includes magnetic vortex crystals. Because skyrmion and domainwall crystals have already been predicted and experimentally observed, this novel vortex phase completes the picture of emergent crystals of topologically nontrivial spin configurations. This work was enabled in part by a new algorithmic approach (published in Physical Review B) that allows efficient computation of quantum degrees of freedom coupled to classical (e.g., magnetic) fields. In particular, our approach is orders of magnitude faster than previous methods when applied to very large systems with high accuracy requirements. To demonstrate the method, we studied complex non-coplanar chiral spin textures and explored non-equilibrium mesoscale physics such as chiral domain coarsening and vortex annihilation. Finally, in work published in New Journal of Physics, we develop a theory of higher order cumulants of spin noise that yields dynamical information about electrons and atomic gases. We apply our theoretical framework to predict the results of single quantum dot experiments.

Future Work
We will perform research at the interdisciplinary intersections of the fields of quantum science with an emphasis on Quantum Chemistry, Quantum Information and Communication, Atomic-Molecular-Optical (AMO) and Quantum Optics, and Quantum Materials. We will develop synergies among the topics.

Chemistry
- Model ultrafast relaxation processes in carbon nanotubes which have important applications in electronics and optical materials
- Determine the role of long-lived electronic coherence in photosynthetic proteins that exhibit light-harvesting properties

Information and Communication
- Explore the intersection of quantum information algorithms and condensed matter systems to better compute the properties of magnetic spin systems.

AMO and Quantum Optics
- Develop theory and simulations for fluctuation-induced interactions in nanostructures, including Casimir forces, near-field heat transfer, patch effects, and quantum friction
- Explore the use of structuring for novel optical and acoustical phenomena in metamaterials, including subwavelength imaging, perfect absorbers
- Use cold atom methods as an ultra-sensitive magnetic field sensors

Materials
- Exploit new efficient algorithms for treating quantum spins in classical fields to explore novel phases of fermionic matter that could lead to new functional materials
- Investigate, using theory, simulation, and experiment, the properties of strongly correlated electron systems with novel magnetic, multi-ferroic and superconducting properties

Conclusion
Quantum science is an integrating centerpiece of numerous LANL strategic directions including information science, sensing, and materials. By supporting an interdisciplinary approach that ranges from fundamental science to applications, our work develops research collaborations among different quantum science areas, sustains and encourages broad scientific capability, and assists in identifying novel and transformational science frontiers at the interface of national security and discovery science.

Publications
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Introduction
This project develops collaborative scientific progress at the interfaces of hard materials, soft condensed matter physics, and fluid dynamics. In particular, we consider the structure and properties of disordered materials with emphasis on the role of topological defects, for example dislocations. We are exploring the connection between the behaviors of materials under shear with “universal” scenarios developed in the context of glasses and granular materials as well as more recently in the context of plastic flow via dislocations and thermally activated avalanches. We will measure the pair distribution function of geopolymers using neutron scattering and compare with molecular dynamics simulations. We will look for similarities between the transition from reversibility to irreversibility in materials under shear and soft condensed matter systems such as colloidal suspensions. Reversible and irreversible behavior and the associated kinetics are at the heart of the complex hysteresis and metastability governing the microstructure of materials that have been shocked. We are attempting to describe the universal behavior of phase transforming materials subjected to extremes by departing from the traditional approach of using equilibrium phase diagrams and notions and emphasize the importance of shear. We will understand and characterize how granular material properties can affect earthquake dynamics. We will relate laboratory experiments in rotating and/or stratified flows to asymptotically exact mathematical predictions and to applications in regional climate models such as heat transport in arctic oceans. Our external collaborations enable the cooperative study of porous media flows relevant to carbon sequestration, the exploration of turbulent mixing in the oceans, the description and characterization of radiation damage in materials, and the integration of perspectives on elastic-plastic deformation from both hard and soft matter points of view. These projects support LANL strategic goals in materials, in energy and climate, and in materials under extreme conditions.

Benefit to National Security Missions
The materials research that we propose is squarely in the mesoscopic regime where the discreteness of, for example, dislocations at atomistic scales encounters the elastic plastic continuum at macroscopic scales. This area is an important foundation for the MaRIE program and is applicable to recent DOE/BES priorities in fundamental materials research. Advances in this area would lead to better understanding and modeling of materials, allowing new applications. Improving our understanding of turbulence is relevant to the weapons program.

Progress
In our work on non-equilibrium phenomena in materials we considered a fundamental problem in the physics of amorphous materials namely the understanding of the transition from reversible to irreversible plastic behavior and its connection to yield. Currently, continuum material modeling relies on phenomenological yield thresholds. In many cases, however, the transition from elastic to plastic behavior is gradual, making it difficult to identify an exact yield criterion. In a paper published in Physical Review E, we demonstrated that under periodic shear, amorphous solids undergo a transition from repetitive, predictable behavior to chaotic, irregular behavior as a function of the strain amplitude. In both the periodic and chaotic regimes, localized particle rearrangements were observed. We associated the point of transition from repetitive to chaotic behavior with the yield strain and suggest that, at least for oscillatory shear, yield in amorphous solids is a result of a “transition to chaos.” In other more applied work on materials, reported in the Chemistry of Materials, we used neutron scattering and quantum chemistry approaches to examine the properties of amorphous calcium/magnesium carbonates which are of significant interest in the technology sector for a range of processes, including carbon storage and biomineralization. The atomic structure of one hydrated amorphous magnesium carbonate (AMC) were investigated using an iterative methodology, where quantum
chemistry and experimental total neutron scattering data are combined in an interactive iterative manner to produce an experimentally valid structural representation that is thermodynamically stable. The atomic structure of this hydrated structure is heterogeneous owing to the presence of regions interspersed with small ‘ pores’ of water molecules. This heterogeneity at the atomic length scale is likely to contribute to the dehydration of hydrated AMC by providing a route for water molecules to be removed. We show that this methodology enables wide sampling of the potential energy landscape, which is important for elucidating the atomic structure of highly disordered metastable materials.

In our work on non-equilibrium phenomena in fluids, published in Physics of Fluids, we investigated the direct turbulent enstrophy (mean-square vorticity) cascade of two-dimensional decaying turbulence in a flowing soap film channel. This system is a laboratory analog for geophysical systems such as the ocean or atmosphere where the depth is small compared to the lateral extent. We used a coarse-graining approach that allowed us to resolve the nonlinear dynamics and scale-coupling simultaneously in space and in scale. We presented experimental evidence that enstrophy cascades to smaller (larger) scales with a 60% (40%) probability, in support of theoretical predictions. We used a coherent structure identification technique which allowed us to determine the effect of flow topology on the enstrophy cascade: swirling (stretching) regions are less (more) efficient at enstrophy transfer. In research published in the Journal of Fluid Mechanics, we considered another problem of geophysical importance associated with the global transport of heat and salinity in the ocean. The north Atlantic overflows represent chock points in the global circulation in which mixing and entrainment of waters of different densities and temperatures plays a major role in defining the character of the global circulation. Motivated by characterizing natural gravity currents such as oceanic overflows, we performed experimental measurements of a wall-bounded gravity current. We simultaneously measured the velocity and density fields as they evolve downstream of the initial injection from a turbulent channel flow onto a plane inclined at 10 degrees with respect to horizontal. The turbulence level of the input flow is controlled by injecting velocity fluctuations upstream of the output nozzle. The initial Reynolds number (a quantitative measure of the turbulence) was varied and the effects of the initial turbulence level were assessed. The Richardson number Ri measures the competition between destabilizing shear and stabilizing density stratification. In these experiments, the Ri is small, indicating that shear dominates the stabilizing effect of stratification. Hydrodynamic instability results in vigorous vertical transport of mass and momentum. We obtained the fluid entrainment coefficient E, a quantity of considerable interest in mixing parameterization for ocean circulation models. We also determined the properties of mixing as represented by other geophysically important dimensionless number and found reasonable agreement with results from natural flows.

**Future Work**

The overall structure of our work is in Structural Materials, Soft Condensed Matter Systems, and in Fluids and Climate. We seek synergistic efforts to emerge among topics but report our directed tasks in each area:

**Structural Materials**

We will 1) Explore complex hysteretic and metastable behavior in driven systems, including the role of topological defects in phase transformations and in elastic-plastic deformation; 2) Characterize glassy polymers using a combination of experimental neutron scattering PDF measurements and molecular dynamics simulations; and 3) Investigate novel properties and functions of geometrically frustrated materials.

**Soft Condensed Matter Systems**

We will 1) Develop models of the structural properties of bio-polymers such as DNA; 2) Explore sheared granular media and its relationship to earthquake dynamics; and 3) Investigate the reversibility transition, discovered in particle-fluid systems, for weakly sheared disordered materials.

**Fluids and Climate**

We will 1) Investigate mass transport properties of porous media flows, including differences between 2D and 3D geometries and comparisons with numerical simulations; 2) Measure heat transport, test asymptotic scaling in rotating Rayleigh-Bénard convection, and visualize vertical columns that transport heat; and 3) Explore how ocean phenomena at multiple length and time scales accumulate to produce the large-scale circulation responsible for the heat and tracer transport affecting the global climate.

**Conclusion**

The goals of this project are to develop collaborative scientific progress at the interfaces of hard materials, soft condensed matter physics, and fluid dynamics. We will develop models to connect to fundamental experiments, build theoretical frameworks, and perform mathematical analysis and computer simulations. We expect our results to impact applications such as geophysical fluid dynamics related to climate modeling.

**Publications**
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Introduction

This project provides an innovative approach to establish design principles and a scientific methodology for generating photoactive energetic materials with controllable optical functionality. The project aims to increase the controllability of chemical dynamics in novel photoactive materials through a concerted experimental and theoretical effort that characterizes the dynamics of energy localization, chemical bond activation, and chemical reactions. This approach will provide critical insight on how to manipulate electronic structure through synthesis in order to generate the desired material response to overcome mechanisms that limit controllability. The authors propose a three part solution for the successful design of photoactive energetic materials for quantum optical initiation. The first part involves the development of new explosives derivatized with an optical chromophore. The optimization of optical response properties (e.g. 1-photon and 2-photon absorption cross-sections and resonant wavelengths) of the photon absorbing chromophore will enable efficient coupling of the laser field to the explosive and facilitate control of excited state dynamics. The second part addresses the need for the elucidation of electron-vibrational dynamics following photoexcitation. Our feasibility studies support our main idea that exothermic NO2 formation could be achieved photochemically: following absorption, photochemistry can be accomplished through non-adiabatic conversion of the excess electronic energy into specific vibrational degrees of freedom on the explosive and controlling the onset of exothermic chemical reactions in the surrounding material. The third part of the proposal uses fs laser pulse shaping quantum control to optimize photodissociation quantum yields and photoinitiation exothermic chemistry. The achievement of optically driven control over the chemical reaction dynamics of energetic materials will not only have an immediate and profound impact on the Weapons Program, but will also provide significant advancements towards utilizing laser pulses as powerful sources for manipulating and controlling atomic and molecular processes on unprecedented time and length scales.

Benefit to National Security Missions

The overarching goal of this project – to achieve quantum control of explosive initiation – utilizes the theory-guided, materials-by-design approach outlined in the Materials Pillar Extreme Environments theme of “predicting and controlling functionality of materials in these extremes”. Critical to the Materials Pillar mission is the establishment of design principles and scientific protocols for manufacturing advanced materials to control functionality for predefined performance criteria central to LANL mission needs. DOE programmatic drivers exist for the development of photoactive energetic materials that can address future milestones for enhanced safety, security, and use-control of the nuclear stockpile. Moreover, there are DoD directives for the development of new energetic materials that are insensitive to unplanned stimuli (e.g., spark, impact, and friction). The development of photoactive energetic materials that optically initiate through quantum controlled photochemistry would yield a “quantum lock-and-key” capability valuable not only in applications for improved detonator optical isolation, but also for enhancement of use-control protections, explosive optical logic, and other dual-use technologies to support initiatives concerning DoD insensitive munitions or planned Life Extension Programs.

Progress

We have made considerable progress during the first 12 months of the project towards our primary goal of designing and developing new energetic materials with controllable photochemical reactions.

Synthesis and Characterization Efforts

Tetrazine heterocycles, which ideal energetic chromophores, have been synthetically linked to the conventional energetic materials Pentaerythritol tetranitrate
(PETN) and 3,3- dinitroazetidine (DNAZ) yielding significant changes to their photochemistry. UV-VIS molar absorptivity and diffuse absorbance spectroscopy were used with Raman scattering and infrared spectroscopies to characterize and investigate the photoreactivity of these chromophore linked energetic materials. Quantification of the single photon quantum yields is in progress. Several compositions of energetic materials that are photoactive or are expected to be photoactive and undergo photoinitiation when exposed to suitable wavelengths of light in the ultraviolet and/or visible region of the electromagnetic spectrum have been synthesized. Some of the energetic materials were described by Chavez et al. in “Electroactive Explosives: Nitrate Ester-Functionalized 1,2,4,5-Tetrazines,” Angew. Chem. Int. Ed., 2013, vol. 52, pp. 6876-6879. These new results are currently being summarized in an article to be submitted later this summer.

Additionally, the Patent Application S-133,036 has been filed.

Theory and Simulation Efforts
Vibrational and UV-Vis spectra have been computed using modern density functional theoretical methods for 11 new energetic molecules and prove to be in excellent agreement with our experimental results. This allows us to benchmark for higher level dynamics calculations that are already in progress.

We have computed the non-adiabatic excited state dynamics of several new molecules including PETN-Tz-Cl and DNAZ-Tz-Cl. These results are currently being summarized in an article to be submitted later this summer.

Presentations of this work have or will be made this FY at:


Future Work

On going development of optical explosives
Synthesis: Synthesis efforts will focus on pi extended conjugated systems in an effort to increase cross sectional areas of the molecule. Efforts will also focus on polycyclic materials in an effort to increase polarizability. We will also begin to scale-up molecules we have created in FY14.

Theory: Currently we are benchmarking the non-adiabatic dynamics with solvent using well studied model systems. In the next year this means we will be able to perform non-adiabatic dynamics simulations of our target molecules using solvent environment.

Characterization: We will perform CW laser photo degrada-

Conclusion
As the primary goal is the design and development new energetic materials with controllable photochemical reactions, the expected outcome is a transformational and universal paradigm for the development of advanced future materials with structure-function relationships leading to applications based on quantum control of chemistry. The development of photoactive energetic materials that initiate through the quantum control of photochemistry addresses future surety themes outlined in the FY12 Stockpile Stewardship and Management Plan and provides an enabling technology for future Directed Stockpile Work. The project will pave the way for new explosives that perform like RDX yet are insensitive to unplanned stimuli.

Publications


Introduction
Multiferroic (MF) materials exhibit strongly coupled magnetic and ferroelectric (FE) orders and promise transformative technologies in energy, security, and information processing. However, the inability to synthesize epitaxial materials with the desired three-dimensional (3D) structure and to probe the emergent properties resulting from the atomic-to-mesoscale evolution poses significant challenges to modern condensed matter theory in providing a predictive description of the strong coupling among spin, charge, orbital, and lattice degrees of freedom. As a result, new materials discovery has often relied on serendipitous findings rather than on scientific principles underpinning the magnetoelectric (ME) functionality. We target to use a systematic co-design approach to the discovery of MFs based on a closed synthesis-characterization-modeling loop. We emphasize the rapid feedback from the experimental validation to theoretical prediction and vice versa. Our approach is enabled by a combination of recent LANL breakthroughs in first-principles modeling of complex electron correlation phenomena, controllable synthesis of 3D mesoscale films, and novel coherent photon probes of intrinsic dynamics of competing orders in MF composites.

Benefit to National Security Missions
This project aims to develop basic principles to control macroscale multiferroic (MF) functionality in mesoscale composites through tuning the interactions on the nanoscale. This research directly supports all three central themes of the Materials for the Future pillar in harnessing defects, interfaces and electromagnetic field extremes to control collective behavior in MF materials. Our approach also addresses LANL’s priorities in ‘meso'-science development and practical realization of design principles towards both tunable and controlled functionality of complex materials. The proposed effort aligns well with the MaRIE vision of ‘material co-design’ and develops new integrated capabilities in synthesis, theory, and ultrafast x-ray characterization for MaRIE. This project further leverages the user programs at LCLS, APS, CINT, NHMFL, and the Lujan Center in accord with the LANL institutional priority in supporting national user facilities. Materials with tunable functionality are enabling components in energy, sensing, and information technologies. Therefore, we expect this work to have a direct and significant impact on near- and long-term LANL programs in Advanced Materials, Global Security, Information Science and Technology, and Clean Energy.

Progress
The progress in the last review period is tremendous from all aspects. We synthesized enough samples for advanced characterization. The theoretical team has provided us guidance to design materials systems with desired functionalities. The co-design loop is working effectively. In the following, we highlight some important results resulted from this review period.

In the theoretical side, we have i) developed a systematic approximation that allows DFT calculations of nanopillar structures that interface transition metal-oxide (TMO) materials. The large unit cell size of relevant TMO materials makes such calculations impossible without such an approximation; and ii) employed the developed
approximation to perform DFT calculations on nanopillar structures combining BiFeO$_3$ (BFO) with La$_{1-x}$Sr$_x$MnO$_3$. The values for $x$ are chosen according to the systems under investigation in this project’s experimental component. For $x>0$, the multiple arrangements of Sr within the La$_{1-x}$Sr$_x$MnO$_3$ components are under investigation. The calculated quantities (formation energy, charge structure, magnetic structure) inform us which interface structures are more favored and why. These theoretical works have been used to guide the materials design and to understand the experimental results.

Using our controlled synthesis, we have grown several materials with desired architectures. These materials systems are not only systematically characterized by the conventional tools. Importantly, these materials have been analyzed by our advanced probing techniques.

Because the structures and properties of nanocomposites vary over nm-length-scales, probes that are intrinsically sensitive to such variations are crucially important in order to understand the origins of meso and macro-scale response of nanocomposites. In this review period, we have applied polarized neutron reflectometry and x-ray resonant magnetic reflectometry to two nanocomposite systems. Remarkably, we found using polarized neutron reflectometry that in the superlattice system (and not as a single film), anti-ferromagnetic BFO exhibits a net uncompensated magnetization that is opposite to the magnetization of the La$_{0.75}$Sr$_{0.3}$MnO$_3$ (LSMO). Further the temperature dependence of the BFO magnetization is the same as the LSMO. We believe antiferromagnetic exchange coupling between Mn and Fe spins across the LSMO/BFO interface stabilizes a canted antiferromagnetic structure in BFO. The degree of canting is related to the magnetization of LSMO.

Using our extensive ultrafast spectroscopic capabilities and expertise in the physics of complex materials, we have made substantial progress towards the goals of this project. In particular, our initial experimental efforts have focused on elucidating the dynamic coupling between ferromagnetic and ferroelectric/antiferromagnetic orders. Using ultrafast optical spectroscopy, we showed that exchange bias coupling leads to emergence of interfacial antiferromagnetic order in La$_{0.7}$Ca$_{0.3}$MnO$_3$ (LCMO). This non-native spin order strongly affects charge transport in LCMO making polaronic (coupled charge-lattice quasiparticles) behavior the likely origin of tunable magnetotransport upon switching the ferroelectric polarity in a LCMO/BFO heterostructure. We have unveiled this through measuring the difference in dynamic spectral weight transfer between LCMO and LCMO/BFO at low temperatures, which indicated polaronic nature of charge transport in LCMO/BFO. The polaronic feature in LCMO/BFO decreased in relatively high magnetic fields due to the increased spin alignment, while no discernible change was found in the LCMO film at low temperatures.

Regarding new capability, we also made good progress. The figure of merit for magnetoelectric coupling can be measured using fast pulsed magnetic fields, which give improved signal to noise over DC measurements, and access high magnetic field states that provide important information about energy scales and magnetic ordering. We have developed a method for measuring thin film and heterostructured multiferroics in high magnetic fields, which minimizes eddy current heating, and reduces the risk of pinhole conductivity. New methods for high-frequency dielectric constant measurements in pulsed fields utilizing high-speed field-programmable gate arrays for rapid capacitance bridge balancing are being explored.

**Future Work**

Theory: We will continue to use density functional theory (DFT) to advance our understanding at the smallest scale of the materials systems under investigation. We will also perform DFT calculations to systematically probe for multiferroic phenomena in chemical variations of the prototype incommensurate-superlattice systems that shows both ferromagnetism and ferroelectricity. We will further analyze our results to uncover systematic behavior that depend on the composition in the heterostructures, with focus on magnetic structure, ferroelectricity, and interfacial strain.

Synthesis: We will use laser molecular beam epitaxy to synthesize both 3D multiferroic architectures with desired structural properties. Both vertically aligned epitaxial BiFeO$_3$:CoFe$_2$O$_4$ and BaTiO$_3$:CoFe$_2$O$_4$ films with appropriate volume ratios as determined by the theoretical modeling will be extensively investigated. To establish the baseline, we will also grow and study the layered structures and single layer films. To systematically manipulate the strain state in the nanocomposites, we will further vary the film thickness and substrate materials.

Advanced Characterization: The films synthesized will be systematically studied not only by the conventional characterization techniques but also by the advanced probing tools such as neutron diffraction and magnetoelectric measurements at high magnetic fields. We will apply time-integrated and time-resolved optical tools, covering the terahertz (THz) through the x-ray frequencies, to investigate the mechanisms underlying magnetoelectric functionality in these materials. We will also perform static x-ray magnetic circular dichroism (XMCD) experiments in order to directly probe spin alignment on particular magnetic ions as a function of composition. We have secured access to small angle neutron instruments at Oak Ridge National...
Conclusion
We expect to identify an optimal geometry of 3D composites and develop initial concepts underpinning their functionality. Continuous iterations through co-design loop will result in better understanding of the ME functionality in 3D structures. We anticipate to delivering a complete theoretical suite for reliable prediction of MF functionality in any possible 3D geometry and materials combination. When combined with refined 3D synthetic and characterization tools, we expect to develop a complete set of capabilities for accelerated materials discovery that will be applicable to a broad class of correlated electron materials, well beyond the MF heterostructures.

Publications


Introduction
Characterization of the molecular rearrangements that occur on metal surfaces can provide insight into important catalytic processes. Uncovering the role a metal surface plays in catalyzing molecular transformations is critical to obtaining a thorough understanding of its performance in a given environment. High-resolution imaging (Atomic Force Microscopy/Scanning Tunneling Microscopy), Secondary Ionization Mass Spectrometry, and Fourier Transform Infrared Absorption Spectroscopy is being applied to characterize molecular and materials states on Pu surfaces, providing unprecedented information about their roles in materials/environment interactions. We are using electronic structure and atomistic methods to model reaction mechanisms. Furthermore, a comprehensive organometallic chemistry study is being conducted to provide complementary information about metal-molecule binding and factors controlling reactivity. Consequently, a science-based reaction kinetic model will be developed to predict the response of Pu surfaces to a variety of molecular environments.

Benefit to National Security Missions
The response of Pu materials to molecular environments is a key component of laboratory missions related to Stockpile Stewardship. Furthermore, the development of the materials science and chemistry of the actinides, particularly Pu, will advance and strengthen our position as the national Plutonium Center of Excellence.

Progress
Experimental
Ultra-high vacuum scanning tunneling microscopy (UHV-STM) will be used to characterize the morphology and defect structure of clean, well-characterized Pu metal and oxide surfaces with atomic-scale resolution. An existing system has been relocated to the Target Fabrication Facility (TFF), a radiological laboratory fully approved for plutonium work. Various aspects of the vacuum system and microscope have been tested, modified, repaired, or replaced as needed. The STM has been tested in atmosphere and vacuum, and atomic resolution images obtained under both conditions. In preparation for the introduction of Pu samples, a Pu transfer system has been designed and fabricated, and testing of the transfer system is complete.

Atomic Force Microscopy (AFM) will be utilized for study of Pu surface morphology. Properties such as surface topography, roughness, as well as grain boundary size and distribution can be studied, among other properties. Two operational AFM systems were tested and a single instrument was chosen for installation into an isolated, inert glove box currently located at the TFF.

Time-of-Flight Secondary Ion Mass Spectroscopy (ToF-SIMS) characterizes the surface of solids by analysis of high energy ion-induced sputtering. In March of 2014, a 30 mg coupon of delta-stabilized plutonium was introduced into the ToF-SIMS instrument located at the Target Fabrication Facility (TFF) in support of this LDRD. This sample was prepared with standard mechanical polishing techniques at the Chemistry and Metallurgical Chemistry (CMR) facility at LANL, shipped to the TFF, and introduced into the system using a special transfer device that meets the radiological safety requirements of the laboratory. The preliminary data taken from this sample represent the first plutonium SIMS data produced at LANL, and a major milestone in the expansion of plutonium surface science capabilities. In addition to the ToF-SIMS plutonium data, a comprehensive gas dosing stage has been added to the instrument during FY14. The dosing system incorporates a Sieverts type apparatus and a microscope so that visually apparent changes can be recorded during gas exposures, which can be performed up to one atmosphere. The heated sample stub has been tested from ambient temperature to 450 oC. A Nicolet 6700 Fourier transform infrared (FTIR) spec-
trometer has been established for surface chemistry studies on Pu. The FTIR spectrometer will aid in the identification of surface species and reaction intermediates on metal surfaces. The instrument has been installed in the TFF laboratory, and all services for the instrument are complete. Experiments are ongoing with non-radiological metal samples.

Synthetic Chemistry
Synthesis efforts to elucidate the mechanism on a molecular scale were hampered due to down time associated with a laboratory move from TA46 to TA59 and then the subsequent closure of the new facility for 8 weeks due to concerns about ceiling safety. However, several new cerium complexes supported with bulk ligands were prepared as precursors for studying the reverse water-gas shift reaction and known Ce-H complexes were also synthesized to begin this study. Reactions to gain a deeper mechanistic insight are on-going.

Modeling
Current modeling efforts are focused on DFT based modeling of the PuO2 bulk system and low-index surfaces of PuO2. We have obtained high performance computational resources appropriate for these simulations and are in the process of validating the use of “DFT+U” methods for surface calculations. An appropriate Hubbard U parameter was fit to match observed band gaps in bulk PuO2. This value was then used to calculate surface energies and work functions on PuO2 <100>, <110>, and <111> surfaces. The <110> surface was found to be the lowest energy surface and was used to study the behavior of oxygen vacancies as a four layer <110> surface slab model. No clustering of vacancies in the first <110> layer were observed based on 4 different vacancy configurations and the surface energy minimizing structures were those with vacancies maximally spread. Additionally, Pu-Ga bulk and surface calculations are underway as part of our ongoing work with UT-Arlington (S. Hernandez and R. Atta-Fynn). This work focuses on the importance of spin-orbit coupling in the utilized DFT model as well as Ga concentration effects on the Pu-Ga <111> surface relaxations and has resulted in several publications.

Future Work
The Scanning Tunneling Microscope (STM) system will commissioned for plutonium during FY15. The first ever STM images of Pu metal surfaces will be acquired. An additional gas manifold system will be constructed and integrated into the system for gas exposure experiments.

The operational mode (contact, tapping modes) of the Atomic Force Microscope (AFM) will be investigated inside the glovebox to ensure the highest quality images are obtained. Ventilation support for the AFM glovebox will also be completed, and the first Pu samples will be imaged.

Experiments will be performed in the Sieverts Reaction Cell to explore the role of iron compounds at the surface of Pu as a catalytic site, and measure the distribution of hydrogen or water-gas shift intermediates with the Secondary Ion Mass Spectrometer (SIMS)

Work on the Diffuse Reflectance Infrared Fourier Transform (DRIFTS) system will progress toward working with radioactive material like polymer-assisted deposited Pu thin films and Pu metal coupons. A Gas Chromatograph/Mass Spectrometer (GCMS) will be commissioned for gas analysis of the infrared diffuse and specular reflection reaction chambers.

Synthesis work will be accelerated and reactions to prove the ability of cerium to facilitate the reverse water-gas shift reaction will be carried out to help determine the mechanism of this reaction. New complexes and intermediates will be synthesized and reaction with appropriate gases will be performed.

Modeling work will focus on further validation of modeling methods via the use of all-electron based codes that include relativistic effects and hybrid exchange-correlation functionals. Vibrational spectra will be calculated which will allow our findings to be directly compared with experimental data, aiding in model validation and experimental interpretation of data. Other surface defect structures (step edges, kinks, etc.) will also be considered.

Conclusion
We will gain a deeper understanding of the fundamental connections that exist between the composition, valence state and structural properties of a given defect center and its propensity for catalysis through the following areas:

- Reaction mechanisms of Pu-catalyzed molecular transformations.
- Science-based predictive kinetic models for Pu catalysis.
- High-resolution imaging of Pu surfaces.
- Inventory of new Pu and surrogate coordination complexes with hitherto unexplored properties.
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Introduction
The failure of structural materials has a significant impact on vast sectors of the economy, including energy, transportation and defense. The costs arise both from rare catastrophic events to the more mundane expenses of over-engineering or preventive part replacement. Consequently, there has been enormous effort in the past to gain fundamental understanding of failure mechanisms and thus enable the development of more reliable components.

Most structural materials are polycrystalline aggregates, in which the constituent crystals are irregular in shape, have anisotropic mechanical properties, and contain a variety of defects. The deformation of these heterogeneous materials results in very dynamic and complicated responses. While centuries of metallurgical experience and post-failure analysis have given us insight into general aspects relating material processing and performance, our failure models remain empirically calibrated because we have yet to achieve a thorough understanding of the controlling processes at the scale of the materials’ heterogeneity, i.e. the mesoscale.

This project addresses one of the most difficult outstanding problems in Materials Science: the development of a predictive, microstructure-sensitive ductile failure model. This will be achieved by integrating time-resolved three-dimensional (3-D) microstructural characterization of polycrystalline materials with state-of-the-art modeling and advanced data analysis tools, to ensure maximal and optimal data extraction. Increasingly complex model materials will be used to develop this integrated capability, which will be then tested and applied to the predictive design of damage-tolerant microstructures.

We intend to draw upon existing High Energy Diffraction Microscopy (HEDM) techniques, integrating and combining them with appropriate modeling and data analysis formulations, to discover relationships between microstructure and ductile damage in selectively prepared polycrystalline aggregates. We will follow the volumetric deformation through time, i.e. in four dimensions. The proposed integration will allow us to achieve the full inversion of this 4-D data, and extract the controlling aspects of ductile damage.

Benefit to National Security Missions
DOE’s Office of Basic Energy Sciences (OBES) has recently highlighted the area of mesoscale science as the next grand-challenge in Materials Science. The two top capability gaps for this were defined as the seamless integration of theory, modeling and simulation with synthesis and characterization, and the dynamic characterization of mesoscale phenomena. This project directly addresses both topics. Success of this paradigm will establish LANL’s leadership in this growing initiative, expected to be central to future DOE programs.

The development of improved predictive damage models that incorporate mesostructural sensitivity will be of interest to several Defense Programs (DP) stakeholders. Extension to dynamic regimes will especially extend its application to DP programs. The MaRIE campaigns will be a beneficiary of experience in the development of in-situ diffraction and associated data processing. Application of the integrated approach to material development should attract interest from advanced manufacturing initiatives.

Progress
Experimental
Using powder metallurgy, we have completed two copper plates with fully dense structure with an average grain size on the order of 55 microns. Several tensile specimens were successfully machined from these two plates using wire EDM method.

We submitted, got accepted and executed a General User Proposal (GUP) in Advanced Photon Source (APS)
entitled: “3-D in-situ characterization of ductile damage evolution in polycrystalline materials.” We collected data on a notched Cu sample in tomography, HEDM near-field (nf) and far-field (ff) modes simultaneously. The raw data is now under analysis.

We submitted, got accepted and scheduled for next fall a second APS’s GUP entitled: “Study of microstructural effects on ductile damage evolution in two-phase polycrystalline materials using 3-D in-situ HEDM characterization” to collected similar data in Cu-W and Cu-Nb samples.

Data Analysis

The existing HEDM forward modelling code has been adapted for compressive sensing (CS) reconstruction, producing simulations with only 1-bit accuracy, and we have developed an algorithm for CS reconstruction from 1-bit measurements, based on incorporating non-convex regularization into a previous, convex-based approach. The resulting code was demonstrated to work extremely well on synthetic data. Reconstructions were performed on real calibration HEDM measurements of a ruby sample. We are currently a reconstruction approach to combining spatial-gradient sparsity with orientation sparsity.

FFT-based micromechanical simulations for different initial synthetic configurations are being performed and preliminary calculations of adjoint-based optimization systems are being setup for automatic parameter estimation.

Contributions to data management/visualization aspects include: 1) prototype grain metric algorithms and visualization designs; 2) initial implementation of redesigned data analysis workflow. 3) Specified and purchased hardware to implement a flexible and robust storage solution for all project data. 4) Established central project team forge site to serve as a central repository.

Modelling

We have demonstrated the feasibility of using the visco-plastic FFT model (VPFFT) with direct input from HEDM data.

We have extended the dilatational viscoplastic FFT model (DVPFFT) to consider void growth in polycrystalline materials and applied to the interpretation of microstructural effects on porosity evolution of shocked Cu.

A moment-based method for calculating interface normals in voxelized 3D images has been developed and incorporated in the elasto-viscoplastic (EVPFFT) code. The normal determination is required to investigate microstructural effects on void nucleation. EVPFFT and DVPFFT are being merged.

Future Work

Last year’s HEDM measurements will be analyzed and new experiments will be conducted to measure damage evolution in polycrystalline aggregates synthesized to maximize the extraction of relevant microstructural information. The measured microstructures will be used as input for our improved spectral model, whose predictions and underlying physics will be tested against the measured damage evolution. Once the aforementioned full-field spectral model is calibrated, we will also start exploring novel homogenization-based techniques, which in turn will be validated by comparison with full-field reference solutions, to account for microstructural effects on ductile damage with the efficiency needed for multiscale implementations.

We will continue addressing the major bottleneck of the proposed work, which lies on the difficulty in inverting the low-quality diffraction data arising from heavily deformed and damaged materials. All four proposed strategies we be continued: 1) collecting the synchrotron data simultaneously in tomography, orientation and stress mapping modes; 2) using correlations between multiple snapshots during the deformation process; 3) employing direct simulations; and 4) using compressive sensing and hierarchical sparse representations.

We will capture microstructural and micromechanical information correlated with ductile damage, obtaining HEDM snapshots during quasi-static tensile tests performed on notched bars. The measurements will be performed on a volume of ~0.5 mm³ in the notch region of the samples. In the second year, we will study polycrystalline Cu-W composites, synthesized by powder metallurgy.

3-D tomographic reconstructions will allow us to detect void formation at early stages of deformation. The grain orientation data will inform us of plastic deformation at the grain scale, in particular near voids, while the local stress mapping will provide information on stress concentrations, which presumably drive void nucleation, and stress relaxations once voids have formed.

Conclusion

Our overarching goal is, by the end of this project, being able to formulate a quantitative, microstructure-sensitive, experimentally-validated mesoscale model of ductile damage, paving the way towards a truly predictive failure model. This will also result in the advancement of novel experimental and analytical techniques that can then be extended and applied to other problems of strategic interest for the Laboratory and the Nation.
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Introduction
Network science research has been primarily focused on the simplification of dynamic graphs to static graphs and their topological characteristics. But processes on networks such as the spread of a virus on a social network, traversal through a cyber network, and cascading failures in a power grid are critically dependent on the dynamic nature of the underlying network.

These dynamic graphs are at the heart of technological and scientific problems in electrical power grids. Deployment of new technologies, such as renewable generation and electric vehicles, is rapidly transforming electrical power networks by coupling previously distinct spatiotemporal scales and challenging traditional approaches for designing, analyzing, and operating power grids. The interactions of spatiotemporal scales in power systems are pushing the limits power engineering best practices and we need to develop general complex system models at the appropriate level of network detail necessary to isolate and analyze the relevant static, dynamic, and stochastic phenomena.

Computer networks are also inherently dynamic and non-stationary. Capturing the dynamics of user activity through coarse-level and high-fidelity modeling is critical to understanding normal activity and detection of anomalous activity. Only recently has a network-wide (graph theory) viewpoint been taken.

The CNLS brings a unique perspective in the integration of interdisciplinary approaches and ideas to the subject of network science. The CNLS has been a leader and innovator in Information Science and Technology. In particular the CNLS has helped provide new approaches in theory and modeling of networks for more than 10 years. The CNLS has helped nucleate efforts at LANL for applications of networks in neurocomputation, smart grid, and cybersecurity.

Benefit to National Security Missions
Information Science and Technology is a Laboratory strategic pillar that touches a broad spectrum of science at LANL from discovery science to pivotal program needs. This proposal directly addresses Complex Networks capabilities through the modeling of dynamic networks and with applications to cybersecurity and power systems ("smart grids").

This proposal develops core information science and technology capabilities needed to address the open questions of the Office of Electricity that intersect with the scientific goals of DOE’s Office of Advanced Scientific Computing Research (ASCR) Applied Mathematics Program such as uncertainty quantification in complex engineered networks.

This project will innovate with basic research supporting LANL’s internal cybersecurity programs and Global Security programs. Effective cyber defense of the weapons complex is essential to its security and effectiveness.

Progress
We studied random intersection graphs which are random bipartite graphs projected onto one set of the bi-partition. Such graphs capture the bipartite nature of many real world networks, such as some cyber networks, and social networks. Notably, they allow the description of sparse random graphs with tunable clustering, while at the same time are mathematically tractable. Recent work in network science has explored the “tree-like” properties - such as hyperbolic geometry, $k$-core decomposition, and tree decomposition - of real world networks. We proved that the simplest model of random intersection graphs has unbounded hyperbolicity in the sense of Gromov.

We published the article by Garcia, Giani, Poolla “Partial state estimation for electricity grids,” as part of the Decision and Control (CDC), 2013 IEEE 52nd Annual
Conference. Power system operators rely critically on state estimation for verification, fault detection and localization, and re-dispatch under contingency operations. In current practice, power system data within a control area such as voltages, phases, real and reactive power flows and injections, are relayed to the operator using SCADA systems. We formulated the problem as an over-determined weighted nonlinear least squares problem and used the formulation to explore techniques to accelerate state estimation. Our techniques, inspired by uncertainty quantification methods, compute state estimates at a small subset of buses using limited measurements from the power subsystem of interest.

We developed algorithms for placement of phasor measurement units to prevent unobservable attacks. This work was presented in the lecture “Phasor Measurement Unit Placement for Unobservable Attack Detection” at the International Conference on Critical Infrastructure.

Using a partial differential equation model for the electrical load flow, we have analyzed the induction motor dynamics in a distribution feeder under the effect of a fault/disturbance. We have found that the steady state behavior of the rather complex dynamics of inductor motor stalling in a distribution feeder can be predicted with reasonable accuracy at the end of a fault. This result could be used to accurately estimate the critical fault clearing time to avoid instability. This work was presented in a poster titled “Critical Clearing Times and Simplified Models for Fault-Induced Delayed Voltage Recovery”.

Future Work
For FY15 we will seek the following goals:

• Create comprehensive ODE/PDE models for power systems that incorporate the different devices and controls that are making inroads into electrical distribution networks, e.g., PV systems, electric vehicle charging, and frequency responsive loads. The ODE/PDEs approach will address the interaction of emergent phenomena arising from the interaction of new smart-grid components.

• Develop reduced-order stochastic models of the short-term dynamics that are key to understanding power outage cascades. We will develop new approximate statistical methods to capture underlying interactions and scale separations and seek effective parallel control algorithms to mitigate cascades.

We will model cybersecurity systems as dynamic networks and seek to incorporate rich-data such as time-series of observations of authentication, web-surfing, or file-sharing. We will develop techniques including hierarchical models to handle the statistics of the bursty network communication patterns commonly observed.

Conclusion
We expect the following results:

Dynamic Networks: develop models and algorithms for temporal random graphs; seek theorems for connectivity and reachability in the models; and explore the range of possible temporal correlation patterns.

Power Systems: create comprehensive ODE/PDE models for power systems; develop reduced-order stochastic models of network power-outage cascades; develop mathematical tools to capture system energy and thermal states.

Cybersecurity: model as dynamic networks; develop techniques including hierarchical models to capture statistics of bursty network communication patterns; create inference methods and fit cyber authentication network data to the temporal random graph models.
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Abstract
Energy storage technology is critical if the U.S. is to achieve more than 25% penetration of renewable electrical energy, given the intermittency of wind and solar. Energy density is a critical parameter in the economic viability of any energy storage system with liquid fuels being 10 to 100 times better than batteries. However, the economical conversion of electricity to fuel still presents significant technical challenges. This project addressed these challenges by focusing on a specific approach: efficient processes to convert electricity, water and nitrogen to ammonia. Ammonia has many attributes that make it the ideal energy storage compound. The feedstocks are plentiful, ammonia is easily liquefied and routinely stored in large volumes in cheap containers, and it has exceptional energy density for grid-scale electrical energy storage. Ammonia can be oxidized efficiently in fuel cells or advanced Carnot cycle engines yielding water and nitrogen as end products. Because of the high energy density and low reactivity of ammonia, the capital cost for grid storage will be lower than any other storage application. This project developed the theoretical foundations of N2 catalysis on specific catalysts and provided for the first time experimental evidence for activation of Mo2N based catalysts. Theory also revealed that the N atom adsorbed in the bridging position between two metal atoms is the critical step for catalysis. Simple electrochemical ammonia production reactors were designed and built in this project using two novel electrolyte systems. The first one demonstrated the use of ionic liquid electrolytes at room temperature and the other the use of pyrophosphate-based electrolytes at intermediate temperatures (200 – 300 oC). The mechanism of high proton conduction in the pyrophosphate materials was found to be associated with a poly-phosphate second phase contrary to literature claims and ammonia production rates as high as 5X10-9 mol/s/cm2 were achieved.

Background and Research Objectives
The storage of energy from intermittent renewable energy sources to supply the irreducible base needed by electrical utilities is a critical limitation to widespread use of renewable energy. Ammonia has been proposed by many as a carbon-free energy carrier and storage medium (NH3 holds 14 MJ/liter, 10-100 times more than the best battery). However, current methods of ammonia production have high capital costs, low to moderate efficiency, and are not scalable to utility levels. Our main goals are to: 1) Improve our theoretical understanding of nitrogen reduction on surfaces, multielectron transfer to adsorbed molecules, and proton transport in anhydrous electrolytes; 2) Develop, characterize and optimize new materials for electrolytes and electrocatalysts for ammonia electrosynthesis; and 3) Demonstrate improved efficiency of scalable ammonia electrosynthesis concepts.

Scientific Approach and Accomplishments
The development of suitable catalysts for NH3 production involved a combined theoretical/experimental effort to identify critical steps in the dissociation of N2 on potential catalyst surfaces. This project developed the theoretical foundations of N2 catalysis on specific catalysts and provided for the first time experimental evidence for activation of Mo2N based catalysts. Theory also revealed that the N atom adsorbed in the bridging position between two metal atoms is the critical step for catalysis. Simple electrochemical ammonia production reactors were designed and built in this project using two novel electrolyte systems. The first one demonstrated the use of ionic liquid electrolytes at room temperature and the second the use of pyrophosphate-based electrolytes at intermediate temperatures (200 – 300 oC). The mechanism of high proton conduction in the pyrophosphate materials was found to be associated with a poly-phosphate second phase contrary to literature claims and ammonia production rates as high as 5X10-9 mol/s/cm2 were achieved.
of the catalysts at the solid-gas interface, generating first in-situ measurements of the catalyst activation, H2 and N2 gas adsorption and catalytic conversion. Previous works of Boudart and others have shown that for the γ-Mo2N to be catalytically active towards H2 and N2 to ammonia conversion, it has to be activated under hydrogen at temperatures >300 oC [1]. It is generally assumed that the activation involves reduction of oxidized molybdenum nitride, in the form MoxNyOz, to its active form, γ-Mo2N. However, the activation process is poorly understood. We were, for the first time, able to study the activation process in-situ by DRIFTS. Specifically, we identified vibrational modes associated with Mo-O stretching vibrations (at 953 cm-1) in MoxNyOz and showed that their disappearance under reducing conditions can be monitored in real time (Figure 1). By monitoring the Mo-O vibrational mode under systematically varied reducing conditions we discovered the catalyst activation time can be significantly reduced (1-2 hrs) compared to what was previously considered necessary (12-24 hrs). With better understanding of the activation process (and its reversibility) we further studied the adsorption of the N2 and H2 gases as a function of pressure and temperature on activated and passivated surfaces. For the first time, we detected vibrational signatures of N2 adsorbed on the active γ-Mo2N surface (and provided direct evidence that adsorption does not take place on passive surface under the same conditions). Several vibrational modes consistent with the Mo-N-N configuration were detected as well evidence for formation of Mo-N species.

The observed vibrational frequencies were consistent with the results of our DFT calculations. The DFT calculations focused on the mechanism of conversion of molecular hydrogen and nitrogen on a molybdenum nitride catalyst surface. The thermodynamics of the adsorption and conversion to molecular nitrogen were calculated and it was determined that both the associative and dissociative mechanisms should be competitive under reaction conditions. The vibrational spectra of intermediate molecular species adsorbed on the catalyst surface were also calculated in order to predict spectroscopic signatures of each reaction pathway. The frequencies were compared to results from both inelastic neutron scattering measurements and diffusion reflectance infra-red spectroscopy in order to rationalize experimental data. An assessment of the performance of several different density functions for prediction of vibrational frequencies was also carried out. On all the studied surfaces of Mo2N a N2 molecule can adsorb on top of a Mo atom in a Mo-N-N configuration where the axis of N2 molecule is perpendicular to the metal surface. We were able to assign all the frequencies observed in the IR spectrum to specific surface vibrations. Vibrations below 1000 cm-1 correspond to the atomic species adsorbed on Mo2N indicating that nitrogen molecule can dissociate on Mo2N surface. Namely, when compared to the DFT calculated frequencies, the peak observed at 939 cm-1 can be assigned to Mo-N stretching of the N atom adsorbed on top of Mo atom, while a peak observed at 802 cm-1 can be assigned to the corresponding mode of the N atom adsorbed in the bridging position between two Mo atoms. This covalent bonding geometry is found to promote bond-mediated delocalized electronic states in the catalyst, which facilitate the protonation of the apical dinitrogen ligands. This process allows the catalyst to function more efficiently in the dimeric form than as a monometallic fragment. Theoretical studies also confirmed that this step was key to the activity of previously published homogeneous catalyst (Nishibayashi organometallic catalysts) [2].

The work on homogeneous catalysis was concerned with an investigation of the mechanism of conversion of the reduction of molecular nitrogen to ammonia using the Nishibayashi organometallic catalyst. A key intermediate in the proposed mechanism is a dimolybdenum dinitrogen complex, in which the nitrogen molecule bridges the two metal centers.

**Ionic liquids**

The high-pressure experimental research capability of the Laboratory was enhanced by the completion of a high-pressure reaction chemistry facility. The facility, located in MPA- Division, includes a custom designed high-pressure system (200 atm) to perform gas adsorption, infrared spectroscopy of surfaces and high-pressure electrochemical experimentation. The laboratory now can safely perform ammonia synthesis, characterize ammonia adsorption in non-aqueous electrolytes, determine the reaction species and intermediates on electrochemical catalyst surfaces and measure fundamental thermodynamic properties of ionic liquid electrolyte ammonia mixtures.

This high-pressure system was equipped with a one-compartment electrochemical cell that has been used to measure the ammonia absorption isotherms at different temperatures as well as to perform the electrochemical characterization of the ionic liquid and ammonia solutions using standard DC techniques as well as Electrochemical Impedance Spectroscopy (EIS). The electrochemical cell was furnished with a Teflon liner, magnetic stir bar and capped with a custom made vacuum/pressure tight head equipped with six electrical connectors allowing the use of a standard three electrode setup including two single working electrodes, a counter electrode and a reference electrode as well as an independent conductivity probe.

The ammonia absorption isotherms and the in-situ electro-
Intermediate temperature proton conductors

New indium tin pyrophosphate and strontium cerate proton-conducting membranes were synthesized and characterized. The proton conduction mechanism of tin pyrophosphate is currently under debate within the scientific community. Previous papers indicated that the conductivity mechanism of the pyrophosphates is very similar to those of the high temperature perovskites where the protons hop between the various oxygen sites in the crystal structure [3]. DFT calculations performed on the intermediate temperature proton conducting material revealed that the proposed structure in the literature featuring a 180 degree P-O-P angle was found to be less stable than structural models having smaller angles, and this was particularly noticeable when proton were bound to the bridging oxygen. The proton-hopping pathway was calculated in the stoichiometric phase as well as several defective structural models, but in each case, the activation barrier was found to be similar to values expected for high-temperature ceramic membranes. Therefore this bulk diffusion mechanism was unable to account for the anomalously high conductivity observed experimentally. Further calculations on grain boundary models for the pyrophosphate structure containing free phosphoric acid molecular species give support for a proton conductivity mechanism based on these structural elements.

A large number of indium tin pyrophosphate materials with varying metal to phosphate ratios were synthesized using solution precipitation methods developed and patented by LANL. The crystal structures, surface areas and ionic conductivities as a function of temperature, and gas composition were determined by electrochemical transport measurements. Our data clearly showed that no structural changes in the crystalline phase were occurring as the sample composition was varied from stoichiometric to excess phosphate compositions. Both X-ray fluorescence (XRF) and Thermo-gravimetric (TGA) analysis were used to quantify the amount of this second phase and excellent correlation was obtained between sample conductivity and amount of second phase. Neutron vibrational spectroscopy (NVS) and FTIR were performed to characterize the protons associated with this second phase and indicated that a poly-phosphate type material, probably at the grain boundaries was responsible for the high proton conductivity observed in these materials. High-resolution neutron powder diffraction provided further insight into the nature of proton incorporation in the crystalline phase responsible for only moderate conductivity at elevated temperatures (>600˚C) and several publications resulted from this LDRD-DR that have finally resolved the conduction mechanism in this interesting class of materials.

Electrochemical ammonia production was demonstrated using both high temperature perovskite and intermediate temperature pyrophosphate electrolytes. Ammonia production rates as high as 5 X 10-9 moles/cm2/sec were obtained which are very comparable to the best ever reported rates in the literature (1 X 10-8 moles/cm2/sec) that use significantly more complicated electrochemical systems to achieve these rates [4]. Optimization of the catalysts and improvement of current efficiency of these pyrophosphate based electrochemical systems hold the promise of further increases in electrochemical NH3 production rate and efficiency. The materials developed in this project are also currently being studies as electrolytes for intermediate temperature fuel cells. This new project funded by ARPA-E was an off-shoot of the LDRD-DR and illustrates that novel materials developed in specific for NH3 synthesis can have significant impact in other areas of electrochemistry including fuel cells.

Impact on National Missions

LANL has a stated mission in the area of Energy Security.
This project of coupled experiment and theory supports directly the LANL grand challenges in Energy and Earth Systems and Materials; coupling to the themes of energy storage, interfaces, emergent properties, and nanotechnology. This project has helped establish LANL as the premier laboratory in the US for work on novel intermediate temperature proton conducting electrolytes. This leadership role has led to the subsequent award of an ARPA-E project that utilizes these materials for fuel cell application. In addition to the new electrolytes developed, this project has also established capabilities in the area of N2 catalysis, and high-pressure measurements of NH3 solubility and conductivity in ionic liquids and other solvents. This capability is expected to lead to follow-on proposals in BES in the areas of new materials, interfaces, emergent properties, energy conversion, and energy storage. In the applied area, such as ARPA-E, DOE-EERE, and DOE-OE, this work will position LANL to lead or be a strong team member with ANL for the development of improved transportation, local, and distributed-grid-level electrical storage systems. The low cost synthesis of ammonia from renewable energy is also of importance to the USDA.

Figure 1. DRIFTS spectrum of the surface of passivated MoN (MoNO) under reducing conditions (H). The variation in the intensity of the vibrational mode at 953 cm associated with the Mo-O stretching vibration, provides a first in-situ real time observation of the MoN catalyst. The inset shows the decrease in intensity as a function of activation time in H gas at 250°C.
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Abstract
The description of disordered organic materials and the interfaces between these materials presents an exciting challenge that requires the establishment of new approaches lying between those of condensed matter (which typically relies on crystal periodicity) and molecular chemistry (which typically relies on small system size). In this project, we have developed new theoretical tools and mastered sophisticated experimental techniques, which together enable a quantitative jump in our understanding of physical and dynamical processes in disordered organic electronic materials. By manipulating both the nanostructure of the molecular building blocks and the structure of the interfaces between them through synthetic and fabrication processes, we have engineered materials and fabricated devices with emergent properties and unprecedented efficiencies. Our interdisciplinary research has broadly utilized the group’s unique depth of expertise in theory (spanning all length scales from molecular electronic structure simulations to mesoscale device modeling), time- and spatially resolved spectroscopic and transport measurements, organic synthesis, device fabrication and characterization.

Background and Research Objectives
Recent Nobel Prizes in Chemistry (2000, conducting polymers) and in Physics (2010, graphene) have highlighted key breakthroughs in the development of organic electronic materials. These materials have attractive electronic properties and low production costs that give them the potential to revolutionize electronic, photovoltaic, display, sensing, and lighting technologies. Over the past decade the first phase of organic electronics commercialization took place. For example, more than 2 million organic LED (light-emitting diode) displays are now produced each month, with new organic-based lighting panels, thin film transistor circuits, solar cells, and chemical sensors becoming commercially available every year. Despite this significant technological progress, the field of organic electronics stands at a critical junction and faces a situation similar to the early days of inorganic semiconductors when basic material and device principles were recognized but before the ability to design complex structures such as heterojunction diode lasers and integrated circuits. To date, the “design” of functional organic interfaces has mostly relied on ‘trial and error’ approaches driven by advances in synthetic and fabrication techniques. Thus, there is a critical need for research addressing the underlying physical design principles and development of conceptual predictive framework if we are to efficiently utilize the power of organic synthesis and realize the benefits of organic electronic devices. Analogous to the early development of inorganic semiconductor devices, the next generation of organic semiconductor devices increasingly relies on the properties of material interfaces, both organic/organic and organic/inorganic. For example, organic/organic interfaces are the critical element in organic solar cells (they enable exciton dissociation and charge separation which determines high solar energy conversion efficiency) and organic/inorganic interfaces (e.g., silicon-oxide/pentacene) determine the performance of organic field effect transistors. The electronic states at these interfaces are both critical to performance and poorly understood. Thus the present-day inability to engineer and control the functionality of various interfaces in these ‘soft’ materials is a key bottleneck on the path toward the next generation of organic electronic devices.

Our project has addressed this challenge via a closely coupled theory-experiment-synthesis effort at LANL aimed at modeling, probing and controlling the charge (polaron) and exciton electronic energy landscape and dynamics in organic electronic materials and devices. In this work, theory guided and simultaneously benefitted from experimental efforts that utilized a broad range of powerful spectroscopic probes to obtain detailed information on exciton, electron and hole dynamics. Theory-guided material synthesis was built on unique synthetic LANL capabilities recently developed for the
fabrication of novel organic device architectures based on self-assembled and patterned heterojunctions. Target materials included thin films with controlled morphologies prepared from functionalized small molecules and polymers. A central theme of this project was to understand how the distribution of molecular conformations at organic semiconductor interfaces influences the critical electrical processes of interfacial charge and energy transport. The molecules that make up organic semiconductors are often flexible, and have many molecular conformations with nearly the same energy. The electronic structure of an organic semiconductor depends strongly on the distribution of molecular conformations. Intermolecular interactions are a very important feature determining the distribution of these molecular conformations. Intermolecular interactions at organic interfaces can be very different from those in the bulk, and thus the distribution of molecular conformations at organic semiconductor interfaces is expected to be distinct from those in bulk organic semiconductors.

Scientific Approach and Accomplishments

Our effort focus on the fundamental and applied science of organic π-conjugated materials including films and blends of conducting polymers and small molecules, all of techno-organic π-conjugated materials including films and blends. Our effort focus on the fundamental and applied science of organic π-conjugated materials including films and blends. Our effort focus on the fundamental and applied science of organic π-conjugated materials including films and blends. Our effort focus on the fundamental and applied science of organic π-conjugated materials including films and blends. Our effort focus on the fundamental and applied science of organic π-conjugated materials including films and blends.

Scientific Approach and Accomplishments

Our effort focus on the fundamental and applied science of organic π-conjugated materials including films and blends of conducting polymers and small molecules, all of technological importance, present-day or anticipated. The innovative concept motivating this proposal is the idea that there are general physical principles describing organic electronic materials that can be used to guide material and device design. Our goal was to discover these physical principles and to expose them to the organic electronic materials community. Discovering these principles requires demonstrating them in molecular, thin film, and device contexts. To do so it is critical to get insights into important physical phenomena at multiple length scales from molecule to nanodomains to phase-separated mesoscales with integrated theoretical and experimental techniques. Subsequently, development of new capabilities was paramount to our research. We have developed novel theoretical modeling tools spanning multiple time and length timescales, able to guide experimental studies. We significantly extended our LANL-developed Non-Adiabatic Excited State Dynamics (NA-ESMD) code (as reviewed in our prestigious Account on Chemical Research article) toward a computational platform to simulate the electronic (e.g., photoexcitation) and vibrational dynamics of large organic molecules within a complex environment. Several theoretical challenges were overcome, such as taking into account quantum interference effects (a 20-year-old problem that we resolved in a high profile Nature Communication article) and algorithms dealing with trivial crossing problems. Using the NA-ESMD tools we have successfully investigated energy transfer processes in several prototypical light-harvesting dendritic systems and conformational dynamics in several conjugated polymers (Figure 1). Our theoretical study confirmed experimental data and explained mechanisms leading to excited-state-specific ultrafast relaxation, introducing concepts of ‘quantum kick’ and ‘quantum brake’ in the conformational space, which have changed our understanding on how fast a single photon can alter the molecular shape, and have important implications for organic light-emitting technology (highlighted in Nature Physics). One the larger scale, we have developed multiscale macroscopic charge transport models, ‘bridging the gap’ between local properties of the polaron and exciton (nanoscale) and mesoscopic charge mobilities and exciton (micron-scale). These methodologies are summarized in our invited review (Annual Reviews of Physical Chemistry) and were applied to multiple systems of interest. Finally, on the device-scale to evaluate the influence of interfaces on the device performance, new physics-based models were applied to get important insights into experimental data.

Our synthetic efforts focused on a series of thiophene oligomer derivatives: terthiophene, quaterthiophene and pentathiophene derivatives with a thiolated end group that allows covalent bonding to the Au/Ag substrate surfaces. These oligothiophenes have been fully characterized with a suite of organic spectroscopies and quantum chemistry to determine their molecular structures and functionality. We have also constructed a series of self-assembled monolayer (SAM) thin films on single crystalline gold surfaces and characterized the structure and optical properties of these SAM samples using Scanning Tunneling Microscope (STM) and optical spectroscopies (Figure 2). These studies revealed a surprising fact that only certain oligomers from the family are able to organize into ordered monolayers; the rest form globular structures (Figure 3). These properties make clear differences on the device performance (as described below) due to changing the underlying interface structure, as rationalized by quantum-chemical simulations. Our device fabrication and spectroscopic efforts focused on four fundamental processes that determine the performance of typical organic photovoltaic devices. Typically exciton dissociation rate is faster than it needs to be by several orders of magnitude, and charge
transfer state recombination is also too fast. We have inserted a LiF insulating layer between the donor and acceptor layer in a prototypical system (tetracene(Tc)/fullerene bi-layer) and find that there is an optimum thickness of the insulator layer for improving device performance. Ultrafast pump-probe spectroscopy study was further able to follow the dynamics of singlet and triplet excitons induced by ultrashort laser pulse absorption in thin Tc/fullerene films. These studies reveal a complex dynamics of multiple excited states and present a first spectroscopic evidence of timescales and pathways related to the exciplex formation in this system. Spectroscopic studies in the presence of magnetic field brought unique information on emission dependence on the applied magnetic field evidencing impact of hyperfine interactions in the dynamics of spin states (Figure 1). Concurrent electronic structure studies and device modeling interpreted the underlying phenomena in terms of ‘hot’ and ‘cold’ exciplex states.

Our further experimental/theoretical study of the effect of ordering and insulation layer spacers at the interfaces led to novel interface design principles for high efficiency organic semiconductor devices. Specifically, we learned how precise manipulation and control of organic-organic interfaces using innovative interface modification strategies can overcome a long standing bottleneck of interface recombination in organic photovoltaic devices (Figure 5). These lead to a dramatic increase in its power conversion efficiency by 2-5 times in a model bilayer system, and from 4.0% to almost 8.0% when these design principles are applied to practical architectures like bulk heterojunctions. These interface design strategies are universally applicable to any donor-acceptor interface, making them both fundamentally interesting and technologically relevant for achieving high efficiency organic electronic devices. Our manuscript on this result has been submitted to Nature Materials. Finally we combined the several lessons that we have learned, and applied them to novel solution-processed hybrid organic-inorganic perovskite materials holding high promises for photovoltaic technologies. This lead to discovery of large area (mm-scale) growth of single crystalline, hybrid perovskites using an innovative solution-based “hot casting slow quenching” technique. We demonstrate record-breaking light to electricity conversion efficiencies approaching 18% in perovskite solar cells with planar geometries. This strategy is expected to lead to more efficient photovoltaics that approach theoretically predicted limits (an article currently undergoing review in Nature Materials). An application for a patent for a discovered technology was filed.

In summary our project focused on engineering functional interfaces in organic electronic materials resulted in multiple scientific findings and discoveries as reflected in about 50 publications in peer-reviewed journals (including the most prestigious publishers), a novel modeling toolbox, and a potential patent.

**Impact on National Missions**

The project objectives has been achieved through integration of LANL strengths in theory, spectroscopy, chemistry, high-performance computing, and materials science on multiple length- and time-scales, thereby realizing the vision of “co-design” and coupling theory, experiment, and simulation tools. The outcome will position the Lab for mission contributions in the strategic field of Organic Functional Materials, with application to a range of sensing missions. We primarily addressed the Materials: Discovery Science to Strategic Applications challenge by (i) a thorough understanding of dynamical processes at interfaces, (ii) their application to control of the material functionality and (iii) by discovering emergent phenomena in complex systems. The project also strongly supported energy and Earth systems mission needs by providing design strategies for molecular materials suitable for clean energy production. This had a direct and significant impact on Laboratory missions in (i) alternative and clean Energy, (ii) biosensing and chemical sensing and (iii) nanotechnology including spintronics.

![Figure 1. Simulated photo-excited molecular dynamics in a conjugated molecule (p-DTS(PTTh2)2) showing high promise for organic solar cells. Orbital plots show calculated time-dependent evolution of the electronic wave-function illustrating non-radiative excited state relaxation involving multiple electronic states.](image)
Figure 2. Scanning Tunneling Microscope (STM) image of thiolated terthiophene molecules self-assembled on top of a single crystalline gold (Au) substrate.

Figure 3. Two-dimensional (2D) X-ray (graze incidence wide angle X-ray, GIWAX) of multilayered thin films of oligothiophene self-assemblies from 2 layers to 10 layers. Increasing diffraction intensity as a function of layer number is consistent with the increase absorption intensity of UV-Vis spectra of the multilayered thin film.

Figure 4. Electroluminescence (EL) spectra at B=0 and 100 mT. Inset: Exciplex formation model. Weakly-bound singlet and triplet polaron pairs (PP) form from free carriers. PPS-PPT mixing (intersystem crossing; ISC) exists at B=0 due to hyperfine coupling to randomly-oriented nuclear spins. Singlet and triplet exciplexes (SE, TE) subsequently form with rates kS, kT. Only SE recombines radiatively. (b) The relative EL intensity versus B, integrated and normalized over the wavelengths indicated. At blue wavelengths, the EL boost is larger (indicating larger kT/kS ratio), and the curves are narrower (indicating weaker hyperfine coupling, due to the larger spatial extent of the polarons at these energies). The dashed line indicates the B dependence of the total (spectrally-integrated) EL.

Figure 5. A) Photo-physical processes and corresponding generation/dissociation/recombination rates in organic solar cells: (i) exciton generation and migration to the interface, which competes with exciton recombination; (ii) exciton dissociation to charge-transfer (CT) state; (iii) CT state dissociation, which competes with CT state recombination. (B) Bilayer device geometry (C) molecular structures of O3, Irpiq and Irppy spacer layers; (D) strategies used in this study for inserting spacer layers at the P3HT/C60 interface. (D) Photocurrent versus excitation wavelength measured under short-circuit conditions without (dashed black curve) and with (solid color curves) spacer layers.
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Abstract
The complex and emergent behavior of the 5f electrons of Pu arising from its unique position in the periodic table remains an enigma to this day and poses one of the most significant challenges to the scientific community and to DOE's national security missions. Sustaining the aging nuclear stockpile at significantly reduced levels demands a fundamental understanding of Pu's 5f electrons beyond what is currently known. A suite of state-of-the-art experimental techniques developed here and at national user facilities in the last decade provides an exciting opportunity to finally unravel the complexity of plutonium. Our approach to this problem consists of performing these premier experiments, which are enabled by single crystals of delta-Pu and Pu compounds containing the isotope Pu-242. Over the course of the approximately two-year project, we have provided—for the first time—crucial benchmarks for the most advanced first-principles dynamical mean field theory and density functional theoretical methods at our disposal. The fundamental and comprehensive understanding of the 5f electrons of plutonium obtained through determination of several critical aspects of plutonium's electronic structure has provided the scientific basis for Pu's equation of state, phase stability, and phase transformation kinetics under extreme conditions. These state-of-the-art experiments and calculations, in addition to the new capabilities developed over the course of the project are important contributions to the continued success of NNSA/DOE's and the Lab's stockpile sustainability missions.

Background and Research Objectives
Plutonium is arguably the most complex element in the periodic table. Plutonium's complex electronic structure is due to its position in the actinide series where 5f electrons move from being tied to the atoms (localization) to freely moving around the metal (itineracy). Understanding the behavior of the 5f electrons at this crossover poses a significant challenge to the condensed matter community. As a major step to address the challenge of understanding the 5f electrons of Pu, we synthesized high-purity single crystals of delta-242^Pu and 242^Pu-based compounds containing the special isotope Pu-242 to, for the first time: 1) use advanced photon spectroscopies to determine the valence of Pu's 5f electrons, which will significantly constrain current theories of Pu electronic states; 2) apply novel photon spectroscopy and neutron scattering techniques to determine the magnetic configuration of delta-Pu's 5f electrons and their charge/spin fluctuations, resolving a decades-long debate; and 3) perform seminal measurements of the electronic band structure of delta-Pu using our unique angle-resolved photoemission capability to significantly constrain equation of state models. The fundamental and comprehensive understanding of the 5f electrons of Pu obtained through this integrated effort in experiment and theory contributes to the scientific basis for Pu's equation of state, phase stability, and phase transformation kinetics under extreme conditions. Our work stretches the Lab's expertise in characterizing and modeling complex materials, as well as revitalizing plutonium science in this country and making it an attractive field of study for the next generation of LANL scientists; it is a crucial step towards fulfilling LANL's role as the Plutonium Center of Excellence and the Plutonium Science Strategy.

As described in more detail below, our most significant accomplishments towards a fundamental understanding of the 5f electrons of plutonium include: 1) the most accurate determination of the electronic configuration, or mixed-valence, of Pu's 5f electrons in both delta-Pu and alpha-Pu; 2) the observation of a fluctuating magnetic moment in delta-Pu, which resolves a 30-year-old mystery about Pu; 3) the observation of the Pu-239 nuclear magnetic resonance in PuO2, defining a powerful new tool for the exploration of Pu's 5f electrons in chemistry, physics, and materials science; and 4) the most advanced theoretical understanding of alpha-Pu using
of plutonium-239 in PuO₂ that will allow future studies of plutonium alloys and intermetallic compounds by this technique. This “fingerprint” of plutonium’s nucleus will allow us to study its 5f electrons, which play a decisive role in controlling the metallurgy and chemical reactivity of plutonium alloys and compounds, in Pu’s structural instability, and the degree of localization/itineracy of its 5f electrons. This work has recently been published in the journal Science.

For the past 30 years, conventional first-principles electronic structure calculations fail spectacularly in computing the atomic volume of delta-Pu. In order to correct this problem, theorists had to make Pu’s 5f electrons very localized around the atomic core, which produced static magnetic order. But experiments over the years have not found evidence for this static magnetism, thus leading to a conundrum that has puzzled theorists and experimentalists alike—where is the magnetic moment of plutonium? One possibility is that the magnetic moment is not static, but fluctuates in time. To explore this possibility, we performed seminal measurements of the magnetic fluctuation spectrum in large polycrystalline samples of delta-242⁰Pu (22 g) at the Spallation Neutron Source at Oak Ridge National Laboratory and at the Lujan Center at LANL. We found evidence for a magnetic anomaly centered at 90 meV (see Figure 1c) and derived a magnetic form factor of plutonium (or the magnetization density around the nucleus)—for the first time ever. All indications are that this feature is a signature of Pu’s magnetic moment that fluctuates in time and is not static. Thus, we determined the origin of the missing magnetism in delta-Pu, resolving a debate that has persisted for more than 30 years. This work has been submitted to the journal Science.

In a three-pronged effort, the theoretical work for the project spanned the range from providing exact solutions in the extreme itinerant limit (local density approximation), to the localized limit (hybrid functionals), and in between these limits where the Coulomb repulsion and kinetic energies of the 5f electrons are comparable, as embodied in the dynamical mean field theory (DMFT). In a tour de force effort, we recently completed calculations on alpha-Pu, for the first time, within the framework of density functional theory (DFT) and the generalized gradient approximation (GGA) together with dynamical mean-field theory (DMFT). In short, alpha Pu appears to have the capacity to simultaneously have multiple degrees of electron localization/delocalization of Pu 5f electrons due to the wide range of Pu-Pu bonds within this elemental phase of Pu. This comprehensive set of advanced theoretical tools provides a powerful framework to attack a wide range of complex problems in the actinide series and beyond.

In collaboration with visiting Seaborg Scholar Hiroshi Yasuoka and the LANL Seaborg Institute, we have determined the important physical constant, the gyromagnetic ratio, of plutonium-239 in PuO₂ that will allow future studies

**Scientific Approach and Accomplishments**

We started the project to understand Pu’s 5f electrons by preparing several Pu alloys and compounds in single crystal form and with the Pu-242 isotope, which due to its special nuclear properties is best for neutron scattering. We were successful in our attempts to grow large single grains of delta-Pu up to 1.3 mm in diameter. Starting with fine-grained Ga-stabilized delta-Pu, we strained the material between 2-4%, then annealed for 100 hours at about 400 C. This produced a number of large single grains, a couple of which are large enough to carry out band structure measurements of delta-Pu via angle-resolved photoemission (ARPES) for the first time. In addition, we made single crystals of the plutonium superconductors PuCoGa₅, PuRhIn₅, and PuCoIn₅. These “Pu115” materials undergo a volume change of 30%, accompanied by a change in the behavior of Pu’s 5f electrons, but remain in the same crystal structure. Thus, these interesting superconductors provide a unique opportunity to understand the phase transformations in pure plutonium, which also undergo changes in volume up to 25% when delta-Pu transforms to alpha-Pu.

In work that provides a new framework for understanding the behavior of plutonium’s 5f electrons, our measurements of resonant inelastic x-ray scattering provide the first clear evidence of multiconfigurational f-orbital states—in other words a quantum mechanical mixture of distinct 5f configurations (e.g., 5f⁴, 5f⁵, and 5f⁶)—in the electronic ground state of Pu and a wide range of Pu compounds (Figure 1a and b). This research provided the most accurate determination of the valence of elemental Pu to date. Extending these measurements to U- and Pu-based intermetallic compounds supports the notion that such ground states are ubiquitous in these materials. They also advance a new paradigm for understanding light actinides based upon a 5f-electron multiconfigurational ground state that goes far beyond a “dual nature” scenario. This work was published in the Proceedings of the National Academy of Sciences and could have far-reaching consequences for understanding the actinide series.

In collaboration with visiting Seaborg Scholar Hiroshi Yasuoka and the LANL Seaborg Institute, we have determined the important physical constant, the gyromagnetic ratio, of plutonium-239 in PuO₂ that will allow future studies

These accomplishments were achieved despite severe budget pressure due to the mid-FY14 imposition of the 6% budget cap. As a consequence, we were not able to perform measurements of the electronic band structure of delta-Pu by angle-resolved photoemission.
We carried out a number of measurements on the PuMIn5 and PuMGa5 (M=Co, Rh) superconductors to investigate the effects of the 30% volume collapse from PuRhIn5 to PuCoGa5, which is similar to the volume difference between alpha-Pu and delta-Pu. By performing resonant ultrasound measurements on a single crystal of PuCoGa5, which is most similar to delta-Pu, we extracted all six elastic constants of this tetragonal system. Analysis of the superconducting and normal states reveal that only the compressional modes show an anomaly below the superconducting transition and further indicate an unusual softening of the lattice below 50 K. These results suggest that valence fluctuations may mediate the superconductivity in PuCoGa5. In addition, the results provide direct evidence for the influence of the 5f electrons in the mechanical (e.g., bulk modulus) and electronic properties, which are important for the determination of the initial equation of state. Extensive measurements on the PuRh(In1-xCdx)5 single crystals reveal that long-range antiferromagnetic (AFM) order is found for x=0.07 Cd with a narrow region of coexistent superconductivity and AFM order. This is the first example of such interplay between superconductivity and magnetism in a plutonium compound. To further explore the nature of the 5f electrons of plutonium in these materials, we performed angle-resolved photoemission spectroscopy (ARPES) and x-ray photoemission spectroscopy (XPS) measurements on single crystals of PuCoIn5, PuPt2In7, and PuCoGa5. These experiments reveal the degree of localization of the Pu 5f electrons. The ARPES measurements also reveal the electronic band structure, which when compared to dynamical mean field theory, delineate the degree of hybridization of the 5f and conduction electron states that characterize the strong electronic correlations in these materials.

Our team has performed approximately 1 experiment per month on Pu and its compounds at National User facilities. These experiments, closely coupled with advanced theoretical calculations, have resulted in 2 plenary talks and 13 invited talks at international conferences, and 22 publications (published or submitted), including several high-profile ones in Science or the Proceedings of the National Academy of Sciences. A mid-project review conducted in January, 2013, included on the review panel one of the world’s foremost experts on plutonium and former Laboratory Director, Sig Hecker. The panel conducted our project was “Outstanding”. As one of the review panel members explained “The quality of the work is astounding and the amount and diversity is overwhelming. Certainly the experimental achievements are leading the field at the international level.” In addition, one organizer of the international Plutonium Futures conference stated “I have heard several accounts by participants that the neutron scattering measurement [by this team] was one of the most important measurements on plutonium in a generation.” These accolades attest to the quantity and quality of the work performed by our team in this short (2-year) DR project on understanding the 5f electrons of plutonium.

**Impact on National Missions**

Over the course of our DR project, we have made significant strides in understanding the 5f electrons of plutonium. The experiments and theoretical calculations performed on Pu and its compounds provide valuable input for Pu’s equation of state, phase stability, and phase transformation kinetics under extreme conditions. Several seminal measurements on delta-Pu were carried out, which has helped settle decades-old debates and, more importantly, defines new directions for explore built upon the scientific foundation this project has provided. The development of a new strain-anneal capability for growing large single grains of delta-Pu may be particularly useful in both casting of plutonium and in the modelling of such casting moulds. In addition, the suite of theoretical tools applied to understand the 5f electrons of Pu in this project may be used to tackle a range of complex problems in the actinide series and other materials of interest to LANL in support of NNSA/DOE’s and the Lab’s stockpile sustainability missions. Finally, three LDRD Early Career recipients and several postdoctoral researchers worked on this project, which highlights that it has served to revitalize interest in plutonium science for the next generation of actinide scientists.

![Figure 1](image-url)

**Figure 1.** a) Resonant X-ray Emission Spectroscopy (RXES) of alpha-Pu. Panel a) illustrates the resonance in a plot of incident x-ray energy (E) of the Pu L-alpha x-ray transition vs energy transfer (E). From these data, the individual configurations of 5f4, 5f5, and 5f6 of the multiconfigurational ground state of alpha and delta-Pu have been determined, as shown in panel b). Panel c) shows the signature of the fluctuating magnetic moment, (red feature) centered at 90 meV in the energy (E) vs momentum transfer (Q) of the scattered neutrons. These neutron scattering measurements were performed on delta-242^Pu at the Spallation Neutron Source at ORNL.
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Abstract
Nature creates adaptable materials that respond dynamically to their environment, converting one type of signal into another. Likewise, man-made “smart polymers” can adapt, sense or react to their environment, converting one type of signal into another signal or functionality. These polymers impact diverse fields such as drug delivery, diagnostics, tissue engineering, and molecular electronics, and are only skimming the surface of their potential. In vivo polymers are engineered protein polymers with control over structure and function unparalleled by synthetic polymers. We have created large, diverse libraries of in vivo polymers that react biologically and rapidly identified functional materials using a genetic technique akin to evolution. Our goal is to develop a platform technology that allows us to select materials that are biologically, thermally, or optically responsive. Realization of this potential required three significant breakthroughs: 1) creation of polymer libraries; 2) development of methods for selecting stimuli-responsive polymers based on functions; and 3) understanding of functional polymers. These materials are expected to impact diverse fields such as implantable sensors, and optical electronics and solar harvesting (i.e. stimuli responsive fluorescent or elastic charge-transfer materials).

Background and Research Objectives
The next revolution in bioengineering and materials science will be the first-principles design and synthesis of materials with specific emergent properties. Stimuli-responsive polymers, in particular, are an exciting class of materials that can be created to adapt, sense, and interact with their environment. Recent advances in this area suggest, for example, that cell niches for regenerative medicine or molecular electronics for LEDs can be made, if only we can accurately control the function of polymers (Figure 1).

Unfortunately, the a priori design of stimuli-responsive materials is difficult, because design of a polymer that changes structure and/or function as a result of a physical or chemical stimulus, is difficult to predict. Until now, synthetic or biological polymers have been typically synthesized and tested one-by-one, limiting the number of different polymers that can be effectively explored. Consequently, a combinatorial approach may be a powerful route toward the development of polymers with ideal functionalities. For combinatorial polymer chemistry to work, novel methods are needed to: (1) generate diverse libraries and (2) rapidly identify promising materials based on function and/or physical properties. Traditional combinatorial polymers approaches are very limited, both because it is difficult to make large synthetic polymer libraries and, more importantly, it is virtually impossible to identify individually functional polymers from mixtures.

We tackled these problems by: (1) creating large, diverse libraries of genetically engineered in vivo polymers, with incorporated optical- and bio-reactive moieties; and (2) rapidly identifying functional materials using a genetic technique akin to evolution. In vivo polymers are genetically encoded protein polymers that are an exciting class of materials with extraordinary monodispersity, well-defined stereochemistries, sequences, and the ability to form hierarchical assemblies; attributes that are all critical for polymer functionality, yet not always attainable by chemical polymerization (Figure 1).

In vivo polymers are genetically encoded polymers with defined sequence and physical properties: In vivo polymers: are physically robust and elastic; can be crosslinked; and can have reversible temperature and pH transitions (phase changes) that depend on scaffold sequence. Classes of in vivo polymers include elastin-like (ELPs), silk-like (SLPs), silk-elastin-like (SELPs), helical bundles, and sheet forming polymers, among many others. Unlike the proteins we often think of, genetically en-
engineered polymers, like synthetic polymers, consist of short repeating sequence units that define their physical properties. In vivo polymers are monodisperse and regioregular. Thus, the genetic encoding of in vivo polymers allows exacting control of function, so as to produce the emergent properties that we sought in this proposal; attributes difficult to achieve via conventional rationally designed synthetic approaches. Further, the genetic engineering of in vivo polymers allows us to create libraries of millions of related, yet different, polymers.

Creating massive polymer libraries in vivo and displaying them for facile selection will be a powerful and novel technique to quickly isolate sequences specific for a function (i.e. adhesive to bone cells or optically reactive): Combinatorial polymers chemistry (synthetic) has been hampered by the inability to produce large libraries and a means to rapidly identify functional polymers (no ID-tag). Nevertheless, one of the more highly publicized examples of biocompatible polymer creation was a one-by-one screening of 600 different acrylate polymers. Here the investigators were able to create materials, which specifically interacted with cellular proteins and induced embryonic stem-cell differentiation. These results are exciting and where the first suggestion that a combinatorial approach incorporating far larger libraries (i.e. >10^8, as shown here), with greatly improved methods of selection, will evolve polymers with new and interesting properties. Beyond the ability to create large libraries of materials, Nature also beats synthesis through methods for screening large libraries in high-throughput. In yeast and phage display, proteins (i.e. polymers) are “displayed” on the surface of a microorganism (i.e. phage) by fusing the gene for that polymer to the gene of a surface protein of phage. We thus genetically engineer a phage display “library” of many different polymers, in which each phage “vehicle” couples an internal DNA to an externally displayed polymer. The benefit of in vivo combinatorial selections is that each phage carries one polymer and the DNA that encodes for that sequence (enabling self replication), thus an efficient ID-tag system (one-polymer/one-phage/one-DNA). Further, the same library can be used to select polymers with different functions, thus we can correlate sequence families to properties, enabling discovery of design motifs and downstream materials by design.

**Scientific Approach and Accomplishments**

We seek to create optical and biologically reactive polymers for application in optoelectronics and regenerative medicine (i.e. implantable sensors). Ultimately we aim to create polymer libraries in vivo and display them in a format that enables facile selection of bio- (shown here) and photo-reactive polymers (shown here in nonlibrary format), out of a mixture of millions of different polymers. For ease in discussion our work is divided into biologically and optically active sections; however, we note that both sections of the project overlap experimentally (techniques, in vivo polymers, libraries and application of the polymers).

We first learned how to design (DNA), express (bacterial creation of the polymer), functionalize and manipulate these unusual protein materials (ELPs). Like synthetic polymers, these in vivo polymers are repeating unit of sequence that imparts the polymer with its materials properties (tensile strength, resilience, shape memory). To make bacteria reliably produce these polymers, in scalable yields for eventual industrial application, we had to carefully vary the genetic code. Next we had to develop conditions for their high yield synthesis, purification, facile characterization of their transitions (i.e. with temperature, salt, pH, etc), casting of hydrogels, and rheological characterization (Figure 2).

Once we determined that bacteria could easily create our designed polymers, we showed that both phage and yeast could “display” the polymers on their surface. Effectively we are creating the conditions that phage and yeast can have a coating of polymer on their surface, while still maintaining the DNA that encodes for that polymer within the organism. This coupling between the polymer display and DNA encoding allow us to quickly screen libraries for functional materials. We further demonstrated that we could display polymers with a previously defined function and that those polymers were active and functional when coating the phage and yeast. Next we demonstrated that we could make large and diverse libraries (10^8) of different polymers, each displayed on their individual phage or yeast vehicles. We validated this library by selection of polymers that bind integrins (receptors on the cell surface that respond to- and model-their environment) and have shown that we can select from the large libraries not only the one polymer sequence previously known to bind these integrins (RGD-like), but that we could select for polymers that showed completely novel binding motifs and that were selective for specific integrins.

For biologically active polymers our ultimate goal is to develop polymers that have a specific biological response [i.e. polymers for implantable sensors (biocompatible and electronically active) or polymers for rapid wound healing in the field (allow the recruitment, proliferation and differentiation of specific cells)]. Any type of material that is added to the body must not only be biocompatible, but must also have specific functionality, or it will be rejected. While past efforts have focused on the retooling of man-made materials, our project was focused on designing experiments that enable Nature to tell us which
of the $10^8$ different polymers it most liked for a particular application. Toward an exciting and timely application of these concepts, we chose to functionally mimic the extracellular milieu, which critically determines the fate of cells. Mesenchymal stem cells (MSC, from adult fat) were interacted with the polymer libraries. Through design of a high-throughput selection process, we determined which polymers adhered to the cells and indicated ideal functionality. From a large list of polymers with this defined functionality, we chose to focus on one polymer ("Polymer 46"). When polymer-46 was deposited on a surface, we find that MSC change from naïve stem cells and quickly move toward chondrocytes (precursors for cartilage)! We showed that these cells form into spheroids, morphologically similar to early chondrocytes, which implies that polymer-46 induces differentiation of MSC without need to add the chemicals/growth factors typically required for differentiation. Finally we showed that the spheroids produced proteins and surface markers indicative of chondrocyte differentiation (production of sulfated glycosaminoglycans (GAG, dermatan, chondroitin, heparan, and keratan sulfate) and upregulation of typical chondrogenesis markers such as Collagen IIA, Aggrecan, and Sox9 (Figure 3), all items necessary to produce the compressible extracellular milieu that is necessary for cartilage function. This work has been protected with a provisional patent application and will go toward a full patent application. In addition to the papers indicated as published, we are finalizing a paper for submission to Nature Materials.

Toward the goal of improving elastin polymers to make them self assemble into defined matrices, we incorporated a computational design element to create peptide coils that pattern into specific shapes, spontaneously. To further increase their utility, we have modified ELPs together with the coils to create matrices that both spontaneously assemble, while also becoming stimuli responsive. We find that the pore size can change as a function of stimuli (much like the polymers described above). In addition to the papers indicated as published, this work is being finalized for submission to Nature Materials and Journal of the American Chemical Society.

For optoelectronically active polymers our motivation was to increase the throughput of developing polymers with defined optical outputs (“tailored emergent properties”) for new energy converting and touch screen panel materials, biosensor interfaces, and smart soldiers suits, as just a few examples (here we developed the institutional knowledge and then will later apply this to high-throughput). While Nature creates materials from building blocks that are diverse it does not have building blocks for protein polymers that are optically, catalytically, nor electronically active. To increase the diversity and functionality of our polymers, we have synthesized and optically/electronically characterized a suite of conjugated oligomers of polyphenylene vinylene (OPPV). In addition, we have created and characterized a suite of transition and lanthanide metal complexes. Excitingly, we have shown that the metal complexes can be conjugated to ELPs into defined regions of the polymer and that confinement of those complexes in the stimuli-responsive polymer lead to interesting optical behavior- suggesting that similar complexes might have applications in catalysis. In addition to optically active metal complexes, we have shown that the stimuli-responsive nature of these materials can be utilized to template metals and that the polymer critically controls the macro- and micro-structure of the resulting composite (Figure 4). Further we have demonstrated that hydrogels of OPPV-ELPs polymers can be stably created and show new emergent optical phenomena once the OPPV is embedded with the genetically encoded polymer backbone. In one polymer we have created a mechanosensor that lights-up upon application of strain— resulting from the unique interaction of the polymer with the OPPV (Figure 5). Finally, we have begun to incorporate metal linked thiophene oligomers to ELPs (functionalized in specific regions of the polymer) and incorporated them or the unfunctionalized polymer as either the dielectric or conducting regions of transistors, toward creating fully flexible and bio-compatible and degradable electronics.

**Impact on National Missions**

We are creating the infrastructure to develop materials for biosensing, rapid wound-healing in the combat field, self-healing polymers for binding agents, fabrics for chemical agent remediation, smart-skin, soft electronics and mechano-sensors.

![Genetic Encoded Polymers](image)

**Figure 1.** The genetic encoding of polymers, coupled with combinatorial biology, enables facile selection of functional polymers that are light emitting or biologically reactive.
Elastin Like Polymers (ELPs) can be genetically engineered to have altered phase transitions with temperature (cold, right and hot, left).

We showed that these cells form into spheroids, morphologically similar to early chondrocytes, which implies that polymer-46 results in differentiation of MSC without need to add the chemicals/growth factors typically required for differentiation. Finally we showed that the spheroids produced proteins and surface markers indicative of chondrocyte differentiation (production of sulfated glycosaminoglycans (GAG, dermatan, chondroitin, heparan, and keratan sulfate) and upregulation of typical chondrogenesis markers such as Collagen IIA, Aggrecan, and Sox9, all items necessary to produce the compressible extracellular milieu that is necessary for cartilage function.

We have shown that the stimuli-responsive nature of these materials can be utilized to template metals and that the polymer critically controls the macro and micro structure of the resulting composite.

We have demonstrated that hydrogels of OPPV-ELPs polymers can be stably created and show new emergent optical phenomena once the OPPV is specifically embedded with the genetically encoded polymer backbone. In one specific polymer we have created a mechanosensor that lights-up upon application of strain- resulting from the unique interaction of the polymer with the OPPV.
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Abstract
The Postdoctoral and Student Fellows Program for Research in Actinide Science supported the LANL Plutonium Science and Research Strategy and the broader Laboratory mission areas that require knowledge of actinides and other radioactive materials. The aim was to advance actinide chemistry, actinide materials science, and actinide theory for nuclear weapons, energy security, threat reduction, nuclear safeguards, non-proliferation, nuclear forensics, and environmental restoration and to support, attract, and retain a future generation of actinide scientists and engineers by providing funding for targeted sub-projects at the forefront of actinide science today, in alignment with the NNSA’s designation of LANL as a plutonium center of excellence. The mechanisms used were structured around a multi-year, broad-based postdoctoral fellows project. An Internal Advisory Committee with membership qualifications to encompass the future stockpile stewardship, safety, forensics, threat reduction, and energy missions of actinide science at LANL selected Fellows and projects. Postdoctoral fellows were funded primarily half-time, must have been approved by the LANL Postdoctoral program, and must have chosen a project that connects directly with actinide science or the goals of the Laboratory Plutonium Science and Research Strategy. The program was administered by the G. T. Seaborg Institute for Transactinium Science. It is important to note that it is rare that a postdoc stays in this project for two years because postdocs are frequently converted to LANL staff or find jobs in other labs or academia, and these events are unpredictable. Over 80% of all new hires of Ph. D. scientists and engineers at Los Alamos in recent years were postdoctoral conversions.

Background and Research Objectives
Seaborg Postdoctoral and Student Fellows performed research that supports new actinide science in physics, chemistry, metallurgy, detection, technique development, theory, and modeling. The Fellows were selected in a highly competitive process. Postdoctoral Fellows were supported half time by the institute and half time by their mentors. Student Fellows were generally supported full time over the summer, but in a few cases, students were supported for a longer time period to conduct thesis work at the Laboratory. In this way, a modest $1.3M program, with funding leveraged from Global Security, the Science Campaigns, and DNDO supports roughly 16 half-time postdoctoral fellows, 18 student fellows, and oversight and management of the program.

The LDRD funding for Seaborg-Institute-selected Postdoctoral Fellows began in 2004 with an initial $130K investment. Since then the program has sponsored the research of 79 Fellows. Three of the Seaborg Institute Fellows subsequently were selected to receive Reines Fellowships, five became Director’s Postdoctoral Fellows, and one received a National Security Fellowship. We feel this provides an indication of the excellence of the candidate pool. To date sixteen of the Seaborg-sponsored fellows have joined the Laboratory as scientists and several have taken positions at other national laboratories. The fellows have given 75 lectures in the Seaborg Institute Actinide Seminar Series. Several of the fellow’s research papers have been featured on the covers of major journals including Nature Chemistry, Nature Materials, and Inorganic Chemistry. The partial list of 79 papers submitted, accepted or published resulting from the fellow’s projects over the last three years represent a truly exceptional number considering the difficulties in working with actinides. These publications are listed in the appendix.

The study of the chemical, physical, and nuclear properties of the elements ranging from thorium through lawrencium (the actinides) and rutherfordium through the most recently discovered element with atomic number 118 (the transactinides) comprises transactinium science. Mostly synthetic, and all radioactive, their study is particularly challenging. Special facilities, instrumen-
tation, and training, existing in only a few locations world-
wide, are required for safe and secure handling of these
elements, distinguishing transactinium science from most
other research.

Of the transactinium elements, uranium and plutonium are
especially important to Los Alamos missions. Fundamental
actinide science has provided the technical basis for pro-
cess and separations chemistry, metallurgy, characteriza-
tion, and detection related to the national security mission
of the Laboratory. Recognizing this, the Laboratory has
implementing a Plutonium Science and Research Strategy.

Seaborg Institute Postdoctoral Fellows and their mentors
developed projects consistent with the institutional goals
for actinide science, mostly described by the Plutonium
Science and Research Strategy. The basic science themes
from the Plutonium Science and Research Strategy and (in
short) include:

• Electronic structure of plutonium and other actinides
• Phase stability and thermodynamic properties
• Dynamic behavior of plutonium
• Plutonium surface and interface reactions
• Advanced chemical separations of plutonium
• Advanced nuclear energy systems
• Detection, measurement, and analysis of plutonium,
uranium and neptunium
• Environmental behavior of plutonium and other ac-
tinides

Scientific Approach and Accomplishments
Educational opportunities are needed at many levels, not
just through formal student courses. Accordingly, we main-
tained a combination of colloquia, seminars, workshops,
short courses, to focus and guide early-career actinide
scientists via the Seaborg Institute.

Solicitation Process for Seaborg Institute Postdoctoral
Fellows
The project is publicized at each lecture of the Seaborg
Institute Lecture Series, by the call for applications issued
several times a year to all the technical divisions of the
Laboratory, by invited talks given at universities, and at
seminars given by the Seaborg Institute executive team.
The Plutonium Futures – The Science conference series, an
important Seaborg organizational function, highlights the
Seaborg Institute and its postdoctoral fellows as essential
contributors to actinide science at Los Alamos and pre-
ents the Seaborg Institute Postdoctoral Program to actinide
scientists worldwide. We actively solicited applications
from Los Alamos technical divisions typically under-rep-
resented in the Seaborg Institute postdoctoral population
such as global security, non-proliferation and biology. This
has attracted substantial and enduring follow-on funding.

Application Process and Eligibility for Actinide Science
Postdocs
The successful candidates were approved for division
funding by the Los Alamos postdoctoral program (http://
int.lanl.gov/science/postdocs/), and had a clearly defined
research proposal that supports new actinide science at
the single investigator or small-team level, described in a
one-page abstract, written by the student and mentor. This
abstract and a complete LANL postdoctoral application
package constituted the Postdoctoral Fellows Program for
Research of Actinide Science application. A call for applica-
tions was made at least twice a year. Both U.S. and non-
U.S. citizens were eligible to apply. The appointments were
for two years, with the option of a one-year renewal that
must have been requested in writing for consideration by
the selection committee.

Selection Process
A selection committee judged applications based on aca-
demic excellence, relevance of the candidate’s research
to fundamental actinide science, and overall balance of
the program census with the LANL Plutonium Science
and Research Strategy, and the science and technology
goals outlined here. The Seaborg Institute management
team chose the selection committee. Written criteria for
selections was used, largely the same as those used in the
LDRD process. Ranks for each candidate were assembled,
recorded, and the final decisions made by the Seaborg
Management team where overall balance in subject areas
was considered for highly-ranked applicants.

Reporting Requirements
The Fellows were required to participate in the Seaborg
Institute seminar series, and gave at least one scientific
lecture on actinide science in this series. Publications re-
sulting from Seaborg sponsorship acknowledged financial
support from the Institute, and the Fellow provided a list
of publications and presentations resulting from Seaborg
support on an annual basis. Upon completion of the
appointment, the Fellow was required to submit a short
report on research progress, publications, presentations,
and future employment status.

Research Focus Areas
Broadly defined, the Seaborg Fellows program supports
core mission science in nuclear weapons, energy secu-
ry, nuclear safeguards, nonproliferation, environmental
restoration, and nuclear waste management. As such, the
Seaborg Fellows program supported research in the areas
that are deemed strategic for the Laboratory, that sup-
ported the new “plutonium center of excellence” designation for Los Alamos, and that reflected the changing grand challenges of the LDRD process.

LDRD Project Management. Regular communication is crucial to the success of any scientific enterprise. As such, the Seaborg management team met weekly to share new results, engage in interpretation of data, keep track of budgets, and discuss any other items that affect the LDRD effort. Director Albert Migliori (NHMFL, 0.10 FTE) conducted the overall management of the program and was responsible for administrative and reporting requirements. Deputy Director Gordon D. Jarvinen (ADPSM, 0.1 FTE) shared management duties and oversight of the Seaborg Fellows Monthly seminar program, poster sessions, program reviews, selection of candidates, and strategic planning.

Timetable. The current postdoctoral fellows program had roughly 16 half-time appointments. In any year, we expected approximately half of these to move on to internal or external permanent positions, making room for an additional eight new positions. Two calls for applications were timed to coincide roughly with two of the quarterly calls and meetings of the Laboratory Postdoctoral Committee. Applications were accepted between calls on a case-by-case basis and must first be approved by the Laboratory Postdoctoral Program process. For very strong candidate applications received between regular calls, the selection committee met to consider Seaborg Institute funding as a recruitment tool.

Actinide Science Summer School. The Actinide Science Summer School offered a combination of actinide science lectures and hands-on laboratory research that in some cases was part of Ph.D. theses. This project leveraged funding from the Domestic Nuclear Detection Office (DNDO) and LDRD. Student support through the LDRD program is essential for continuity, as funding from proposal calls such as that issued by the DNDO tend not to be long-term programs.

Technical Results
Understanding the first-principles behavior of plutonium and other actinides requires a diverse and deep set of scientific skills, along with complex experimental tools and the most powerful computers in the world. Improving our fundamental understanding of plutonium requires that we work closely at the frontiers of actinide science with the academic and international research communities. For us to succeed, it is essential that we continue to attract and retain the best and the brightest of the next generation of scientists and engineers. We expected this project to:

- Foster sustained excellence and enhanced external visibility in actinide science at Los Alamos National Laboratory as measured by invited talks, peer-reviewed publications, and Seaborg Institute Postdoctoral Fellows participation in workshops and conferences.
- Attract and retain a future generation of actinide scientists through student and postdoctoral fellows, measured by total program participation and conversions of students to postdoctoral positions, and postdoctoral fellows to LANL staff.
- Maintain a national resource for the education of present and future actinide scientists and engineers in actinide science, as measured by Seaborg-sponsored educational functions.
- Establish an intellectual community to facilitate the nucleation of ideas to solve timely and important technological problems with actinide elements, as measured by participation of Seaborg-sponsored fellows and mentors in actinide research workshops and proposals.
- Support the LANL Plutonium Science and Research Strategy, an explicit requirement of Performance-Based Initiative 18.2 of the LANL contract.

We work towards these goals through LDRD-supported postdoctoral research and development. Because of the diversity of R&D conducted by Seaborg Postdoctoral Fellows, the (attached) publication record is the best measure of success. We do note here a few brief highlights.

- Used state of the art electronic structure methods to investigate the 229mTh nuclear transition.
- Studies of FSn(CH3)3, uranium(V) and uranium(IV) halide (I, Br, Cl) compounds, as well as thorium(IV) chlorides by nuclear magnetic resonance, electrochemistry, UV-Vis, and crystal structure diffractometry.
- Development of multiple, complementary x-ray fluorescence spectrometry (XRF) based analytical methods for characterization of actinides in complex matrices, with a focus on uranium and plutonium using micro-XRF, confocal 3D XRF, and hRX.
- Evaluated orbital mixing and electronic structure in inorganic and bioinorganic systems for actinide/lanthanide separations using ligand K-edge X-ray absorption spectroscopy (XAS) and time-dependent density functional theory (TDDFT).
- Research of fundamental chemical properties of 225Ac and its daughter nuclide, 213Bi, alpha-emitting iso-
topes that are currently under clinical investigation for use in cancer therapy.

- Production of uranium and thorium nitrides through the combustion of metal complexes that feature high-nitrogen ligands.

- Analytical studies of fundamental transuranic coordination chemistry via isolation of complexes ligated to either chelating, mixed O- and N-donor atoms or soft-donor atoms (e.g., S, Se).

- Optimization of radioisotope identification algorithms with the creation of traceable and reproducible benchmark gamma-ray spectra for different types of detectors, sources, and shielding configurations.

- Microanalytical investigations of debris from two historic nuclear tests to understand the range and types of compositional variation present within select glassy fallout debris samples using in situ microanalytical techniques – electron microscopy, autoradiography, and secondary ion mass spectrometry (SIMS).

- Demonstrate nuclear quadrupole resonance (NQR) as a tool for special nuclear materials and material analysis, e.g. determining enrichment levels and forensic history.

- Design and synthesis of novel heterocyclic dithiophosphinic acids (Ar2PS2H) for the separation of minor actinides (MA) from lanthanides (Ln).


- Exploit recent advances in microspectroscopies and spectrometries to develop more accurate and robust analytical methods, and then apply these methods to characterize a range of synthetic and radiologic nuclear samples allowing identification of chemical, structural and molecular characteristics of particulate materials.

- Modeling mechanical response and texture evolution of α-uranium as a function of strain rate and temperature using polycrystal plasticity.

- Development of a polycrystal plasticity model for predicting mechanical response and texture evolution during strain-path changes in beryllium.

- Spectral interpretation of Pu materials consistent with Pu solid state allotropes, Pu chalcogenides, and Pu pnictides, and measurement of the photoemission spectra for actinide carbides, nitrides, and oxides related to the development of improved hybrid functional theory with predictive capability.

- Address fundamental problems in p-, d-, and f-block chemistry by exploring theories of bonding.

- Development of an ultra-high precision measurement scheme for Resonant Ultrasound Spectroscopy currently actively used in actinide research.

**Impact on National Missions**

With nuclear weapons technology continuing to play a central role in defense policy for the foreseeable future, knowledge and expertise in the production, processing, purification, characterization, analysis, and disposal of actinide elements is essential to U.S. national security. Recognizing the environmentally destructive effects of burning fossil fuels, it is virtually certain that nuclear energy will assume a greater role in the nation’s energy policy in the future.

A new challenge is to reduce the size of nuclear arsenals while ensuring that nuclear weapons are safe and reliable without nuclear testing, while dealing with excess uranium and plutonium recovered from these warheads.

Deterrence is shifting away from large numbers of deployed nuclear weapons toward an agile and confident capability to support deterrence, with actinide and plutonium science at its core, requiring a broad understanding of plutonium and uranium metallurgy, chemistry, and physics, strategies for securing these materials against diversion or theft, new applications as fuel in nuclear reactors, and methods for geologic or other disposition.

Of real concern is the recognition that the academic degree programs and research opportunities in actinide science are small and decreasing so that the field of actinide science is becoming subcritical, so to speak, at a time when it is crucial for our nation’s defense and energy security. The national laboratories must take a lead role in maintaining core capabilities in actinide science, helping to train present and future generations.

**Publications**
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Abstract
The goal of this project was to make progress towards the grand challenge goal of predictive process-aware materials performance through a focus on “co-design.” Co-design traditionally refers to the simultaneous optimization of hardware and software in computer science; here, we broadened the definition of co-design to include the integrated coupling of multi-scale theory, computation/information science & technology techniques (including data visualization), and experiment. We proposed a series of four coupled thrusts to achieve our goal. Our plan was to i) build on past successes to pursue the co-design of micro-mechanical models to improve predictive capability in regimes of high-pressures and strain rates with a focus on Zr and Ti, ii) develop, in parallel with thrust i, a co-design framework for multi-scale models focused on radiation damage evolution, in particular creep-related phenomena, iii) utilize ion beam irradiation as a means of accelerating materials damage, including providing key data for thrust ii, and iv) explore the foundations of coherent x-ray diffractive imaging in order to translate physical observables into model inputs in support of thrusts i and ii. In this thrust structure, the project leadership’s principal responsibility was fostering integration and collaboration among these thrusts. This management plan yielded synergies not possible through a series of discrete projects.

Background and Research Objectives
This project represented a focused attempt to accelerate progress towards realizing the decadal vision shared by LANL’s materials strategy “controlled functionality” and the Laboratory’s vision for MaRIE “revolutionizing materials in extremes through a focus on the micron frontier.” A number of community workshops, including some led by LANL, have concluded that multiple simultaneous in situ measurements on real materials (i.e., those with microstructures and defects) in relevant environments coupled to directed synthesis through theory is a key strategy for realizing this vision. It is also clear that full success in realizing this vision is a decadal (or beyond) challenge requiring experimental and theoretical capabilities not yet available. In the near term we believed a more segmented, staged approach is required for partial success. Specifically, in this project our approach was based on a series of smaller thrusts that strived to create integrated teams, including collaborative partnerships, and then further integrated these teams by exploiting technical synergies among them. We believe that these small steps have yielded tangible benefits in the near term and laid the foundation for greater progress in the longer term.

Subsection on technical impact
While the decadal vision of controlled functionality of materials in extremes is compelling, a strategic need exists to take initial, incremental steps in this direction both for the sake of the relevant science but also to add credibility to the vision. In this proposal, we proposed a series of thrusts, each of which was compelling in its own right; however, taken together, the whole was greater than the sum of its parts. In this project we pursued activities focused on the co-design of micro-mechanical models to improve the predictive capability of engineering analyses into the regimes of high-pressures and strain rates as well as irradiation extremes. The model development and co-design strategies focused on dynamic materials response are equally applicable to multi-scale models for understanding materials response in irradiation extremes. We explored necessary modifications to the theoretical and computational framework of minimal models for such problems. We utilized ion beam irradiation as a means of accelerating materials damage and providing key data for improved certification models. Similarly, we developed forward models for coherent x-ray diffraction to translate measured observables to model inputs.

Subsection on mission impact
The need to predict and control materials in extremes
spans the full range of DOE missions from weapons performance to energy security. Further, successful nuclear weapons program approaches to certification of materials performance (and the associated quantification of performance margins and uncertainty) have not e.g., been translated to nuclear energy materials certification challenges. In this project, we partnered with our colleagues at SNL and LLNL to both address specific process-aware materials performance challenges in our enduring nuclear weapons stockpile (with SNL) and worked to develop a paradigm for accelerated materials certification for fusion energy (with LLNL). Through this project, we developed theoretical models and identified physical observables that can be measured by experiment to test these models that when taken together will accelerate the rate at which we can design and discover new materials to meet these certification challenges.

**Scientific Approach and Accomplishments**

On the major experimental/modeling effort under this project, the Dynamic Materials Performance effort, we have significant findings from polycrystal experiments and single crystal simulations on how phase transformation is preceded by deformation modes and the dependence on shock direction. Our key finding, gleaned from atomistic simulations, is that a new mode becomes active under extremes of shock and mediates the transformation process [1]. The mode is an effective 90 degree crystal rotation of the parent and would not have been distinguished from the usual 84.6 degree twinning seen in our ex situ shocked samples [2,3]. Moreover, emphasizing the anisotropic nature of the shock response, this mode was predicted to be active only in the c direction of the hexagonal crystal and has ramifications on grain boundary motion [4,5,6]. Preliminary analysis of the LCLS diffraction data on Ti single crystals, using the MEC pump-probe station, appears to corroborate this result. However, a direct comparison of the predicted diffraction patterns with the experimental data is ongoing. The synergy between theory, simulations and experiments is aptly demonstrated by our studies on the kinetics of the coupled transformation and deformation process [6]. By analyzing shocked samples at APS, we derived estimates of the activation barriers between phases and showed how this depends on shock peak stresses and the role of heterogeneous nucleation from dislocations in the microstructure. The importance of this study on the reverse transformation cannot be overemphasized as it was work in the 1980s on the forward transformation in Ti that inspired a similar equation for kinetics that is used in high pressure studies relevant to mission needs. We have now proposed a new phenomenological model in terms of evolution of dislocation densities coupled to phases [8]. Thus, through the above studies we have identified a need for further single crystal experiment measurements to probe the interplay and collective behavior of deformation and transformation processes.

For our Linac Coherent Light Source (LCLS) activities, crucial to demonstrating use of an x-ray free electron laser (XFEL), we performed laser-driven shock experiments investigating deformation and phase transition mechanisms in two materials, SiO2 and Ti.

**SiO2:** (Experiment performed at beginning of year 2) We performed the first shock-driven experiments on SiO2 that utilized an in situ x-ray diffraction measurement to diagnose the crystalline structure of the material. SiO2 is an important geophysical material, and knowledge about its dynamic deformation and phase transition behavior is essential to developing a correct understanding of planetary impact events. A high-pressure crystalline polymorph of SiO2, stishovite (tetragonal, P42/mmm), is found at bolide-impact craters on the Earth’s surface, presumably having been generated under shock-compression conditions. The shock compression experiments performed in this project have provided information critical to understanding atomistic processes of nucleation and growth of crystalline stishovite from amorphous fused silica, and they have revealed that shocked crystalline quartz transforms to crystalline stishovite via an intermediate amorphous phase. The high fidelity of these in situ x-ray diffraction data have allowed the determination of grain growth rates of the stishovite crystals during shock compression, and the grain growth rates suggest that the mechanism of nucleation and growth changes with increasing shock stress. The first publication from this experiment is currently under review for publication in Nature.

**Ti:** (Experiment performed at beginning of year 3) Titanium is the primary constituent of alloys that are used in demanding engineering applications for their high strength and light weight. It is well established that titanium deforms through a combination of line and planar defects (slip and twins) and then, at high stresses, also through a volumetric collapse (phase transformation). However, the relative contributions of these deformation mechanisms to properties like strength are not known, particularly under dynamic loading conditions. We performed shock-driven experiments on titanium and titanium alloys at LCLS to examine the relationship between defects and strength in Ti by measuring the shock response of pure Ti and of Ti with varying amounts of oxygen-impurities. The resulting in situ x-ray diffraction data shows the kinetics of deformation twinning in Ti and shows that increasing the amount of oxygen impurities in the Ti results in suppression of twinning as a mechanism of plastic deformation. It was previously thought, based on shocked velocimetry data,
that high oxygen content had the ability to prevent the transformation from the low pressure crystalline phase to the high pressure crystalline phase, but our diffraction data definitively contradicts the previous conclusions by observing the atomic structure of the transformed phase when shocked to high pressure. We are continuing analysis of the single crystal and polycrystalline experimental data and preparing it for journal publication.

Measurement of temperature in extreme environments is a major R&D activity for developing advanced certification of materials. In the first of our three thermometry activities, the spontaneous Raman approach, we performed continuous wave measurements to 900 K accompanied by writing automated data acquisition and analysis software. Pulsed measurements on statically heated samples were performed over the next few months. We constructed a cell capable of testing static samples from liquid nitrogen to >900 K. We assembled a Stokes/anti-Stokes Raman Detection system, write LabView acquisition software, and tested several algorithms for fluorescent background subtraction and real time (few Hz) conversion to temperature. This was tested with CW lasers, but is mobile for transition to the microsecond and nanosecond laser laboratories. We measured Raman spectra/temperatures of quartz to 900 K. We performed maintenance to restore operation to the microsecond and nanosecond laser laboratories.

A second approach to measuring temperatures involves analyzing patterns in the diffraction signals. This includes assessing the effects on both the integrated peak intensities (Debye-Waller factor) and the peak shapes (Thermal Diffuse Scattering). Here, Molecular Dynamics simulations were performed to prepare small (many millions of atoms) samples in various temperature and shock states, and an accurate diffraction calculation program was developed here and used to generate the associated diffraction spectra for specific experimental configurations. Some analyses were performed on simulations of shocked Zr in order to correlate with the Dynamic Materials Performance effort. However, the presence of the phase transformations of that material overly complicated our analysis, where a very large number of defects structures and associated very small crystalline domains are generated that resulted in excessively blurred peaks for the sample sizes and time scales accessible by this approach. Consequently, the effort focused on Cu samples. Here, assessments on thermally prepared samples (77-600K) showed that correlations of integrated peak intensities would generate values for temperatures that were accurate to <5%. The primary limitation was not accurately knowing the classical Debye temperature for the potential function used, compared to that for the actual material. The peak shapes, particularly the intensity in the wings of the peaks, also reflected the changes in temperature, but this was difficult to evaluate accurately. Assessments were also performed on various shocked samples. For samples where only a small amount of plastic deformation occurred, temperatures could be evaluated from the peak intensities to an accuracy of ~5%, based on the classical Hugoniot jump conditions and heat capacity. For strong shocks with large amounts of plastic deformation that produced crystallite domains with dimensions of ~10 unit cells (comparable to the Zr samples above), assessments were not possible because of the insufficient peak resolution. This method of temperature evaluation requires knowing an accurate crystal orientation, the number of atoms in the crystal, and that either many diffraction peaks from the same crystal can be observed or that several neighboring crystals (from which different single diffraction peaks are observed) have the same temperature. In practice for dynamic measurements, this information would be available, but it would be obtained through an integrated reconstruction and analysis of all the deformation processes of the samples.

Finally, a third approach to measuring temperatures using stimulated rather than spontaneous Raman received some attention. The setup developed under the LDRD project allows us to detect stimulated Raman signals in up to 500 cm⁻¹ range which can be extended to higher frequencies (~2000 cm⁻¹) with minor modifications. It operates at 1 KHz which should potentially provide 1 ms temporal resolution in single-shot experiments. One of the femtosecond pulses can be shaped using spatial light modulator in order to achieve the highest signal-to-noise levels and optimal Raman mode excitation. The performance of the system has been tested at and below room temperature using sapphire and fused silica as test samples. Simultaneously, a vacuum chamber has been set up that allowed testing at target temperatures of >1000K and testing CARS applicability to extreme conditions expected in MARIE experiments.

This system is not limited to temperature measurements and has created a new capability at CINT for various experiments in material science. We have established collaboration with researchers from Oregon State University who are interested in applying our approach for understanding heat conduction mechanisms in Raman-marked long biomolecules, e.g. DNA.

On the radiation front, our LANL/TAMU collaboration continued its activities in the Ion Beam Materials Laboratory.
The corrosion chamber design and off-site test was done at the TAMU in collaboration with INL and LANL. The chamber was installed in the IBML in July/August 2013 and the irradiation experiment was scheduled in the Aug./Sept. 2013 time frame.

Impact on National Missions
The need to predict and control materials in extremes spans the full range of DOE missions from weapons performance to energy security. Further, successful nuclear weapons program approaches to certification of materials performance (and the associated quantification of performance margins and uncertainty) have not e.g., been translated to nuclear energy materials certification challenges. In this project, we addressed specific process-aware materials performance challenges in our enduring nuclear weapons stockpile and worked to develop a paradigm for accelerated materials certification for fusion energy.
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Abstract

This LDRD-DR project investigated the feasibility of using meso-photonic materials serving as the intermediate structure, which is the most important component in solar thermophotovoltaics. We designed, fabricated, and characterized a broadband meso-photonic structure that was capable of absorbing the incident light with efficiency higher than 90% over the entire solar spectrum. We also carried theoretical studies of plasmon and spoof polariton modes in meso-photonic metallic structures and their potential to enhance radiative heat transfer. This work supports the national mission in energy security and, more generally, addresses some grand challenge questions regarding key technological gaps in photonics.

Background and Research Objectives

In conventional photovoltaics (PV), the efficiency is limited due to the loss of unabsorbed photons with energy below the semiconductor bandgap and the excess energy loss in photons with energy above the bandgap. As a result, the maximum theoretically achievable power conversion efficiencies of single junction solar cells, also called the Shockley-Queisser (SQ) limit, are 31% under diffuse and 41% under concentrated solar light. Solar thermophotovoltaics (STPV) seeks to eliminate these loss mechanisms and overcome the SQ limit by coupling the PV cell with an intermediate structure that absorbs solar radiation, heats up, and re-emits the absorbed energy in a narrow spectral band directly above the bandgap of the PV cell, schematically illustrated in Figure 1(a). Because the emitter is spectrally matched to the PV cell, the power conversion efficiency is no longer limited by the SQ limit. Theoretical analysis shows that STPV could achieve efficiencies up to 54% and 85% in diffuse and concentrated sunlight, respectively. However, experimental demonstrations using conventional approaches without photonic structures only realized a conversion efficiency ~1%. The current state-of-the-art efficiency is only 3% using carbon nanotubes as the absorber and a photonic crystal as the emitter, where the low performance is mainly due to the poor wavelength selectivity of the photonic crystal emitter.

Meso-photonic materials, effective media whose optical properties are mainly determined by the collective response of the tailored subwavelength metal/dielectric structures rather than by the composing materials, have the potential to revolutionize the manipulation of light propagation and light-matter interactions. Built upon our meta-molecule-based meso-photonic concept, one of our goals in the DR proposal is the development of novel meso-photonic materials for renewable energy applications. Our objective was to create novel meta-molecule-based meso-photonic materials for highly efficient intermediate structures, and demonstrate proof-of-concept STPV devices potentially exceeding the efficiency in conventional PV cells.

Scientific Approach and Accomplishments

We carried out initial investigations, both theoretically and experimentally, to design, fabricate, and characterize meso-photonic structures suitable for serving as the intermediate structure in a STPV system. In our approach, both the front and the back of the intermediate structure consist of meta-molecule arrays (insets to Figure 1(b) and (c)) separated from a metal ground plane by an ultrathin dielectric spacer. The front functions as a broadband, wide-angle solar absorber, trapping the incident light and converting it to heat via ohmic and dielectric losses.

In our feasibility study we have designed the meta-molecule array via full-wave numerical simulations using commercially available software packages CST Microwave Studio and COMSOL Multiphysics. Our preliminary studies used a heuristic design approach based on symmetry considerations and trial and error searches. It works well for relatively simple meta-molecules with few design parameters, where the functionalities can be predicted by rationally analyzing the inter-coupling of meta-atoms.
and verified through rapid parameter sweeping by exact full-wave numerical simulations. The designed structure was then fabricated in CINT cleanroom through ebeam lithography approach. The SEM image shown in the inset to Figure 1(b) illustrates the fabricated meta-molecule array consisting of 16 meta-atoms with various geometries and dimensions built from 50 nm thick gold film, which are separated from a 200 nm thick gold ground plane with a 60 nm thick silicon dioxide spacer. Both the gold and silicon dioxide films were deposited by ebeam evaporation. The fabricated device was characterized via both Fourier transform infrared spectroscopy (FTIR) and a supercontinuous white light source, which give consistent results as shown in Figure 1(b). We demonstrated higher than 90% average absorption covering a large portion of the solar spectrum, which is in excellent agreement with numerical simulations (Figure 1(b)).

This promising accomplishment forms the solid foundation for new LDRD project, starting in FY15, where more in-depth investigations of the intermediate structure will be undertaken to develop meso-photonic structures capable of operating at elevated temperatures (>1000 K, via appropriate sunlight concentration), as needed in a practical STPV system. Under these conditions, the blackbody emission spectrum peak approximately matches the intermediate structure’s emissivity maximum. Gold will need to be replaced by tungsten or other refractory materials to increase the melting point, and SiO2 may be replaced by Al2O3. Additionally, the metallic meso-structure may need to be imbedded within the dielectrics to prevent metal from evaporating.

On the theory side, we have studied plasmon and spoof polariton modes in meso-photonic metallic structures and their potential to enhance radiative heat transfer. Spoof surface modes on nanostructured metallic surfaces are known to have tailorable dispersion dependent on the geometric characteristics of the periodic pattern. We have examined the spoof plasmon dispersion on an isolated grating and a grating-planar mirror cavity configuration. The spoof polariton dispersion in the cavity was obtained using the scattering matrix approach, and a related differential modal density of states was introduced to obtain the mode dispersion and classify the cavity polariton modes. The grating-mirror cavity geometry is an example of periodically nanostructured metals above a planar ground plane. These properties are relevant for applications ranging from thin electromagnetic perfect absorbers to near-field radiative heat transfer. This work resulted in a publication, P.S. Davids, F. Intravaia, and D. A. R. Dalvit, “Spoof polariton enhanced modal density of states in planar nanostructured metallic cavities”, Optics Express 22, 12424 (2014).

Impact on National Missions
The development of next generation meso-photonic materials will strongly impact the needs of the Laboratory and the Nation in a host of photonics applications. In particular, this LDRD-DR Reserve project performed feasibility studies of the meso-photonic material based intermediate structure for solar thermophotovoltaics to address the national energy security mission. More generally, our research in meso-photonic materials addresses some grand challenge questions regarding key technological gaps in photonics, as described in the 2012 National Research Council report, and is aligned with New Mexico’s Technology21 Roadmap for Science and Technology, which lists photonics as an important component to improve the economic strength in the state. Our meta-molecule-based meso-photonic materials will lead to new sensing and communication approaches for national security missions, such as nuclear non-proliferation. Our work will strengthen our ability to perform co-design for functional materials, underpinning an important capability for MaRIE, and leverages the fabrication and characterization capabilities in CINT, a DOE national user facility.

Publications
Introduction
Currently, a systematic investigation of plutonium corrosion under room temperature, pressure and humidity has yet to be performed. This work proposes to use a carefully controlled environment to form the oxide layer on well-characterized Pu metal samples. At various times during the corrosion process, a combination of spectroscopic tools will probe both the surface layer (spectroscopic ellipsometry, SE; x-ray photoelectron spectroscopy, XPS) and the bulk material (x-ray diffraction, XRD; x-ray absorption fine structure, XAFS). This work will also aim to address a long-standing issue with plutonium metal experiments: variability in the sample preparation and resultant reproducibility. These issues will be addressed by utilizing a consistent and controlled preparation method and conducting the experiments on various samples and/or different areas of the same sample to ensure repeatable and, more importantly, reliable results.

Many questions remain regarding the room temperature/pressure mechanism of plutonium corrosion. What is the chemical composition of the corrosion products (PuO2, Pu2O3, etc.)? Is the surface layer oxide crystalline PuO2 or an amorphous oxide mixture as recent investigations indicate? Is Pu2O3 present at the PuO2-metal interface? Why are seemingly different results obtained for ultra-high vacuum conditions versus “real world”, ambient conditions? The proposed work aims to answer these fundamental questions with a comprehensive surface and bulk layer study at conditions most relevant to the storage and use of plutonium: near room temperature and pressure.

Benefit to National Security Missions
Los Alamos National Laboratory (LANL) is the premier institution for plutonium science, with a rich history of excellence in actinide research and development, pit manufacturing, and surveillance. The laboratory’s mission is to “ensure the safety, security, and effectiveness of the U.S. nuclear deterrent.” The core of this mission is to ensure the reliability and performance of the nation’s weapons systems currently in the stockpile. Interest in the health of the nuclear stockpile has been heightened in recent months due to the Department of Energy (DOE) and LANL’s recent commitment to pit reuse. As stated by LANL Director Charlie McMillan in a June 27, 2012 All-Hands Meeting, “Pit reuse is now a certification ‘grand challenge, one of the most complicated we have ever faced.” Plutonium corrosion has been identified as a key issue in pit aging and reuse, and the current state of corrosion knowledge has been recognized as limited at best. Thus, this research directly addresses the laboratory’s mission to ensure the effectiveness of the stockpile and the challenges facing certification of pits for reuse.

Progress
Over the past 12 months, the facility (PF-4) in which much of the work was to be performed was paused (June 2013). As a result, more emphasis was placed on using other techniques in the project with more in-depth analysis. These techniques are either off-site (Stanford Synchrotron Radiation Laboratory, SSRL) or at another LANL facility (Target Fabrication Facility, TFF, TA-35). Despite the unavailability of PF-4 for programmatic work, significant progress towards the goals of this project have been made.

At the time of the last LDRD report, analysis of the X-ray Absorption Fine Structure (XAFS) data collected in Year 1 was still on-going. In addition, a proposal requesting more experimental (beam) time was submitted to SSRL. In the last 12 months, the Year 1 analysis has been completed, and the SSRL proposal was accepted and granted experimental time. This beam time allocation was a significant accomplishment because it marked the first time the (LDRD) P.I. was the lead P.I. on a beam time proposal. The results from the Year 1 data analysis indicated additional experiments, at different time points and on...
the originally prepared samples, were necessary. These experiments have been performed, and the data subsequently analyzed. To expand the scope of work at this facility, gallium XAFS and surface XAFS experiments were also conducted. Ga XAFS measures the local bonding environment of the Ga atoms in the alloyed delta-plutonium, providing information on the role of Ga in the oxidation and corrosion of Pu. The surface XAFS measures the surface (the top 0.500-0.850 micron layer). This experiment provides a surface sensitive technique compared to the typical XAFS experiment that probes ~1.5-4 microns of material. Both experiments were conducted, and the data analyzed. The Ga XAFS results provided information complimentary to the Pu XAFS data that enhanced our understanding of Pu corrosion. The surface XAFS experiments were the first experiments by the PI utilizing this technique on Pu metal. These initial experiments identified key preparation and experimental issues that will guide future experiments.

The experimental work at LANL has been focused on establishing a new Pu experimental capability at another facility (TFF). Spectroscopic ellipsometry is a surface science technique that will provide in-situ measurements of the oxidation and corrosion process. The optical constants of “clean” Pu metal will be determined and measured. The metal will then be exposed to various exposure conditions (O2, H2O, etc.) at room temperature and the oxide thickness measured. In the last 12 months, the necessary equipment has been acquired and assembled. Non-radiological testing has also been performed on tantalum and SiO2 standards. The setup is near completion and Pu experiments are forthcoming.

Overall, significant advances have been made in the last 12 months towards our understanding of the corrosion of plutonium at room temperature. The XAFS work and the XPS data collected in the first year will be presented at the Pu Futures – The Science 2014 Conference in Las Vegas, NV in September 2014. A manuscript describing these results is also currently in preparation. Additional manuscripts describing the upcoming SE work are also anticipated.

Future Work
The latter part of the LDRD Year 2 (June 2014 - January 2015) will carry over into FY15. The last 7 months of this LDRD will be spent taking and analyzing data to develop a description of the room temperature corrosion process. The tasks and goals to be accomplished in the next fiscal year (FY15 1st quarter) are listed.

Task 1: Complete the experimental setup of a new Pu capability in another facility (Target Fabrication Facility, TFF, LANL, TA-35). This requires installation of all the necessary Pu safeguards in addition to the experimental components.

Task 2: Conduct in-situ room temperature exposure experiments using the spectroscopic ellipsometer (SE) and any other available techniques. (3) Task 3: Complete the data analysis on any remaining x-ray absorption fine structure (XAFS) data collected throughout the project at the Stanford Synchrotron Radiation Lightsource (SSRL) and analyze any SE data collected in the last quarter of the project. (4) Task 4: Present results (conference, workshop, manuscripts); determine optimal characterization techniques most appropriate and useful for potential future work; use the results of this work to develop a description of the room temperature corrosion of Pu.

Conclusion
The goals of this research are to study the ambient oxidation/corrosion mechanism of plutonium using a systematic approach to prepare the specimens; develop the oxide layer as a function of humidity, oxygen content, and exposure; and study the oxide layer using multiple techniques. Expected results include determination of the chemical (e.g. PuO2, Pu2O3, and/or PuOxCy) and structural composition (e.g. crystalline or amorphous) of the surface and bulk oxide layer. These results will help develop a comprehensive picture of the room temperature corrosion of Pu, impacting our understanding of Pu aging in the stockpile.
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Introduction
In nanomaterials (grain sizes less than 100nm), experimental studies and atomistic simulations show that when the characteristic length scale (e.g., layer thickness, grain size) decreases many deformation mechanisms arise that are not active in bulk and coarse-grained material counterparts, such as dislocation emission and absorption at grain boundaries and interfaces, dislocation pile-ups, confined layer slip, and deformation twinning. These alternative deformation mechanisms, along with grain boundaries and bimetallic interfaces, can result in unique material behavior including high strength and improved ductility. As applications for nano-devices increases, there is not only a growing need to ensure reliability, but also the opportunity to engineer materials for specific applications, however a predictive model to address these issues still does not exist.

This project is focused on investigating nanoscale defect/interface interactions, such as nucleation and growth of deformation twins, and dislocation dynamics as controlled by interfaces through development of an innovative three-dimensional (3D) phase field dislocation dynamics (PFDD) mesoscale model that links atomic-scale and nanoscale physics. This model is unique to Los Alamos National Laboratory (LANL), and has great potential to answer many questions about the effects of deformation twinning, and the impact of grain boundaries and heterophase interfaces on dislocation and material strength behavior. The goals of this project include innovative extensions of the 3D PFDD model that will not only be new in the scientific community, but will also answer many questions about dislocation behavior on the nanoscale, particularly at interfaces. The proposed model advancements will be extensions that have not yet been achieved by current phase field dislocation models. These advancements will enable the PFDD model to investigate many defect/interface deformation mechanisms not possible with current mesoscale methods.

Benefit to National Security Missions
Understanding the effects of defects and interfaces on material behavior as materials age becomes increasingly important for determining the performance, reliability, and safety of weapon systems. Los Alamos National Laboratory (LANL) has advanced atomistic and continuum simulation tools, however, it is not clear how to connect information on these two very different length scales. Hence, there remains a computational gap at the mesoscale that translates into a gap in our understanding of material deformation. The phase field dislocation dynamics (PFDD) model aims to fill this gap, and produce predictive multiscale simulations crucial for stockpile stewardship.

The goals of this proposal include innovative extensions of the PFDD model that will not only be new in the scientific community, but will also answer many questions about dislocation behavior on the nanoscale, particularly at interfaces. The proposed model advancements will be extensions that have not yet been achieved by current phase field dislocation models. These advancements will enable the PFDD model to investigate many defect/interface deformation mechanisms not possible with current mesoscale methods.

Progress
The primary goal of this project is to investigate nanoscale defect/interface interactions, such as nucleation and growth of deformation twins, and dislocation dynamics as controlled by interfaces through development of an innovative three-dimensional (3D) phase field dislocation dynamics (PFDD) mesoscale model that links atomic-scale and nanoscale physics. This model is unique to Los Alamos National Laboratory (LANL) and the novel extensions of the PFDD model achieved as part of this project will be both new to the scientific community and answer many questions about disloca-
tion behavior on the nanoscale, particularly at interfaces. Three goals are highlighted in this project: (1) investigate the effects of grain size variation and temperature dependence on deformation twinning in face-centered cubic (fcc) materials, such as copper, gold, and silver, (2) study dislocation behaviors in fcc/fcc multilayers, and (3) account for dislocation behavior in body-centered cubic (bcc) materials, such as tantalum, steel, and niobium.

Over the past year, much progress has been made toward achieving these three goals. A primary focus this year has been on studying the effects of grain size variation and temperature on deformation twinning in fcc metals resulting in several publications (collaborator: Irene Beyerlein, T-3). The PFDD model can study stacking fault and twin formation in nine fcc metals through direct connection to density functional theory (DFT). The model has predicted a new twin formation mechanism called alternate emission (AE), in which two leading partial dislocations, on adjacent planes and opposing grain boundaries, traverse the entire grain cross-section to form a two-layer twin. Current efforts are focused on determining the effects of low temperatures on the twinning behavior in these materials.

Research efforts have also continued to address fcc/fcc bimetallic interfaces in collaboration with Dr. Marisol Koslowski at Purdue University. The PFDD algorithm has been extended to account for the material properties of two different materials and perfect dislocation motion through the interface. This summer Yifei Zeng will return from Purdue to continue this work. His current efforts are addressing partial dislocation and stacking fault behavior through implementation of a complex energy landscape into the PFDD model at the interface region. This advancement follows from atomistic simulations completed in the previous year (collaborator: Ruifeng Zhang, Iowa State).

The final goal of this project requires reformulation of the PFDD model to account for the bcc crystal class. Rebecca Runnels, a student from NM-Tech, is spending this summer working on this problem. She has added new bcc materials to the PFDD model. In addition, she has implemented the necessary crystallographic orientations to account for the bcc crystal structure. During the remainder of the summer, she will address the differences in mobility between edge and screw oriented dislocations seen experimentally. The goal is to study kink formation in bcc metals later this year.

This project has resulted in several collaborations including those spanning divisions/groups within LANL, and external academic relationships. Several publications are currently underway, in addition to those already published or submitted.

Future Work
The goals of this project include innovative extensions of the three-dimensional (3D) phase field dislocation dynamics (PFDD) model that will not only be new in the scientific community, but will also answer many questions about dislocation behavior on the nanoscale, particularly at interfaces.

In the next fiscal year, work will focus on deformation twin formation at low temperatures. In this past year, the PFDD model has predicted a new twin formation mechanism called alternate emission (AE) mechanism. In the upcoming year, we will focus on studying the material and temperature dependence of this new mechanism along with other proposed twin formation mechanisms.

Preliminary simulations with face-centered cubic (fcc)/fcc interfaces have been completed. Following the resolution of a few numerical issues, this upcoming fiscal year we will study transmission of dislocations through copper/nickel interfaces. We will also continue to enhance our interface description by implementing a complex energy description for the interface, which will allow for partial dislocation motion and interaction in the bi-metallic interface region.

New materials and orientations required to model body-centered cubic (bcc) metals such as tantalum, steel, and niobium have already been incorporated into the 3D PFDD framework. Current efforts are focused on accurately accounting for the different mobilities seen experimentally in edge and screw oriented dislocations. Going into the next fiscal year, this will lead to interesting studies on kink formation and propagation in bcc materials. Time permitting, the PFDD model will be extended to account for cross slip, another dominant bcc deformation mechanism.

Conclusion
The primary goal of this proposal is to investigate nanoscale defect/interface interactions, such as nucleation and growth of deformation twins, and dislocation dynamics as controlled by interfaces through development of an innovative three-dimensional (3D) phase field dislocation dynamics (PFDD) mesoscale model that links atomic-scale and nanoscale physics. Model advancements as part of this project include: incorporation of temperature dependence, implementation of a complex description of nanolayer interfaces, and reformulation to account for body-centered cubic (bcc) crystal structures. Development of this computational tool will enable the study of deformation mechanisms at interfaces not possible with current mesoscale methods.
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Introduction
In-situ characterization techniques are now affording direct imaging of metals during synthesis and processing. The pioneering first experiments performed by this team to monitor metallic alloy melting and solidification using x-rays and protons emphasized how structural development in metals can be explained by direct imaging. Feedback from in-situ characterization also enables in-process adjustments to control microstructural evolution and permits the advancement of solidification theory toward the development of predictive solidification and microstructural evolution models. This project explores the influence of a static magnetic field on alloy melt fluid flow and the appearance of the solid-liquid interface of metallic alloys during solidification, demonstrating a new approach to affect microstructural evolution during processing. We directly observe the impact of static magnetic field on fluid flow and modify the solid-liquid interface pattern development during solidification. Melt flows interact with solid interfaces at a variety of length scales, from the macro-scale down to the micro-scale dendritic tips, to influence the distribution of solute in the melt and microstructural evolution. Specific types of macro- and micro-scale fluid flows that are of interest in solidification processing have been achieved in this project by controlling geometry, heat flux, and the application of a static magnetic field. In-situ imaging with synchrotron x-ray radiography at Argonne National Laboratory’s Advanced Photon Source and proton imaging at the Los Alamos Neutron Science Center have been used to observe alloy melt fluid flow, solid-liquid interfacial shape, local composition, and microstructural evolution under the application of a static magnetic field during solidification. Understanding how static magnetic field can influence fluid flow and structural development in metals will enable the achievement of advanced manufacturing initiatives and the creation of materials by design.

Benefit to National Security Missions
Convection of an alloy melt during casting mold filling plays a critical role in the solute segregation that develops at the macro-scale, whereas localized convection cells that develop during solidification drastically influence micro-scale solute segregation and morphological and microstructure evolution. Application of a magnetic field during solidification provides an opportunity to affect alloy melt fluid flow characteristics and the interface shape and dynamic equilibrium at that interface. Materials for the future, including the creation of materials with application-tailored properties to achieve controlled functionality by directed synthesis and processing, is one of three science pillars at Los Alamos National Laboratory. Controlling materials synthesis and processing and the design of materials functionality through the exploitation of defects and interfaces, understanding the dynamic evolution of materials, defect structures, and interfaces, and the use of novel characterization techniques, especially at extremes, are priorities listed in Los Alamos National Laboratory’s Directed Research and Development Defects and Interfaces in Materials (DIM) Exploratory Research Category. These priorities are also reflected in the laboratory’s Matter-Radiation Interactions in Extremes (MaRIE) Signature Facility vision, and are deeply rooted in nationally recognized needs identified by the U.S. DOE Basic Energy Sciences, The National Academies, and the White House Office of Science and Technology Policy’s Materials Genome Initiative (MGI).

Progress
The role of magnetic field on macro-scale alloy melt fluid flow and micro-scale solid-liquid interface pattern development has been examined using real-time x-ray and proton imaging at Argonne and Los Alamos National Laboratories, respectively. X-rays permit microstructural examinations of a small field-of-view in thin metal sections, whereas protons allow for imaging of larger fields-of-view in thin and thick metal sections. Proton imaging was used to measure the macro-scale influences
of a magnetic field on casting mold filling and x-ray imaging was used to observe initial microstructural development in the presence of a magnetic field. These complementary experiments enabled the relative effectiveness of the imposed magnetic field to modify fluid flow and structural evolution to be directly assessed.

For both the x-ray and proton imaging experiments, permanent neodymium-iron-boride magnets were used to provide a uniform static magnetic field. One magnet was placed on either side of the metal sample during casting and solidification. The size, strength and location of the magnets in the experimental area were designed to provide a Hartman number (the ratio of the induced magnetic force to the viscous force) large enough to modify the flow behavior during metal casting. For the relevant geometries, this required an effective magnetic field minimum of ~1200 gauss. The same magnetic field was imposed on samples for both x-ray and proton imaging. The experiments were performed using a tin-27 at.% bismuth alloy to take advantage of the high x-ray absorption contrast between the tin-rich initial solid and the bismuth-enriched liquid during solidification.

Preliminary results from the proton imaging experiments indicate that the introduction of a static magnetic field across the casting mold cavity modified the behavior of the liquid metal during filling. Direct imaging of casting mold filling was performed at imaging rates greater than 10 Hz. These images enabled the first high-resolution measurements of the fluid stream and initial splashing during the filling of the mold cavity to be made. An increase in width of the metal stream was observed in the presence of the static magnetic field, suggesting that the velocity of the falling liquid was effectively decreased. In addition, less splashing and droplet separation were observed during the introduction of the metal to the cavity, resulting in improved filling of the cavity and a decrease in the susceptibility of the part to surface defects that could influence casting quality. Subtle changes in the liquid surface shape during filling were also observed in the presence of the static magnetic field.

Direct imaging of solidification with x-rays enables the measurement of branched (tree-like), dendritic structures that form as the first solid in the metal. In the presence of a static magnetic field, overall refinement of the dendritic structure was observed (i.e., decrease in spacing between the primary dendrites). Reduced dendritic spacing is essential for improving the properties and performance of cast parts. The appearance of the dendritic side branches also changed with the application of static magnetic field. The branches became more frequent, but less prone to further growth, implying that the fluid flow and mixing adjacent to the dendrite arms was effectively suppressed.

In addition to the direct imaging experiments, finite element modeling was performed to estimate the fluid velocities in the liquid in the absence of an imposed magnetic field. These results suggest that complex convection cells develop, even in relatively thin samples, which will affect solidification front development. These results will be compared to the x-ray and proton images obtained under a static magnetic field to further our understanding about how magnetic field effects might be incorporated into modeling.

**Future Work**

We will continue to analyze the data from the existing x-ray and proton imaging experiments with a static magnetic field, focusing on how static magnetic field affects macro-scale fluid flow and microstructural development for a publication. We will also compare the proton imaging movie of a casting with finite element casting simulations to suggest mechanism(s) for understanding the long-range influence of static magnetic field on casting technology.

**Conclusion**

In this project, we explore the role of static magnetic field on alloy melt fluid flow and solid-liquid interfaces during solidification relevant to casting mold filling and microstructural evolution. We use synchrotron x-ray and proton imaging to create movies during solidification to monitor the potential for static magnetic field to modify fluid flow and solid-liquid interface pattern development. The use of static magnetic field during solidification will provide a set of broadly applicable microstructure and property control schemes for the creation of structural alloys.
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Introduction
A fundamental study of the effect of pre-existing interfacial structure on the joinability and resulting material properties of bulk nanostructured metals (BNMs) is proposed. BNMs, due to the nanometer length scale, have material properties and behaviors that arise as a result of two factors: 1) interfacial type and 2) interfacial density. Success has been achieved in fabricating strong and lightweight BNMs with industrial methods that exhibit properties that far exceed those of bulk metals through purposeful manipulation of both interfacial density and interface type. In order for BNMs to be used in engineering applications, however, the reaction of the interfacial density and interface type to industrial joining processes must be evaluated.

The Cu-Nb bimetallic multilayer nanocomposite system has been selected as the model system for the proposed work. Controlled interfacial structures and controlled nanoscale interfacial densities in a bulk sheet form appropriate for joining studies have been demonstrated at LANL. Understanding the physics that govern the dynamic and thermal stability of interfaces in Cu-Nb nanolamellar material will be valuable for the joining of any material, BNM or otherwise, where interfaces comprise the primary control on material behavior and properties.

Cu-Nb multilayers also exhibit outstanding material behavior such as high strength, thermal stability, and ultrahigh resistance to both shock and radiation damage. Given the properties exhibited by Cu-Nb composites, a range of potential applications exist such as nuclear fuel cladding, armor for defense applications, and as a strong, lightweight structural material in transportation. A secondary goal of this proposal, therefore, is to explore methods for joining Cu-Nb nanolamellar material in order to unlock its potential as a lightweight manufacturable nanolayered composite.

Benefit to National Security Missions
Fossil Energy, DOD, Commerce and Transportation
If joining of bulk nanostructured metals (BNMs) is successful, this class of materials could reduce vehicle weight significantly without compromising and, perhaps, enhancing safety. These materials are lightweight, strong, and resistant to shock damage making BNMs useful in reducing weight of both civilian passenger cars and military vehicles. This reduction in weight would reduce the amount of fossil fuels needed providing more fossil energy security.

Nuclear Energy
Materials in nuclear fuel reactors experience extreme radiation and temperatures over their lifetimes. BNMs have exhibited ‘self-healing’ interfaces that both remove radiation damage and provide thermal stability. These interfaces would enable significantly improved safety, performance, and lifetime length for future advanced reactor and fuel cycle design.

Basic Understanding of Materials
Although it is clear that interfacial type and density control properties in BNMs, the stability of these interfaces under joining conditions has not been well-studied. Only recently has a BNM with tailored interfacial types and densities been fabricated. With this material in hand, concentrated studies on the relative stability and dynamics of various interfacial structures can commence.

Matter-Radiation Interactions in Extremes (MaRIE) Signature Facility
This study will investigate the stability of a well-controlled and well-characterized microstructure under the extreme conditions of radiation and joining. The current study will make use of ex situ characterization techniques that provide static properties. These results could form a seed study for future work at the MaRIE facility where in situ techniques could be used to manufacture specific microstructures under dynamic control.
Progress
The overall goal of the project is to study the effect of pre-existing interfacial structure on the joinability and resulting material properties of bulk nanostructured metals (BNM). Success has been achieved in fabricating strong and lightweight BNMs with industrial methods that exhibit properties that far exceed those of bulk metals through purposeful manipulation of both interfacial density and interface type. In order for BNMs to be used in engineering applications, however, the reaction of the interfacial density and interface type to industrial joining processes must be evaluated.

Over the past twelve months, the work has focused on achieving the four goals seen below and progress to this point will be described in their context.

Goal 1: Identify differences in welding parameters that can be associated with interfacial type and density
Correct tool design is of critical importance in successfully butt-welding plates of Cu-Nb nanolamellar composites with individual layer thicknesses of 200 nm. It was found that pin diameters and shoulder features needed to be redesigned from those previously successful for bead-on-plate welds of Cu-Nb nanocomposites. Within the single-pass butt-welds, a substantial decrease in equiaxed nanocrystalline grain structures (as seen in bead-on-plate welding) was noted. Further characterization is required to confirm a refined lamellar microstructure, however, this result marked the first time that a solid-state joining technique was utilized to weld metallic nanocomposites without compromising the initial lamellar microstructure.

Goal 2: Investigate stability of interfacial types and densities under the effects of joining
In the case of bead-on-plate welds, transmission electron microscopy was utilized to investigate nanocrystalline grain diameters in the refined and equiaxed weld nugget microstructure. A Lujan proposal has been submitted to extract the general texture of the weld nuggets for bead-on-plate welding was noted. Further characterization is required to confirm a refined lamellar microstructure, however, this result marked the first time that a solid-state joining technique was utilized to weld metallic nanocomposites without compromising the initial lamellar microstructure.

Goal 3: Investigate stability of mechanical properties after joining
Mechanical properties were tested with both traditional nanoindentation and spherical Nanoindentation for bead-on-plate welds in the parent material, in the weld affected zone, and in the weld nugget. Measured hardnesses within the weld nugget for the material is 200% greater than the parent material and 20% greater than the strongest Cu-Nb multilayer composite fabricated thus far (a Cu-Nb multilayer with nominal layer thicknesses of 7 nm). This increase in strength is likely connected to the microstructural change from lamellar type structures to a nanocrystalline microstructure with grain diameters <10 nm. With a 3D as opposed to 1D nanoscale constraint, active plastic deformation mechanisms have changed leading to a significant strength enhancement. It should also be noted that the technique of spherical nanoindentation was extended to bimetallic nanocomposites for the first time in this study allowing for the extraction and confirmation of hardness, flow stress, and elastic stiffness. Current work is focused on investigating mechanical properties using the above listed techniques as well as macroscale tensile testing for butt-welded Cu-Nb plates.

Goal 4: Publicize results
Three invited talks were given by the PI at the TMS 2014 Annual Meeting, the Thermec’ International Conference on Processing and Manufacturing of Advanced Materials, and the Pacific Rim Internal Conference on Advanced Materials and Processing. Three contributed talks have also been given by students who have worked on the project at other conferences.

Future Work
Over the next twelve months, the focus of the work will be on accomplishing these five tasks:

Task 1) Utilize friction stir welding to butt weld Cu-Nb nanolamellar plates of varying overall plate thicknesses and tool geometries.

Task 2) Characterize interfacial type, interfacial density and microstructure after joining to the extent possible afforded by the length scale of refinement utilizing diffraction, electron microscopy and optical microscopy.

Task 3) Utilize traditional nanoindentation and tensile testing prior to and after radiation treatments to characterize the strength of the weld.

Task 4) Submit results to a peer-reviewed journal.

Task 5) Present results in a conference talk.

Conclusion
The technical goal is to join two sheets of Cu-Nb bimetallic multilayer nanocomposites such that properties like
strength, radiation damage resistance, and thermal stability are maintained or enhanced. Joining will be attempted on Cu-Nb materials that exhibit three different interfacial types and two different interfacial densities. Through this study the relative effect of interfacial type and density on joinability can be studied as well as the stability of various interfaces under extreme strain. In addition, if joining is successful while maintaining the material properties, the last hurdle inhibiting bulk metallic nanocomposites from use as structural materials will have been overcome.

Publications
Introduction
Calcite (the most stable form of calcium carbonate, CaCO3) is an important mineral phase in both environmental systems and energy applications. Calcium carbonate is considered the long-term sink for atmospheric carbon dioxide (CO2), and thus the process by which CO2 is trapped and transformed to stable carbonate minerals is of great fundamental and practical interest. The main goal of this project will be to isolate and characterize the atomic interface structures that facilitate precipitation and dissolution of carbonate species under conditions found in underground reservoirs for CO2 sequestration.

There are many challenges to probing the relevant interface reactions experimentally: in bulk carbonate systems, the solid/fluid interface represents a very small proportion of the total system, resulting in low signal strength for many experimental measurements. Additionally, standard diffraction (the usual means of determining atomic structure) is intrinsically insufficient due to the amorphous nature of the fluid phase and the non-periodic/highly disordered interface with the solid phase. As a further complication, the sequestering of CO2 in underground reservoirs occurs under hot, pressurized conditions. Appropriate sample environments further reduce signal from the interface. All these factors have hindered progress in experimentally probing the atomic interface structures controlling precipitation and dissolution of carbonates at crustal conditions.

We will use advanced scattering techniques based on neutron total scattering measurements to target the atomic structure at the interface between the mineral calcite (and other carbonate species) and water/carbon dioxide fluids at elevated temperatures and pressures. The approach will involve a size dependent (and therefore surface area dependent) set of carefully characterized nanocrystalline samples, high pressure and temperature sample environment development for local structure measurements, and differential neutron total scattering measurements with fluid-solid mixtures. Along the way we will advance techniques based on neutron diffraction for characterizing the atomic structure at the interfaces of fluids and nanomaterials.

Benefit to National Security Missions
Understanding the behavior of mineral interfaces in geothermal fluids is important for expanding many of the earth’s energy options, including geothermal production, hydrocarbon extraction, and geologic carbon sequestration. Successful study of the interface reactions in the CaCO3/D2O/CO2 system directly supports the missions of reducing climate and energy impacts, and enabling environmental remediation and restoration.

Sample environment capabilities and modeling methodology developed with this work will also provide new or improved research tools for probing complex materials, relevant to the MARIE and NNSA missions of LANL and the DOE Office of Science, as well as DOE Fossil Energy, and Nuclear Energy Programs. For instance, the temperature and pressure regimes and length scales of interest in this study are directly applicable to optimizing hydrocarbon extraction from oil and gas reservoirs and understanding corrosion and scaling in nuclear reactors.

Progress
Neutron and X-ray total scattering measurements and atomic pair distribution function (PDF) analyses of several calcium carbonate crystalline polymorphs, including calcite (micron-sized bulk grains and 40 nm particles), aragonite and monohydrocalcite have been completed during the last run cycle at the Lujan Center, LANL and the Advanced Photon Source (APS), ANL. Characterization of these carbonate polymorphs provides reference structural information and model-independent local structure comparisons for the early stages of carbonate mineral growth.
Two days of synchrotron X-ray total scattering beamtime were awarded through the APS competitive proposal review process to investigate the interfacial reactions and growth of calcium carbonate minerals in controlled pore glass (CPG) substrates. The approach involves the use of well characterized CPG powders (with tunable pore wall chemistry) and a fixed chemistry of carbonate growth solution as a reasonable proxy for studying the carbonate mineral precipitation in reservoir- and cap- rock for sequestration.

The engineering design, assembly, and successful commissioning of the new NPDF fluid cell apparatus for pressure and temperature ranges up to 144 MPa and 550 K was completed in the 2013-2014 Lujan Center run cycle. High quality PDF data were collected in the apparatus for supercritical and subcritical CO2 fluids. This result and high pressure/temperature fluid cell applications were advertised at the 2014 ACS spring meeting (March 16-20) and 2014 American Crystallography Association Annual Meeting (May 17-21) and American Conference on Neutron Scattering (June 1-6). This has resulted in a significant new sample environment for the local structure and neutron scattering community.

**Future Work**

Work this upcoming fiscal year will utilize our developed sample environment for in situ neutron local structure studies:

- **Isotherm evolution of intermolecular structure in supercritical CO2 and CO2/D2O mixtures:** We propose to perform in situ total scattering measurements on neat CO2 and CO2/D2O mixture along an isotherm of 320K. The measured PDFs will be interpreted by direct fits with the corresponding molecular simulations and the results will also be used as the reference bulk CO2 structures for future studies on CO2 fluid-mineral interactions.

- **Probing CO2 sorption in porous material:** Monitoring the sorption mechanism and the structural characteristics of confined phases: We will complete experiments on CO2-matrix interactions, exploring interfacial phenomena such as the wetting and adsorption for variable pore geometries or pore wall chemistry at conditions approaching/crossing into the supercritical regime. We aim to establish the nature, bonding, and density of absorbed species on SiO2 substrate, how many fluid monolayers participate in surface processes, and how these characteristics are affected under crustal conditions suitable for geologic carbon sequestration.

Mineral formation at the surface of nano-calcite: a high pressure, high temperature local structure study: The mineral phases of calcium carbonate are important in both natural systems and energy applications. There are six different crystalline polymorphs at ambient pressure: anhydrous phases (calcite, aragonite, and vaterite), hydrated phases, and amorphous calcium carbonates. This experiment will study the growth of calcite nanoparticles in situ at temperatures and pressures expected in sequestration environments.

Transformation of amorphous CaCO3 during carbonate mineralization: Another neutron total scattering experiment will be completed at the NOMAD instrument at the Spallation Neutron Source, ORNL at ambient pressures. The experiment will follow the role of water on the structural stability and transformation of metastable hydrous amorphous calcium carbonate to calcite.

**Conclusion**

We will isolate and characterize the atomic interface structures that determine precipitation and dissolution of carbonate species under conditions found in underground reservoirs. Conversion of CO2 into solid carbonate phases will provide the largest storage capacity within porous sandstone saline aquifers, and prevent leakage through cracks and fissures in shale and salt capping layers. Understanding the species (composition and structure), conditions (temperature and pressure), and processes involved in the formation of stable carbonate minerals will aid modelers in building more realistic simulations, help to predict the success of geologic repositories, and assist in identifying candidate sites for sequestration.

**Publications**


Introduction
The purpose of this project is to develop an experimental setup capable of tracking electron dynamics in correlated electron systems. The time scales involved will be on the order of attosecond (10^{-18} s). This will be the first system of its type and what we are attempting to measure will be the first observations of such dynamics. The goal of the project is to gain insight into quantum coherent electron behavior in solid state materials. The majority of attosecond experiments thus far conducted have concentrated on single atom dynamics in gases and molecules, while applications to condensed matter, especially coherent dynamics, are few. The project will focus on the measurement and first observations of quantum multi-path interference in 5f Mott insulators and 4f heavy fermion materials. The materials will be optically pumped with an infrared laser pulse and probed with a soft x-ray, attosecond laser pulse. This will enable the transient recording of the excited state dynamics. The experiments will require development of an attosecond transient reflectivity apparatus - a unique setup currently not in existence in the U.S.

The system itself will be constructed using the most cutting-edge techniques in interferometer stabilization, nonlinear optics, and state-of-the-art attosecond pulse generation methods. Such techniques have only been demonstrated a few times worldwide. Once the experimental attosecond source setup is demonstrated, materials of interest to the Department of Energy, namely f-electron systems and systems with correlated electrons, will be tested. The expected observed phenomena will be the first ever of such measurements. The data analysis will be conducted with the expertise of Los Alamos material scientists.

Benefit to National Security Missions
The specific contributions that our work makes are almost entirely in the areas of the basic understanding of materials as well as overall scientific advancement. The work will be of particular interest to DOE/SC and the scientific discovery and innovation missions. We will be looking at the fundamental time evolution of electron dynamics within solid materials using newly developed attosecond spectroscopy techniques. The questions we can address involving correlated electrons in Mott insulators and 4-f heavy fermion materials should greatly expand the laboratory’s knowledge base and will be compared to theoretical models that have been developed at LANL. The materials chosen for this work were also specifically selected to address issues pertaining to nuclear nonproliferation, and nuclear fuel research. The initial experiments will be performed on Indium-rich CeCoIn5 which shares similar properties to nuclear fuel compounds while secondary experiments will address issues in UO2, a known nuclear fuel product, directly. Finally, the work will address issues related to the MaRIE project. Our work will enable an important in situ characterization capability for materials that can be studied with the MaRIE facility in the future. Even more basically, the attosecond source and spectrometer that will be developed can easily be applied for studying simpler atoms, molecules and possibly even biological samples. This will provide another tool for time resolved studies in the areas of fundamental chemistry and biology.

Progress
This past year, the laser system has been upgraded to output 35 fs laser pulses with 6 mJ pulse energy. The hollow core fiber assembly has been completed and shown capable of generating broad spectra capable of supporting sub 10 fs laser pulses. The system design was completed and all of the major equipment has been purchased. As the equipment arrives, the system is being constructed. So far the optical table has been set up along with the layout for the hollow core fiber and vacuum system. The optics for the interferometer have been initially laid out and soon spatial and temporal overlap will be completed. The initial samples will be Ce and UO2 and we have them ready to be used once the
Future Work
In the upcoming fiscal year, we plan to begin the source development during the first couple of months followed by data acquisition. The plan of the previous year was modified so that all equipment was purchased at once and upfront so as to maximize the amount of time spent taking data in the second year. Since the hollow-core fiber assembly is complete as well as the upgrades for the laser system, the next step will be vacuum chamber construction and alignment of the XUV optics. This will be followed by characterization of the attosecond laser pulses via reflectivity measurements off of gold mirrors. Upon satisfactory completion of the attosecond pulse characterization, spatial and temporal overlap will be found at the location of the sample position. Once this is complete, samples that are already available will be installed for preliminary data acquisition.

Conclusion
The ultimate goal of the project is to gain unprecedented insight into quantum coherent electron behavior in solid state materials. We propose to exploit unique phenomena in 5f Mott insulators and 4f heavy-fermion materials to demonstrate quantum multi-path interference effects in the attosecond response of these materials to an infrared laser pulse. This will require development of an attosecond transient reflectivity apparatus. We will show that the application of attosecond pulses to solid state materials can provide essential information about the dynamics and coherence of electrons.
Investigating the Itinerant to Localized Crossover of the 5f Electrons in Plutonium Alloys and Compounds

Paul H. Tobash
20120736ECR

Abstract
Now more than ever, it is apparent that the 94th element in the periodic table, plutonium, offers challenges in the areas of metallurgy and physics. Perhaps the biggest question that needs to be answered is how to understand the true nature of the 5f electrons of Pu that have been shown to exhibit both itinerant (delocalized) and localized behavior. The controversy on explaining the absence of local magnetism in elemental Pu is the ultimate issue this work addresses. Electronic structure calculations have suggested the ~20% volume change from δ-Pu to α-Pu can only arise from the formation of magnetic moments (e.g. increase in lattice spacing). The experimental evidence however is not consistent with this picture where no magnetism is detected [1]. Thus, we propose to synthesize Pu binary alloys that can be directly compared to elemental δ-Pu.

Ultimately, we will be able to determine the critical compositions for a number of LANL mission-relevant binary alloys where magnetism emerges and eventually vanishes, as one moves closer to “δ-Pu”-like compositions. After preparing these alloys, we will probe this crossover behavior by measuring their physical properties, which include magnetic susceptibility, heat capacity, and electrical resistivity. The ability to “freeze out” the complicated physics using low temperatures will be necessary in order to study electronic correlations and detect the presence of magnetism. Thermal expansion measurements will be utilized via a new low temperature dilatometry setup in order to gain insight on volume changes resulting from the presence of magnetic moments. This allows for a link into the expected pressure dependence of the materials using the Ehrenfest relationship [2]. This would be a significant part for the synergy of the experiment/theory framework of fundamental Pu physics because the invaluable input parameters for first principle band structure calculations based on Density Functional Theory (DFT) methods.

Background and Research Objectives
The duality of the 5f electrons, sometimes dubbed as “the correlated electron problem,” has its roots in Pu that resides at the boundary between the extremes of localized and delocalized behavior. As shown by Boring and Smith, the Wigner-Seitz atomic radii plotted as a function of the atomic number of the actinides, places δ-Pu at the jump between the regimes where the 5f electrons of the actinides act as metallic states (e.g. Np metal) and atomic states (e.g. Am metal). δ-Pu’s position within the family of actinides indeed shows evidence for metallic and atomic electrons where complete bonding or nonbonding states cannot entirely explain its physics. This feature becomes even less pronounced when one moves towards the metallic side where α-Pu resides and is associated with nearly a 25% reduction of the unit cell volume per atom. This larger unit cell volume of δ-Pu is often suggested to arise from the emergence of magnetic moments present there. However, the recent work by Lashley and co-workers shows no evidence for localized magnetic moments as suggested from magnetic susceptibility studies. Indeed, the crossover of magnetic to nonmagnetic behavior is very clear with the gamma to alpha transition in Ce, sometimes envisioned as a “surrogate” to Pu, where the volume changes by an almost comparable 17%. This transition, which is characterized as a Mott-like transition, is easily associated with a noticeable change in the magnetic susceptibility moving from temperature-dependent Curie-Weiss behavior (γ-Ce) to a small nearly temperature independent behavior (α-Ce). The problem is that the crossover in Pu is not as straightforward and therefore must be tracked more systematically in closely related Pu-rich alloys that are expected to show localized magnetism. Indeed, there have been a number of suggestions to explain this absence of magnetism in Pu such as Kondo shielding arguments where the conduction electrons begin to screen the magnetic moments or electron pairing correlations where itinerant states appear but the true nature of the 5f’s remain unclear.
The presence of magnetism can also be tracked from thermal expansion measurements at low temperatures where magnetism is expected to occur. Since the presence of magnetism is related to a localized (or nonbonding) configuration of 5f electrons, dilatometry can be a very sensitive probe to measure the lattice expansion associated with the incipient magnetic moments. Once we obtain the change of the thermal expansion coefficient, we can estimate the expected pressure derivative for the 2nd order phase transition using the Ehrenfest relationship written as $d\frac{T_{\text{crit}}}{dP} = \frac{[(V_m\Delta\alpha iT_{\text{crit}})/\Delta C_p]}{\Delta C_p}$ where $V_m$ is the molar volume, $\Delta\alpha_i$ is the change in the volume thermal expansion coefficient, and $\Delta C_p$ is the change of the specific heat at the transition. A negative value from this relation indicates that the ordering temperature should decrease with increasing pressure (smaller molar volume), whereas a positive value indicates that the ordering temperature should increase with pressure. To a first approximation, we may suggest that the nonmagnetic smaller Pu$^{2+}$ configuration (5f$^6$) compared to the magnetic and larger Pu$^{3+}$ (5f$^5$) would be favored under pressure. This situation would move into the left side of the Doniach diagram where Kondo interactions (TK) would screen magnetism and therefore dominate the coupling of magnetic moments (RKKY).

**Scientific Approach and Accomplishments**

The aim of this project is to understand LANL relevant binary alloys at a fundamental level. This includes having the ability to synthesize bulk and high purity samples either in single crystalline or polycrystalline form. Once these samples are satisfactorily made then the study of their physical properties can be carried out. We will now be subjecting these already synthesized materials to numerous measurements all of which are spelled out in the project as well as many addition ones (future collaborations at LANL and outside). These are highly motivated experiments due to the availability of the samples and of which have not been subjected to detailed characterization studies at least in the last decade or more. Due to the rarity of having these samples available to fellow LANL colleagues as well as offsite collaborations, we plan to make available various amounts of these materials dedicated for future measurements.

As to date, we can make samples of PuX$_3$ and Pu3X as well as the newly studied Pu6Fe that were all targeted in the project. The purity of Pu3X stills warrants some work in possibly introducing longer annealing times but after our diffraction measurements we plan to measure magnetic susceptibility in order to see where the magnetic ordering temperature occurs. They will later be used in the newly assembled low temperature dilatometer that will be utilized to further confirm this onset of magnetic order. The list below shows the significant milestones to date in the project:

- Two capabilities set up during project (capacitance dilatometry and induction melting)
- Pure samples of PuX$_3$ synthesized and characterized (single crystals!)
- Pu$_3$X reactions (Ga) working on phase purity and measurements (annealing efforts of polycrystalline samples end of December)
- First heat capacity and electrical resistivity measurements on δ-Pu 7at%Ga (baseline material)
- A sample of bulk Pu$_{6}$Fe has been made
- Electronic structure calculations were completed on PuIn$_3$, PuSn$_3$, and Pu$_3$X
- Presented some of this work at XIII International Workshop – Fundamental Properties of Plutonium (Sarov, Russia) and will present at Pu Futures in 2014
- External measurements on PuSn$_3$ (XES)
- Developed encapsulation for low temperature Pu thermal expansion (capacitance dilatometry)
- Investigating an additional thermal expansion technique demonstrated on PuRhIn5 and PuCoGa$_5$ (Marcelo Jaime, Ross McDonald, Mark Wartenbe) – Fiber optic gratings

For the success of this project, several binary compounds need to be synthesized and will further be subjected to fundamental studies in order to shed light on understanding the “Pu problem” in condensed matter physics and the reason why magnetism is so hard to detect in the α-Pu and δ-Pu allotropes. This study therefore requires an array of samples for these future studies such as ARPES and XAFS. As explained earlier in the report, the phase space between the end members of the “Pu-lean” composition such as PuX3 and the “Pu-rich” Pu3X including δ-Pu will help probe these questions. This project was meant to provide a fundamental understanding and lay the necessary groundwork for further more systematic and detailed Pu alloy work that is of immediate interest to LANL.

The structure of PuX$_3$ is cubic and its crystallographic arrangement can be seen in Figure 1. These compounds crystallize with the cubic space group Pm-3m No. 221) [3]. In this structure, the Pu atoms are located at the corners of the primitive unit cell as shown in Figure 1, in which cuboctahedra PuX$_3$ blocks form a 12-membered polyhe-
dron of the X atoms around a central Pu atom. With the Pu atoms located at the corners of the primitive unit cell, the X atoms form six-membered octahedra centering this unit cell. This building block forms the basis for a number of related PunMnX3n+2m compounds. The crystal structure of Pu3X is the same as the PuX3 compounds however the crystallographic sites are reversed. As shown in Figure 1, now the Pu atoms form the six-membered octahedral and the X atoms are located at the corners of the primitive unit cell. With the different X atoms in the Pu3Ga, Pu3In, and PuSn3 structures these Pu-Pu bonding contacts will change and measure on the order of 3.276 Å in Pu3Ga, 3.192 Å in Pu3Ga, and 3.345 Å in Pu3Sn. All of these distances are close to those found in δ-Pu which measure 3.276 Å and therefore make an ideal study for structure/property comparisons.

The data shown in Figure 2 compiles the measurements done on the PuX3 compounds up to date. The PuIn3 compound shows an anomaly at TN = 14.5 K and signals the onset of magnetic order. A fit to the data above the ordering temperature yields an electronic specific heat γ = 307 mJ/mole K2 that suggests a large effective mass along with a Debye temperature of θD = 186 K. The two PuGa3 compounds (one with hexagonal symmetry and the other with trigonal symmetry) show peaks corresponding to magnetic order. These show up at TN = 24 K and TC = 20 K. Both of the compounds have enhanced Sommerfeld coefficients of 100 mJ/mole K2 (trigonal PuGa3) and 199 mJ/mole K2 (hexagonal PuGa3). The PuSn3 compound synthesized in single crystalline form shows no indication for long-range magnetic order down to 2 K and also has a very small Sommerfeld coefficient from specific heat corresponding to about 13 mJ/mole K2 [4]. Lastly, the specific heat data of the δ-Pu sample that was used as “baseline” material for our measurements is depicted in Figure 2. As can be seen, it scales very nicely with the other compounds having a Debye temperature of 113 K.

Measurements on the Pu3X compounds will be finalized when the samples are finished annealing (we have discovered from this project that the annealing times can be on the order of a month or more). We will later cool the physical property measurement system for the subsequent measurements. This will also include the newly assembled thermal expansion setup. This setup is discussed later on in the report.

The powder pattern for Pu3Ga is shown in Figure 3a. This compound is critical for an understanding of the expected magnetism in the compound that was reported earlier by our Russian colleagues. Figure 3a shows the raw data collected after the 1 month anneal on the Pu3Ga was complete. This sample was prepared from the newly installed induction furnace in the CMR facility. The sample was wrapped in Ta foil and heated to 500 oC where it was allowed to dwell for 1 month. The data indicates that the compound was formed but also some peaks belong to an unwanted Pu oxide side product. Due to the similarity of the binary phase diagrams for the Pu-X compounds targeted in the project, the same experimental conditions are used on the Pu3In and Pu3Sn compounds. Results for these compounds are still pending analysis. As can be seen from the “Pu-rich” phase diagram in Figure 3b, we have laid the groundwork for some further studies including synthesizing other compositions to fill in the gap in the relatively unknown phase space. This will allow for a systematic way to track the structure/property relationships in the binary system of alloys to be made in the future. We also plan to characterize several samples relevant to this project that were obtained from an AWE collaborator (David Wheeler). These measurements are scheduled to happen in the next coming months.

Another aspect of the project that we provide results for are the targeted electronic structure calculations for the compounds. These results are summarized in Figure 4. As can be seen in Figure 4a, the band structure plots for PuIn3 and PuSn3 compounds are very different [5]. This is expected due to the different magnetic properties of both compounds (PuIn3 shows antiferromagnetic order while PuSn3 shows temperature independent paramagnetic behavior). The band structure plots provide information on the strength of the hybridization between the Pu 5f and the ligand p states that will help in better understanding the delocalized/localized nature of the Pu 5f states. In PuSn3, the Fermi surface topology shows no clear indication for surface nesting which might explain the absence of magnetism in the compound. In PuIn3, the Fermi surface topology shows nesting and therefore the magnetic instability for antiferromagnetic order should be favored. This is indeed true because from our specific heat measurements we observe antiferromagnetic order at 14.5 K. For the Pu3X compounds (Figure 4b) first-principles calculations were completed to determine the electronic density of states. Since there is hybridization not only between the Pu 5f and 6d states but also between the Pu 5f and ligand p states, it was determined that the latter hybridization controls the effective band width of the 5f states with Pu3Sn being the least delocalized [6].

One final aspect of the project was to develop the low temperature dilatometer to be used to measure thermal expansion of Pu alloys. This device was assembled and is working [7]. It can be seen in Figure 5. The setup utilizes capacitance dilatometry to measure the thermal expansion.
of the synthesized Pu alloys and compounds. It will work from the large temperature range of 300 K to 2 K and is designed to safely fit into a commercial available property measurement system from Quantum Design. A G10 sleeve is also used in order to work safely with actinide materials and stop the risk of contaminating the sample chamber. The sample cell can accommodate a range of sample sizes and geometries. For data collection, the capacitance is recorded off an Andeen Hagerling 2550A Single-Frequency Ultra-Precision Capacitance Bridge and the temperature is recorded from a Cernox 1030 thermometer from Lake-shore Cryotronics along with a Neocera temperature controller. Everything is recorded into a Labview program and can be read from a simple ASCII data file for plotting and analyzing the data. The setup is working and will be used to measure the thermal expansion of the alloys once the characterization is complete. This data will then be used to estimate the expected pressure derivatives of the samples that can be obtained from the Ehrenfest relationship and using the already obtained specific heat data.

Impact on National Missions
The close relationship this project has to the new “Integrated Pu Science and Research Strategy” positions it as a significant area of research and high payoff for LANL and NNSA missions. The low temperature dilatometer represents an important new capability in our toolbox to better elucidate Pu physics and the approach is applicable to other important materials such as lanthanides.

Figure 1. The crystal structures of the cubic PuX and PuX compounds. Notice the similarities of both structures that have X atom octahedral and Pu atom octahedral respectively. The unit cell is depicted with solid lines in both structures.

Figure 2. The specific heat data for the PuX (X = Ga, Sn, In) and δ-Pu (7at%Ga) samples plotted as C/T vs. T. The occurrence of magnetism is confirmed from the strong anomaly in the C/T data.

Figure 3. (a) The X-ray powder diffraction pattern for the synthesized PuGa after annealing for 1 month. The red arrows indicate the expected Bragg peaks corresponding to the cubic symmetry. The peaks marked by blue stars are from the sample holder. (b) The Pu-Ga phase space from 75at%Pu to pure Pu.
Figure 4. The band structure plots for PuSn and PuIn along with their respective Fermi surface plots below each. (b) The electronic density of states for the Pu-rich PuGa, PuIn, and PuSn. The plots show the Pu-5f, Pu6d, and X-4p or 5p hybridization.

Figure 5. The assembled low temperature dilatometer to measure thermal expansion. The design was based off of the model proposed by Schmeideshoff [7]. The G10 sleeve allows for an encapsulated setup for measuring actinide materials safely in the physical property measurement system (PPMS).
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3-Dimensional Characterization of Nuclear Fuels: Microstructural Evolution under Representative Temperature and Thermal Gradients
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Introduction
Recently, interest in nuclear energy in the United States has surged with increased efforts to extend the lifetime of the current fleet of reactors and to develop advanced reactors which operate at higher temperatures and use fuel to higher burn-up. Safety margins and predictions of the engineering performance of nuclear reactor fuel rely on modeling codes used to predict dimensional change, stress state and fission gas release as a function of burn-up and temperature history. Thermal conductivity is the single most important material parameter in these codes and is heavily dependent on microstructure e.g. grain morphology, porosity, etc. To date, empirical and phenomenological descriptions of the evolution of the microstructure of fuel materials are used to calculate the thermal conductivity, but this leaves huge uncertainties and necessarily results in large safety margins and inherently inefficient use of resources as well as increased production of waste.

The goal of the proposed research is to advance the understanding of the microstructural evolution of nuclear fuel materials under conditions simulating those perceived during manufacture and in-pile. Specifically, we will monitor grain morphology, pore migration, chemical segregation, and fission gas transport in nuclear fuels under processing temperatures (~1650ºC) and under service conditions (thermal gradient of 1000ºC/5mm). Toward this end, we will develop high energy synchrotron x-ray techniques for characterization of fuel under representative temperature conditions. These techniques provide a non-destructive means to monitor the evolution of fuel microstructure under representative conditions. The results will be used by researchers across the nation working on multi-length scale modeling of ceramic nuclear fuels.

Benefit to National Security Missions
The work is directly relevant to DOE NE (nuclear energy) in that it provides data that will be used to validate computational models which are currently being developed as part of DOE NE. It will advance the field of ceramic nuclear fuels specifically, and ceramics in general. The development of the technique is directly relevant to the Materials and Radiation Interaction in Extremes (MaRIE) project in that one would imagine every sample run in the multi-probe diagnostic hall (MPDF) first being characterized with the high energy diffraction microscopy (HEDM) developed herein. This technique development is particularly relevant to the nuclear stockpile mission in that it will focus on specific advances necessary to study high-Z number materials with x-ray diffraction and tomography.

Progress
An invited talk was given at the MECA SENS (Mechanical Evaluation of Stress Using Neutron and Synchrotron X-ray Scattering techniques) in Sydney Australia and proceedings published in Materials Science Forum. Also, the PI was invited to brief DOE-NE on the project, opening the doors for future programmatic funding. The presentation was very well received. Further, a seminar was given to the Nuclear Energy group at Argonne National Lab which will result in future collaboration (they will provide samples for future measurements) and they have requested help in building the science case for XMAT, a beam line designed for in-situ ion irradiation of materials.

Collaborations have also been initiated with Mike Tonks at INL. At his request, we sent data representing an observed microstructure. They have generated a virtual microstructure which can be interpreted by the MAR-MOT code. They are awaiting our in-situ experiments in July/August. Once complete, we will supply them with the run conditions (e.g. time and temperature). They will model the evolution of the virtual microstructure under identical conditions using our observed microstructure evolution as direct validation of the simulation. This is a level 2 milestone for the NEAMS program. Also, we were
invited to be part of an EFRC proposal on similar work. Unfortunately, that was unsuccessful.

In terms of measurements, we have collected and analyzed data on three Urania samples with different oxygen content, UO2, UO2.11, and UO2.16. We have observed that the grain development during sintering depends on the O content. This result is currently being written up for publication. Also, we completed SANS (Small Angle Neutron Scattering) during interrupted sintering of a green UO2 pellet. Microstructural evolution is obvious in the data, which is currently being analyzed and will be presented at NuMat in October. A proposal has been submitted for in-situ sintering in the next Lujan run cycle. This data has garnered interest from the DOE fuels program lead (Ken McClellan) and a collaboration with Japanese researchers on aged fuel is in the works.

We have been granted beamtime for 3 experiments in the summer of 2014, 2 HEDM experiments at Diamond (UK) and the APS (Chicago) on UO2 at temperature and a SAXS measurement on IBAD (ion bombardment assisted growth) samples which have been impregnated with Xe. The UO2 samples are ready. The high temperature furnace has been demonstrated and control issues are being rectified. The first of the IBAD samples are complete. We are in discussions with the safety committee at APS for the high temperature measurements.

These results are consistent with the milestones for this project at this time.

**Future Work**

- Analyze grain boundary statistics from ex-situ HEDM experiments. Submit abstract for presentation at topical conference in FY14.
- Prepare and submit journal article on pore development during sintering of UO2 from tomography and SANS data.
- Produce grain maps from HEDM data collected in-situ. Analyze grain boundary statistics from ex-situ HEDM experiments.
- Analyze x-ray florescence data.
- Analyze grain boundary statistics from ex-situ HEDM experiments. Submit abstract for presentation at topical conference in FY14.
- Perform x-ray florescence measurements of fission gas products (Xe and Kr) to grain boundaries at temperature.
- Prepare and submit journal article on grain boundary segregation of Xe and Kr.
- Prepare and submit journal article on grain morphology evolution in UO2 in a gradient.

**Conclusion**

This experimental work will provide the nuclear fuel theoretical community with unprecedented information concerning the microstructural evolution of fuels during usage. We will not only recognize that the grain structure of a ceramic fuel evolves during use, but will also determine kinetics and mechanisms for said motion of the grain. We will understand preferential segregation of fission products to specific grain boundary types. This data will be used by the fuel modeling community represented, for instance by the CASL (Consortium for Advanced Simulation of Light Water Reactors) at LANL, to both drive model development and validate existing models.

**Publications**

Very Low Temperature Scanning Point Contact Spectroscopy Investigation of Inhomogeneous States on the Nano-scale

Roman Movshovich
20130285ER

Introduction
We will combine our expertise in several Scanning Probe Microscopy (SPM) and Spectroscopy (SPS) techniques and a dilution refrigerator instrumented with a 14 Tesla magnet to develop a novel Low Temperature Scanning Point Contact Spectroscopy (LTSPCS) apparatus. Point Contact Spectroscopy (PCS) has been used extensively for investigating homogeneous superconducting (SC) states in zero magnetic field. Our LTSPCS apparatus will go well beyond this: a sub-nm resolution of the PCS combined with the scanning capability and in-situ control of the force between the PCS tip and the sample, combined with high magnetic field, and very low temperatures environment, will allow us to explore the spatially inhomogeneous states in an unprecedented phase space. Within this proposal we will address some of the hottest topics in correlated electron physics, among them (1) spatial variation of the energy gap in the postulated Fulde-Ferrell-Larkin-Ovchinnikov superconducting state in CeCoIn5, and (2) direct visualization of the high field vortex structures, up till now studied only by Small Angle Neutron Scattering (SANS) techniques, in e.g. CeCoIn5 and UPT3. Our LTSPCS apparatus will be developed on the basis of the combination of techniques and components adapted from a number of different scanning probes, such as a unique all metal tip cantilever (based on cantilevers used for Scanning Tunneling Microscopy (STM)), and fiberoptic interferrometry employed in conventional Magnetic Force Microscopy (MFM) and Atomic Force Microscopy (AFM). The experimental part of this project will be complimented by advances in the theoretical understanding of the details of the FFLO state (especially at the surface), and a substantial increase in our capabilities to model point contact spectroscopy of heavy-fermion superconductors. The developed modeling capabilities will allow the interpretation of measurements within this project, and apply to other correlated electron systems as well.

Benefit to National Security Missions
This project addresses the Grand Challenge: “Materials: Discovery Science to Strategic Applications”. It creates new measurement and modeling capabilities in materials science for superconductivity and f-electron physics. The VLTSPCS will ensure LANL’s position of leadership in the area of correlated electron research. It will be directly applicable to investigations of heavy fermion physics, an area of traditionally strong interest at LANL due to its focus on f-electron elements, especially the actinide series. Overall, this project supports both themes of Emergent Phenomena and Defects and Interfaces, two of the three areas of the Materials Strategy at LANL. The VLTSPCS will open up avenues for new program development based on the multi-component suite of the Scanned Probes. John Sarrao, former Office of Science Programs Director and MaRIE Capture Manager, is cognizant of the proposed research.

The experimental part of this project cannot be successful without advances in the theoretical understanding of the details of the FFLO state (especially at the surface), and a substantial increase in our capabilities to model point contact spectroscopy of heavy-fermion superconductors. The developed modeling capabilities will allow the interpretation of measurements within this project, and apply to other correlated electron systems as well.

Progress
Within the experimental part of the project the focus was on developing expertise of a postdoc hired in December 2013 in operation of the Magnetic Force Microscope (MFM), as Scanning Point Contact Spectroscopy (SPCS), the goal of the proposal is borrows heavily from MFM. We made several significant modifications to the MFM apparatus that allows better temperature control of the sample. Several of the indium seals in the adapter flanges were re-done, to resolve the problems with the leaks that plagued the apparatus in previous investigations. Neliza Leon-Brito, a postdoc hired on the project
in December 2013, is acquiring expertise in running our MFM apparatus. She has performed magnetic field penetration depth measurements in several superconductors, and obtained images of domains in a ferromagnet as part of her training.

Within the theoretical component of the project within the past year we accomplished the following:

**Spectroscopy and the evolution of quasiparticle states with and without a Zn impurity in doped 122 iron pnictides**

Based on the minimum two-orbital model and the phase diagram recently proposed by Tai et al. (Europhys. Lett. 103, 67001(2013)) for both electron- and hole-doped 122 iron-based superconducting compounds, we used the Bogoliubov-de Gennes equations to perform a comprehensive investigation of the evolution of the Fermi surface (FS) topology in the presence of the collinear spin-density-wave (SDW) order as the doping is changed. In the parent compound, the ground state is the SDW order, where the FS is not completely gapped, and two types of Dirac cones, one electron-doped and the other hole-doped emerge in the magnetic Brillouin zone. Our findings are qualitatively consistent with recent angle-resolved photoemission spectroscopy and magneto-resistivity measurements. We also examined the FS evolution of both electron- and hole-doped cases and compared them with measurements, as well as with those obtained by other model Hamiltonians.

**Development of two-channel tunneling model for normal metallic tip and heavy-fermion superconductor**

We introduced a two-channel tunneling model to generalize the widely used BTK theory of point contact conductance between a normal metal contact and superconductor. Tunneling of electrons can occur via localized surface states or directly, resulting in a Fano resonance in the differential conductance $G = dI/dV$. We presented an analysis of $G$ within the two-channel model when applied to soft point-contacts between normal metallic silver particles and prototypical heavy-fermion superconductors CeCoIn5 and CeRhIn5 at high pressure. In the normal state the Fano lineshape of the measured $G$ is well described by a model with two tunneling channels and a large temperature independent background conductance. In the superconducting state a strongly suppressed Andreev reflection signal is explained by the presence of the background conductance. We reported Andreev signal in CeCoIn5 consistent with standard $dx^2-y^2$-wave pairing, assuming an equal mixture of tunneling into [100] and [110] crystallographic interfaces. Whereas in CeRhIn5 at 1.8 and 2.0 GPa the signal is described by either an s-wave or $dx^2-y^2$-wave gap with reduced nodal region, i.e., increased slope of the gap opening on the Fermi surface. A possibility is that the shape of the high-pressure Andreev signal is affected by the presence of the coexistence phase between superconductivity and antiferromagnetism and the proximity of a quantum critical point near 1.75 GPa which is not accounted for in our description of the heavy-fermion superconductor.

**Development of tunneling model for correlated electron tunneling model within the slave-boson mean-field approximation**

We have begun incorporating electronic correlation effects into the Hamiltonian describing the correlation effects between itinerant electrons and localized f-electron states when probed by scanning tunneling and point-contact spectroscopies. In our previous calculations and data analysis we found that the interplay of magnetism and superconductivity as well as the interaction between itinerant and localized states can significantly alter the lineshapes of spectra and thus need to be included on equal footing for predictive model calculations. We are improving the tunneling model to result in better agreement with observed phases in heavy fermon superconductors like CeCoIn5.

**Future Work**

Within the experimental part of our project, during the fiscal year our goal to continue developing of expertise in operation of Magnetic Force Microscope (MFM) (we have hired a new postdoc in December 2013 and to demonstrate operation of the Scanning Point Contact Microscope (SPCM) at 4K, substituting a metallic cantilever for a magnetic cantilever in an existing 4 Kelvin MFM apparatus. We will demonstrate the scanning capability of our device on NbSe2; image the superconducting vortex (spatial variation of the energy gap) and vortex lattice with the SPCM.

Within the theoretical part of our project will incorporate electronic correlation effects into the Hamiltonian describing the correlation effects between itinerant electrons and localized f-electron states when probed by scanning tunneling and point-contact spectroscopies. We will include the interplay of magnetism and superconductivity as well as the interaction between itinerant and localized states to improve the tunneling model that will lead better agreement with observed phases in heavy fermion superconductors like CeCoIn5.

**Conclusion**

We will develop new experimental capability of Very Low Temperature Scanning Point Spectroscopy, together with theoretical modeling support, to image the superconducting energy gap on the sub-nm scale, at temperatures down to few tens of mK, and fields up to 14 T. Visualization of the spatial variation of the superconducting energy gap in CeCoIn5 will settle the controversy of whether the High
Field Superconducting (HFSC) phase is a realization of the FFLO state, predicted theoretically in 1960’s, or an exotic field-induced magnetic state. We will directly image the vortex lattice of CeCoIn5 and explore its rich and exotic phase diagram.
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Introduction
Our recent first-time demonstration of quantum interference and violation of the Condon approximation in carbon nanotubes (CNTs) overturns long-held assumptions regarding their optical response and opens the way for new quantum physics to be explored in these systems. While these fundamental behaviors are fascinating by themselves, they have the potential to alter relaxation pathways and dynamics underlying anticipated applications in photonics, optoelectronics and energy harvesting. It is therefore important to understand both the origins and consequences of these phenomena in CNTs. Our goal is to understand how the interplay of electronic and vibrational structure in CNTs gives rise to non-Condon and interference behaviors and determine what consequences they hold for observed photophysical responses. We focus on three objectives:

Non-Condon Behaviors will be probed for multiple nanotube structures, vibrational modes, and excited states using Raman and modeled with quantum chemical theory to gain an understanding of their origins. Dynamic perturbation of CNT structure will further inform on their origins and reveal routes to control the effect.

Dynamic Control of Quantum Interference by strain tuning of the electronic energy spacings that determine interference will allow us to sample all possible interference behaviors while using interference response to probe consequences for underlying photophysical behaviors.

Relaxation Pathways and Dynamics will be probed using time-resolved spectroscopies to learn the fate of optical excitations as determined by phonon-mediated electronic state interactions.

Each of these focal areas represents pioneering studies that will open significant new areas of CNT physics for further investigation. No other molecular or condensed-matter system offers the ability to study non-Condon and interference behaviors in such a controlled and systematic way and the information gained here will impact understanding of photophysical behaviors of broad classes of optical materials and serve as a bridge between molecular and condensed matter systems.

Benefit to National Security Missions
Results of this project will have a direct bearing on developing optical and electronic properties of carbon nanotubes for photonic and energy harvesting applications and may also contribute to sensing and spectral tagging applications. As a result this work will have direct relevance to the mission of the DOE-BES funded Center for Integrated Nanotechnologies and the potential applications will be of interest to agencies including NIH, DOE, DHS, and DOD with potential impact on threat reduction and renewable energy missions. Our effort will also drive development and understanding of fundamental surface chemistry of low-dimensional materials. Additionally, the quantum behaviors we will study are found in broad classes of materials, but only carbon nanotubes allow the detailed study that will be pursued in this effort. As a result, the nanotubes serve as ideal model systems for obtaining a basic understanding of several novel quantum behaviors. As such, their study supports DOE goals for expanding fundamental understanding of functional nanomaterials.

Progress
Generation of targeted nanotube structures: Separations advances
To meet our remaining goals, advances in nanotube separations needed to be made that provide specific new chiralities while efficiently generating large quantities (mL scale) of enriched material. We established a new technique based on aqueous two-phase separation concepts that allows rapid separation and efficient scale-up of targeted chiralities. We now have on hand 10+ mL scale volumes of new armchair species ((8,8), (6,6), and (5,5)), for metallic studies, advances in large-diameter
separations (particularly difficult range giving (10,5), (10,2), (12,4) for pump probe and interference studies), novel non-armchair metallics ((10,4), (7,4)) for interference work and (7,5) and (7,6) for our strain-modulation studies and work on isotopically substituted tubes. The separations work has resulted in one published paper and another in preparation.

**Non-Condon Behavior in Armchair (n,n) Structures**

With our advances in separations we had the opportunity to significantly expand and improve the quality of our Raman excitation profile (REP) data. We now have REPs for 4 structures ((8,8), (7,7), (6,6), (5,5); diameter of 0.68 to 1.09 nm). In all cases significant REP asymmetry is demonstrated, extending our observed trends to metallic tubes and further cementing our finding the behavior is intrinsic. The high quality of the new REPs allows us to now definitively demonstrate asymmetry weakens as diameter decreases.

Through a collaboration with Eduardo Barros of MIT, we now also have a path to a theoretical description of the REP behaviors. We have demonstrated that, while a competing condensed-matter theory can describe our diameter-dependent trends, it is inadequate to describe the magnitude of the asymmetries. As an alternative we have developed a description that combines molecular concepts with condensed matter that describes the asymmetries via a state-mixing approach. The flexible approach is general to semiconductors (see below). It remains a challenge, however, to describe which nanotube states are responsible for the non-Condon effects. A revised manuscript on these results is in preparation.

**TO Phonon Frequency Anomaly in Armchairs**

The armchair work has allowed us to obtain the first ever detailed frequency values for the TO phonon mode over 6 different structures. Frequencies show a sharp decrease to smaller diameter tubes and exhibit anomalous behavior of the phonon dispersion. The behavior can be described by introducing a new phonon scattering mechanism in nanotubes. We have confirmed this mechanistic description by recently completing a second round of electrochemical doping measurements on pure (6,6) structures in our armchair series. Our results now resolve a controversy in the theoretical community over how to describe electron-phonon coupling in metallic nanotubes. A manuscript describing the results is nearly ready for submitting to Phys. Rev. B.

**Transition Energy Dependence of REP Asymmetry in Semiconductors**

We have already established REP asymmetry in semiconductors for a wide range of chiralities across the first 4 exciton excited states. A theoretical description has been lacking, but as an extension of the work on armchair structures we have demonstrated the generality of the condensed matter state-mixing approach to non-Condon modeling to include the semiconductor structures. Of significance, we demonstrate the excitonic nature of the optical transitions plays a significant role in the origins of the behavior. While state-mixing surprisingly might evolve from the strongest allowed excitonic transitions. The modeling results are converging on a description that involves mixing of weakly allowed states associated with phonon sidebands. The theory is beginning to have predictive power and suggests that isotopic substitution should modulate the observed asymmetries. To test this prediction we now have C13 isotopically substituted nanotubes and have shown we can isolate (7,5) and (7,6) structures from the samples on which to perform REP measurements.

**Excited State Dynamics**

In the theoretical modeling we focused on quantum chemical calculations of cycloparaphenylenes, the simplest structural unit of armchair carbon nanotubes. Our time-dependent density functional theory study provides a simple and conceptually appealing physical picture explaining all experimentally observed trends in optical properties in this family of molecules. We found that the commonly used Condon approximation is invalid in this molecular family and breaks optical selection rules, making these materials superior fluorophores. The results are guiding pump-probe experiments, with first measurements indicating ground state recovery dynamics. New samples will be expanded to probe phonon-driven evolution of excited states.

**Future Work**

**Chemistry**

We will generate final samples of the range of chiralities required for both Raman and pump-probe measurements. Raman work will also require final establishing of matrix materials for applying strain to aligned samples.

**Raman**

Our first priority will be obtaining REPs for C13-substituted versions of the (7,5) and (7,6) structures. Unsubstituted samples will also be studied as a baseline. (7,4) and (10,4) metallic will be studied to extend metallic behaviors to non-armchair species and to access how non-Condon couplings are impacted by cross-coupling to additional phonon modes.

In studies of active modulation of non-Condon and interference behaviors by applying strain, we will target again the (7,5) and (7,6) structures. Interference behaviors will be studied in modulated (10,5) and in newly obtained (12,4) structures.
Excited-State Dynamics
Studies on cycloparaphenylenes will be completed and nanotube measurements will commence, starting with the (10,5). We anticipate unique quantum interference behaviors in its relaxation dynamics due to the proximity of its E33 and E44 transitions to each other. The (10,2) structure will serve as a useful reference material since it may be optically excited in the same energy regime, but will have no overlapping transitions.

Theory
We will refine our condensed matter models to resolve inconsistencies between metallic and semiconducting descriptions. LANL quantum chemical approaches will be used as a route to incorporate exact descriptions of phonon coordinates in state-mixing formalisms. We will also resolve differences observed in non-Condon behaviors of RBM vs. G-modes. To advance our ability to model nanotube excited state dynamics, we will continue modeling of cycloparaphenylenes focusing on the non-adiabatic excited state dynamics and non-radiative relaxation processes using our unique-to-LANL codes. The results will be directly compared to the pump-probe spectroscopic measurements delivering a complete picture of photophysical processes in these fascinating materials with unique optical properties.

Conclusion
Our effort will lead to an understanding of how interactions between electronic and vibrational structure in carbon nanotubes (CNTs) leads to quantum interference behaviors and gives rise to breakdown in fundamental descriptions of quantum interactions. These will be pioneering studies in an emerging area of CNT photophysics. The result will allow us to determine what consequences these behaviors have for nanotube optical responses that underlie photonics, optoelectronics, and energy harvesting applications. Ultimately, by revealing the origins and consequences of these new CNT quantum phenomena we will also generate the principles for how we may control them for enabling applications.
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Enhancing Thermoelectric Properties of Topological Insulators through Nanostructuring

Nikolai Sinitsyn
20130348ER

Introduction
This project is motivated by the recent discovery of new materials, called Topological Insulators (TI) which demonstrate a new state of electrons that is topologically distinct from the conventional band insulators or metals. One of the manifestations of the topological properties is appearance of conducting electron states, on the surface of material, which propagate throughout the sample without elastic scatterings. Our idea is that nanostructuring of TIs can substantially increase the role of these states in charge and thermal transport to the level of obtaining a device structure with record high thermoelectric characteristics.

Benefit to National Security Missions
The major applications of thermoelectrics are to create (i) efficient silent and compact solid state refrigerators and (ii) various technologies to recover heat energy, e.g. from car engines and microprocessors and convert it back to useful electricity. These applications address DOE goals in energy efficiency. Further, the climate impact is positive because substances used in modern refrigerators are harmful for atmosphere, e.g. they destroy the ozone layer. Replacing them by thermoelectric cooling will solve the problem. In addition, new energy sources for satellites can be built from thermoelectrics, in support of NNSA missions.

Progress
We have successfully synthesized a number of Te-based nanostructured topological materials, including Bi2Te3 and SnTe nanowires, via vapor-liquid-solid mechanism using a vapor deposition system in Zhang's lab at IUB. We developed a unique approach to fabricate thermoelectric devices of these nanowires through multiple-lithography and deposition process in CINT integration lab. We have performed a series measurements of electrical conductivity, Seebeck coefficient and thermoconductivity on these devices as functions of temperature and nanowire size. The figure of merit ZT of these devices are calculated and are compared with bulk materials. We are in preparation of a manuscript based on these results.

CI, Dr. Han Htoon and a visiting graduate student (funded as a subcontractor), Mr. Enzi Xi, have performed first measurements of intermediate size nano wires of SnTe - material that has a similar compositing to basic topological insulators. Our goal was to explore effects of strong spin orbit coupling on figure of merit, ZT, of this thermoelectric.

We found that as the diameter of the SnTe nanowire decreases, the electrical and thermal conductivities do not change much but, surprisingly, the Seebeck coefficient increases, so ZT increases. This finding is surprising and brings good news for our project. In fact, our original idea of the project assumed that Seebeck coefficient is the least controlled and can be the major problem. Moreover, changes were observed at relatively thick nanowire diameter ~700nm. This rules out possible quantum effects of confinement. Our current theory is that nanowire geometry either removes or introduces additional strains in the atomic lattice that, via spin orbit coupling, substantially change the band structure and thus incidentally increases the Seebeck coefficient.

On the theoretical side, PI, Dr. Nikolai Sinitsyn, and collaborators have performed theoretical studies of properties of generic Dirac electron systems, including spin orbit coupling effects on electronic characteristics. The possibility to determine parameters of Dirac electrons by optical means were predicted. The article with results is currently submitted to Phys. Rev. Lett. journal. Results indicate that important parameters such as the strength of spin orbit coupling can be measured purely optically by LANL capabilities in spin noise spectroscopy.

The major challenge for year 2015 is to continue reducing diameter of nanowire down to several nanometers in
order to observe predicted changes of thermal and electrical conductivities that should further improve ZT. To this end, after numerous attempts to synthesize Bi2Te3 nanocrystals of controlled and ultra-small size by way of high-temperature, surfactant-stabilized solution growth, rapid progress has recently been made. We have developed protocol for the synthesis of ultra-small Bi2Te3 nanoparticles in the 3-10 nm range that entails direct reaction of bismuth oleate and tellurium trioctylphosphine (in contrast with most literature approaches that have relied on fabricating either the Bi or Te nanoparticles/nanowires then chemically converting to the Bi-Te compound of interest). Our new method is compatible with ultra-thin nanowire synthesis by a catalyzed solution-phase growth process for which both bismuth and tin metal nanoparticle catalysts have been synthesized.

**Future Work**

We will develop a theory of thermoelectric effects in thin films and nanowires made of TIs. This goal will require an understanding the role of disorder and quantum confinement and electron/phonon interactions on the topologically protected surface states. Our preliminary studies showed complexity of the disorder effects on transport whose understanding promises to reveal unusual properties. Complimentary experimental efforts will be focused on measurements of thermal transport in topological insulator nanowires using state of the art CINT Discovery platform. This will provide a selective probe for conflicting processes determining the figure of merit. Theoretical results will be benchmarked against experimental data and used to provide a guideline for subsequent experimental studies.

**Conclusion**

We will develop a theory of thermoelectric effects in thin films and nanowires made of TIs. This goal will require an understanding the role of disorder and quantum confinement on the topologically protected surface states. Developing a theory of thermoelectric effects and its application for optimizing the sample parameters to increase the figure of merit is the main theoretical goals of this project. Complimentary experimental efforts will be focused on measurements of thermal transport in topological insulator nanowires using state of the art CINT Discovery platform.

**Publications**
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Introduction
The overarching goal is to address the challenge of scale that is uniquely relevant to nano-enabled thermoelectrics (TEs). Nanoscale phenomena can dramatically alter and improve the fundamental properties of semiconductor materials for applications in TEs, such as the electronic density-of-states (DOS) and charge carrier or phonon mobilities and interactions. However, in contrast with other potential nano-based technologies (lighting, sensing, energy harvesting/storage), TEs requires bulk-scale assemblies to achieve high efficiencies at the device level (cm rather than nm-μm scale). This requirement remains a key challenge to translating properties efficiencies at the nanoscale to practical efficiencies in applications. We aim to bridge this literal, physical gap in nanomaterials integration by developing new synthetic methodologies for interconnecting nanomaterial building blocks into functional networks and composite structures. We will also address an underpinning “knowledge gap” in terms of understanding how the key transport properties—electrical and thermal—change across the extremity of length scales from nano/meso-to macroscale. Though the problem of scale is distinctly paramount for TEs, the synthetic strategies and new principles of multi-scale transport will be applicable to a wide range of nano-enabled technologies. To these ends, we will pursue the following three objectives:

1. Assessing and optimizing nanoscale TE functionality by way of baseline studies in single-NW systems of controlled size and surface roughness.
2. Understanding and controlling meso-macroscale TE properties of novel branched/networked NW constructs.
3. Assessing the viability of aerogels as a NW TEs matrix.

Benefit to National Security Missions
Successful completion of the proposed objectives will provide advances in synthesis, characterization and theory that will lay the foundation for successful, functional translation of nanoscale phenomena to the macroscale, as well as understanding how properties scale with changes in length scale and complexity. More specifically, we will also develop novel functional composites comprising NW networks in aerogels for applications in thermoelectrics. Further, we will establish new non-contact characterization and modeling tools for addressing transport processes from simple to branched NWs and their composites. This aspect of the work contributes directly to DOE Basic Science initiatives and is relevant to the Scientific Discovery and Innovation Mission in the Basic Understanding of Materials.

The work also fundamentally addresses challenges faced by the implementation of nano-enabled thermoelectrics in real-world device architectures, where success would have a clear impact on Mission Relevance in Energy Security (Renewable Energy) and the Environment (Climate and Energy Impact and even “waste” management), as thermoelectrics tackles both waste heat utilization and heat management issues.

Lastly, the new composite materials will be tested and operated at temperature extremes (cold and hot) and entail conversion of energy types (e.g., heat to electricity) and energy translation across interfaces, with direct relevance to complex materials design and characterization for MaRIE. In addition, the technology developed will support longer term development of small-size, rapid-response temperature probes for extreme environments, e.g., explosives.

Progress
Significant progress in both theory and experiment are described below for each Objective.

Objective 1: We completed a systematic study of PbS, PbSSe, and PbSe nanowire (NW) synthesis by catalyzed solution-liquid-solid (SLS) growth, investigating numer-
ous synthetic variables to obtain size, surface, and branch-
ning-controlled NW growth. The variables were: bismuth
(Bi) nanoparticle catalyst size (5-38 nm diameters); tem-
perature (175-320 oC); purity of coordinating-ligand (e.g.,
90% trioctylphosphine oxide versus 97%; 90% trioctylphosphine
oxide versus 99%); and precursor (dual-source versus
single-source). In support of these studies, single-source
precursors for PbS and PbSe were synthesized and charac-
terized by NMR (working with Ryszard Michalczyk, B-11,
and Koushik Ghosh, MPA-CINT). Overall, we currently favor
use of higher purity ligands and single-source precursors,
and we discovered that temperature is the key variable
for tuning surface morphology from rough to smooth and
NW branching from straight to multiply branched, both
trending with increasing temperature, where our tempera-
ture range spans below and above the melting point of
bulk Bi (271 oC). In fact, we obtain uniquely high yields of
branched NWs, e.g. 90% for PbSe. We are currently prepar-
ing a manuscript describing the synthesis of branched lead
chalcogenide NWs. We have also established a collabora-
tion with Andrew Sutton (C-IIAC), an expert in organo-
metallic synthesis, who is preparing a PbTe single-source
precursor, which we hypothesize will allow us to address
the significant challenge in realizing stoichiometric control
in the PbTe system. To the best of our knowledge, ours
would be the first synthesis of SLS-grown PbTe NWs.

NW building blocks in hand, we have begun fabrication and
testing of single-NW and thin-film devices, capitalizing on
new collaborations within and outside LANL. With external
collaborator, Enzhi Xu (Indiana Un.), we have fabricated
single-NW devices from PbS NWs (dropcast NWs onto
substrate with large electrodes; electron-beam lithography
and metal deposition to link NWs to electrodes), for which
micropip currents were occasionally obtained, confirming
reasonable conductivity for these thin wires. Chal-
lenge: improving consistency of NW device performance
and lifetime in air. We have also worked with Sandia’s
Brian Swartzentruber toward single-NW TE devices, but
to date have been limited by the need to manipulate NWs
into precise positions required by the device architecture
(“suspended” NWs). We have further fabricated thin-film
devices comprising NW mats, but these have not yielded
desired electrical conductivity. To address this issue, we
are working to remove native, non-conducting surface
ligands toward enhanced electrical transport through the
NW films. We have explored ligand replacement (with
short-chain ligands) and hydrazine treatment, modifying
methods to avoid crack formation and to enhance external
ligand electronic doping. Importantly, we have established
a further new collaboration with Marcelo Jaime (MPA-
CMMS) with the intent to revitalize his capability for com-
plete thermoelectric (TE) device characterization. Marcelo
has also provided key advice with respect to device fabrica-
tion, causing us to modify the “test-bed” device-design to
be used for comparative NW-structure/function studies

Objective 2: Manuscript submitted to Nano Letters:
Enhanced Thermoelectric Properties of Semiconductor
Nanowire Networks. The manuscript describes a novel
theoretical approach to mapping TE “networks” on two-
port networks. Here, Piryatinski argues that in contrast to
a conventional single-port (i.e., resistor) network model,
our model allows for large-scale calculations and also
predicts convergent TE figure-of-merit, ZT, behavior with
increasing number of junctions. Using this model, the
numerical simulations of ZT are performed for branched
and Cayley-tree NW networks. The simulations show that
the phonon impedance of the network junctions plays the
dominant role in the enhancement of the network perfor-
ance. Importantly, depending on the phonon impedance
mean value, the ZT enhancement of random networks can
vary in the range of 20-150%. To provide connection with
experiment, the manuscript further demonstrates how the
model parameters can be related to the observables avail-
able in TE measurements.

Objective 3: (a) We have successfully incorporated PbSe
NWs into a silica-aerogel monoliths. (b) We have deter-
mined optimal NW solution chemistry to realize placement
of high quality NW films on top of silica-aerogel supports.
In Future Work, these will be the foundation for a new
device design that will permit complete TE parameter char-
acterization. (c) Working with collaborator, Prof. Stephanie
Brock, we have prepared pure NW-aerogels. Assessment of
these novel porous, networked structures is ongoing.

Future Work
Nanoscale test systems
With NWs in hand, we will focus on device fabrication and
characterization to determine nanoscale effects on key TE
parameters: the electronic DOS – i.e., ultranarrow sub-10
nm NW diameter versus tens of nms, and carrier/pho-
non transport – i.e., smooth versus nanoroughened wire
surfaces. Additional NW structural/compositional charac-
teristics can be modified to achieve more complete opti-
mization of TE properties, but our aim here is instead to
investigate the translation of nanoscale effects across vast
length scales. For this reason, we focus our studies on NW
size (quantum confinement) and surface properties.

Meso-macroscale integration/exploration
Synthetic efforts shift to this Research Goal, as we focus
on new methods for interconnecting NWs into branched/
hyperbranched structures and/or simply linked as de-
dsigned model systems for understanding scaling effects on
TE properties. By linking NWs together into progressively more complex assemblies, we will experimentally address how branch points affect carrier/phonon transport and whether these processes can be controlled by tuning the NW-NW interface and concentration of branch sites. Experimental and theoretical characterizations on individual or small collections of NW branch points will encompass mesoscale processes. We will further increase NW network complexity via extreme hyperbranching or gelation condensation chemistry, where latter effort was begun this year, to access transport processes in complex interconnected NW networks and to investigate non-equilibrium phonon dynamics that may result from bulk disorder & fractional dimensionality.

Aerogel utility
We will optimize NW-aerogel composite/interface chemistry to (a) maximize NW loading within AGs and (b) optimize NW films prepared on top of AG supports, respectively. We will incorporate dopants in AG as “temperature sensors.” We will assess TE performance of NW/AG monoliths.

Conclusion
The technical goals that will be pursued are:

1. Using solution-phase methods, we will synthesize NWs that allow us to test nanoscale effects on key TE parameters: the electronic DOS – i.e., ultranarrow sub-10 nm NW diameters, and carrier/phonon transport – i.e., smooth versus nanoroughened wire surfaces.

2. We will develop new synthetic methods for interconnecting NWs (from Obj 1.) into branched and hyperbranched structures as designed model systems for understanding/controlling scaling effects on TE properties.

3. We will develop methods for embedding NWs into aerogels and assess the utility of aerogels as scalable matrices to realize bulk-scale NW TEs.
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Introduction

Lanthanide and actinide based compounds belong to the family of strongly correlated materials. The coexistence of localized f-electrons with itinerant s, p or d electrons that interact via the so-called Kondo exchange, leads to very unusual phenomena such as exotic magnetic orderings, unconventional superconductivity and heavy fermion behavior. One of the most intriguing phenomena is the non-Fermi liquid (“strange metal”) behavior that arises near the quantum phase transition or quantum critical point (QCP) that separates the magnetically ordered and the Heavy fermion states. This “strange metallic state” originated by the fluctuations of a QCP usually appears in the proximity of unconventional superconducting states. Unfortunately, the experimental characterization of this fascinating state of matter is limited by many factors that we discuss below. Consequently, there is a need for finding controllable realizations of this physics that can shed light on the basic properties of the strange metallic state that arises near the QCP. We will address this need by modeling a class of atomic gases known as Bose-Fermi resonant systems in an optical lattice, and identifying regimes of parameters for which the atomic system can be mapped into a lattice of local moments (localized f-electrons) that interact via exchange with itinerant electrons. Describing and testing this non-trivial mapping requires a description that bridges the Angstrom-sized atomic physics scale with the micron-sized optical lattice physics.

Benefit to National Security Missions

The possibility of trapping cold atoms in periodic potentials opens new horizons for the experimental and theoretical study of correlated matter. We are slowly discovering that the physical laws that govern the interactions between these atoms are very similar to the ones that describe the interaction between electrons in actinide based inter-metallic compounds. Besides being the basic materials for nuclear applications, there compounds are among the most complex correlated materials in nature. For this reason, it is very challenging to understand and predict its electronic and structural properties. Cold atoms offer a unique opportunity of isolating the essential ingredients that control the properties of these materials and tuning the most relevant parameters in a way that would not be possible by directly studying these compounds.

We argue that the closed channel amplitude physics of the Feshbach resonance gives access to the “Kondo physics” responsible for heavy fermion behavior in inter-metallic compounds. The first goal of this project is to describe the narrow resonance properties and derive a model for the effective atom-atom interactions from first principles. The second goal is to connect this model with the one that is traditionally used to describe the electronic properties of inter-metallic compounds. By guiding cold atoms towards a first realization of heavy fermion physics, this project will establish the first one-to-one connection between cold atoms and inter-metallic compounds. This research is relevant for understanding the origin of the complex electronic properties of actinide based materials, which are relevant for the nuclear energy security mission.

Progress

The scattering properties of narrow Feshbach resonances exhibit the fast energy dependence that has traditionally been associated with finite range interactions. However, rather than interactions-at-a-distance, the narrow resonance interactions are better described as interactions-over-a-long-time.

We found that the interaction time spent in addition to the time necessary for bridging the effective scattering length distance is spent in the spin channel channel with the quasi-bound state that causes the Feshbach resonance by coupling to the incident channel. This binary atom channel is called the ‘closed channel'. The amplitude of the system in this channel can play the role of
an effective spin in binary-atom on-site interactions in an optical lattice.

In describing a narrow Feshbach resonance of atoms in an optical lattice, we have shown that the effective boson model Hamiltonian can describe the exact harmonically confined binary atom system near resonance if the width of the resonance is smaller than the zero-point energy of the harmonic trap. In this calculation, the optical lattice lasers are assumed to be tuned to the magic frequency for which the molecular bound state experiences the same force as the individual atoms.

In describing narrow Feshbach resonances of free atoms, we have shown that the effective scattering length is the scaling quantity with a magnetic field dependence that can be ‘collapsed’ (different atoms and hyperfine states give the same scaled effective length dependence if the resonance is sufficiently narrow). We have tested the scaling behavior for two narrow and one broad resonance in Lithium Potassium interactions. We have shown how physical similarity applied to the narrow resonance scaling allows the mapping of fermion many-body experiments conducted at different resonances.

In a parallel effort, we derived a Kondo Lattice model using the first principle parameters that were obtained from the above-described calculation. Having the parameters $t$, $\epsilon$, and $g$ as a function of more fundamental parameters of the atomic gas. Based on this mapping, we were able to connect the phases of the atomic gas system with the ones that are obtained by solving the equivalent Kondo Lattice system. By performing Density Matrix Renormalization Group (DMRG) calculations for a one-dimensional version of the Kondo Lattice model, we obtained the expected quantum critical point (QCP) separating the magnetically ordered state from the paramagnetic phase. In higher dimensions, this QCP signals the onset of the heavy fermion phase that is characteristic of f-electron systems, such as lanthanide and actinide based inter-metallic compounds. We demonstrated that the atomic gas counterpart of this phase diagram corresponds to a transition between a Bose-Einstein condensate and a heavy fermion phase for atoms.

We are currently searching for ways to tune different parameters of the atomic gas system and make them independent of each other. This step is important to determine what are the regimes of the Kondo Lattice system that can be accessed with the atomic gases.

We are also writing a manuscript entitled “Giving Weight to Atomic Gases”, which includes most of the results that are reported in the previous paragraphs.

Future Work
- Complete our derivation of the Kondo Lattice Hamiltonian from first principles
- Complete the two manuscripts that we started during this fiscal year
- Extend our DMRG calculations to compute dynamical correlation functions
- Explore ways of producing reliable results in dimension higher than one.

Conclusion
The successful accomplishment of this project will guide the realization of heavy fermion phases with atomic gases near Feshbach resonances. This extraordinary achievement will open an intriguing new avenue: controlled experimental explorations of the critical regime near the fermionic quantum critical point that separates the magnetically ordered state from the heavy fermion phase. This breakthrough would have a profound impact on our understanding of actinide and lanthanide based compounds that are of strategic relevance to LANL’s mission.

Publications
Rahmani, A. QUANTUM DYNAMICS WITH AN ENSEMBLE OF HAMILTONIANS. 2013. MODERN PHYSICS LETTERS B. 27 (26).
**Introduction**

We will investigate decoherence of quantum systems in realistic models, where the environment causing decoherence is a many-body system (i.e., a system composed of interacting subsystems). In particular, we shall study decoherence caused by environments driven through a critical point of a quantum phase transition. Of special interest is the quantum information-theoretic analysis of the process of amplification of selected observables and its relation to the quantum-classical transition.

We will also study superpositions of collective states of many-body systems. Both spin and field theoretic models of phase transitions exhibit stable topological defects (monopoles, vortex lines, domain walls, etc.) as well as non-topological but relatively stable configurations such as solitons. These objects are the epitome of locality. Yet, the underlying many-body system is quantum and, thus, abides by the quantum principle of superposition. Therefore, it should be possible to construct superpositions where a topological defect is in a non-local “Schrödinger cat” state, with a vortex or soliton simultaneously in two places. Such situations are difficult to even imagine or represent in terms of effective, mean-field “order parameter” theories. However, there are solvable models that should allow us to study how manifestations of non-locality and other explicitly quantum behaviors (present at the microscopic level) get eliminated from collective many-body states on the macroscopic level.

All along we will explore possibilities of experimental testing of our predictions in cold atom and condensed matter systems with an eye towards applications in materials science and metrology.

**Benefit to National Security Missions**

This research will contribute to condensed matter science at Los Alamos, providing critical insights into quantum technological applications. These are diverse, including superconductors, metrology, etc. Computing may be most significant and urgent. There is the dream of quantum information processing, but even if it turns out to be more distant than some hope, the fundamental elements of computers will reach single atom size this decade (“Moore’s law”). Understanding what happens to superpositions of collective degrees of freedom and of relevant sources of decoherence is indispensable in these (and similar) applications of interest to LANL, the NSSA and DOE. Moreover, quantum superpositions in cold atom systems that we plan to study can be used to enhance sensitivity of measuring devices. Capabilities foreseen for MaRIE seem well suited for condensed matter studies related to this project (dynamics of phase transitions).

**Progress**

The study of quantum coherence and decoherence in many-body systems has progressed along several parallel lines, some of them stimulated by recent experimental developments.

Our paper connecting decoherence with amplification (Zwolak, Riedel and Zurek, Amplification, Redundancy, and the Quantum Chernoff Information, Phys. Rev. Lett. 112, 140406 (2014)) has been just published. It provides modern, quantum information – based understanding of the nature and of the role of amplification in the transition from quantum to classical. This is an important step in the development of the “quantum Darwinism” program Zurek has championed.

With Dziarmaga, Zurek has investigated dynamics of phase transitions in the Kosterlitz-Thouless universality class. This is important as there are several interesting systems that fall into this category, and as the near-critical behavior of quantities such as the relaxation time is not polynomial (as is the norm for other second order phase transitions) but, rather, exponential. The question is then how to adapt the Kibble-Zurek mechanism (KZM) to this non-polynomial setting. The added urgency has
to do with the ongoing experiments on one-dimensional Bose–Hubbard model (that belongs to the Kosterlitz-Thouless universality class). The unexpected answer is that KZM predictions apply, but not in the naïve form (that depends only on the asymptotic values of critical exponents). These advances have been reported in a preprint (Quench in 1D Bose-Hubbard Model: Topological Defects and Excitations from Kosterlitz-Thouless Phase Transition Dynamics).

With Julian Sonner of MIT and del Campo of Los Alamos Zurek has initiated investigation of KZM in the context of holographic duality. Holographic duality is a powerful approach that allows one to treat strongly coupled (i.e., intractable) field theoretic and many – body models using a “dual” system – anti de Sitter Universe – that is weakly coupled, and, therefore, more tractable. A preprint with the results has just appeared (Universal far-from-equilibrium Dynamics of a Holographic Superconductor). It confirms the KZM predictions for the winding numbers, but it also opens several interesting questions about KZM and holographic duality we intend to pursue in the future.

Zurek has continued his work on quantum foundations, including a recent update prepared for the Solvay conference “The Theory of the Quantum World.”

**Future Work**

In the third year of the project we expect to continue work on Chernoff information as a way to characterize information amplification in the process of decoherence. This time the focus is likely to be on spin environments. This will involve both analytic and computer studies of decoherence in the relevant many-body systems.

We are also studying the phase transition in the quantum one dimensional Bose-Hubbard model. This is important, as there is an experiment ongoing on this subject in relatively small systems in which the transition is emulated in optical lattices of modest size (chains of ~100 atoms). As the 1D quantum Bose-Hubbard model belongs to the Kosterlitz-Thouless universality class, where the scalings near the critical point are not polynomial, creation of topological defects may exhibit peculiarities that would not be expected in the more usual phase transitions.

Last but not least, we are attempting to extend the treatment of defect formation in ion Coulomb crystals to the quantum regime. We have some preliminary results that are quite encouraging, but more is needed for a self-contained paper.

Both the quantum one-dimensional Bose-Hubbard model and quantum Coulomb crystals require use of advanced quantum algorithms that use entanglement to handle suitably large quantum systems. We expect to take advantage of computer facilities at Los Alamos and elsewhere for this purpose.

**Conclusion**

We will characterize decoherence of topological defects in different theoretical models describing both magnetic and cold atom systems. In both cases, we will quantitatively how a many-body quantum environment interacting with a topological defect leads to the destruction of a coherent quantum superposition state in which a topological defect was initially prepared. This work will significantly advance fundamental understanding of the role of many-body effects in the ubiquitous decoherence process responsible for the emergence of the classical “everyday” world out of the quantum substrate.

**Publications**


**Introduction**

To carry out effective simulations at the atomic scale, it is crucial to know the details of the atomistic structures of materials. Often, obtaining that information experimentally is impractical so simple rules of thumb or geometric constructions are used to fill in the missing details. Sometimes, searches in limited spaces are used to explore the neighborhood of these guesses to assess their thermodynamic stability, which is often a good metric of their practical relevance. However, due to the astronomical size of the accessible configuration space, unconstrained searches are scarcely attempted. This problem is even more severe when the number of atoms in the structures of interest is unknown. This inability to thoroughly search the space of possible configurations severely limits the accuracy of atomistic simulations.

In this project, we propose to develop efficient sampling algorithms that would allow to systematically and autonomously search for the most relevant structures. Our work will be based on a grand-canonical approach where the number of atoms in the simulation cell is not fixed, but can freely evolve according to its own dynamics, i.e., atoms will be able to dynamically come in and out of the simulation as time passes. This framework will be coupled to state-of-the-art sampling algorithms that will allow an efficient search of this huge grand-canonical space. Our method will first be demonstrated on problems related to grain boundary and interfaces in materials, a very important class of two-dimensional defects that often significantly affect mechanical properties. Our approach could have a profound impact in the field by leveraging modern simulation techniques to turn the “art” of predicting the atomic structure of materials into a systematic search process. This could dramatically improve the accuracy and predictive power of atomistic simulations.

**Benefit to National Security Missions**

Atomistic computer simulations play an increasingly important role in the prediction of properties of materials, or in the interpretation of experimental results. However, to be effective, these simulations need adequate starting points that properly represent the most probable atomic-scale structure of the material. This is crucial for a number of the lab’s missions, specially those dealing with materials in extreme conditions. For example, we recently found that adding a small proportion of interstitials to a grain boundary in tungsten (a leading candidate for the first wall of fusion reactors) can dramatically lower the stress at which the boundaries slide, which could lead to creep, but also enhance the ability of the materials to heal radiation-induced defects. To quantify these effects, it is paramount to first identify the structures that are thermodynamically relevant. These same challenges exist everywhere atomistic simulations of materials are used. Our proposed methodology will assist in the sampling of the possible structures and greatly help in the identification of the relevant ones. This has the potentials to significantly increase the power of atomistic simulations across a very wide range of problems of direct relevance to the lab’s missions, for example to investigate the properties of cladding materials in nuclear reactors, or to be able to predict the response of polycrystalline materials to shock, to name only a few examples. This capability directly supports mission needs for DOE Office of Science, Nuclear Energy, and MaRIE while enhancing our basic understanding of materials mission.

**Progress**

The last year has been dedicated to the development, implementation, and comparison of different sampling approaches to the problem of so-called grand-canonical thermodynamics in materials. These methods allow one to simulate systems where the number of atoms is not constant because of a coupling with a reservoir of atoms (usually the extended environment in which a particular configuration is embedded). Upon testing many different approaches, we settle on a combination of “adaptive force biasing” multicanonical sampling combined...
with a parallel tempering approach and a thermodynamic integration at different particle number. In simple terms, we first run different simulations with varying number of atoms. In these simulations, which each run on multiple processors, we characterize the thermodynamics on a wide range of temperature. A second set of simulations is then carried out at high temperature to “stitch” the different simulations together. This enables us to then predict the probability that the system would contain a given number of particle at a given temperature and to compute any thermodynamic quantity of interest at any temperature. Our approach combines several state-of-the-art approaches into a unique new capability that has not been applied to materials before. It should provide unique insights and significantly impact the way these systems are considered in the future.

We have implemented our approach into our in-house simulations codes and demonstrated its efficiency. We thoroughly validated the codes by comparing the results of different sampling techniques. As a first application, we investigated, in collaboration with an ongoing SciDAC project, the behavior of small helium clusters in bulk tungsten, a system of relevance to fusion energy production. We predicted the binding free energies of these clusters over a large range of temperature, a result that nicely complemented the other techniques used in that project. An article describing our results is submitted for publication in Physical Review B while the details of the method are discussed in another paper submitted for publication in Physics Procedia. Recently, we have begun exploring the behavior of realistic grain boundaries in copper, and already we are observing exciting new phenomena that could not have been investigated without our approach.

While we were investigating the formal underpinnings of the simulation methodologies we base our work on, we uncovered an unexpected equivalence between three simulations methods that are widely used in the field, namely Wang-Landau sampling, Statistical temperature molecular dynamics, and Metadynamics. The first and last methods are workhorses of computational thermodynamics. While they superficially share some resemblance, their formal relationships were never investigated. We demonstrated that the three methods can be made absolutely identical through a consistent choice of initial conditions and update rules. This unexpected equivalence opens the door to technology transfer between different communities that were previously working mostly independently. We published our findings in the Journal of Chemical Theory and Computation.

We presented the results of our work at conferences and workshops, including the congress of the American Physical Society, and received very positive comments.

This last year marked the end of our main method and code development activities. We are now starting to explore the behavior of real and technologically relevant systems, leading the way into an exciting and very productive final year of the project.

**Future Work**

During the third fiscal year, we will apply our novel methodology to the study of the thermodynamic properties of different grain boundaries in interfaces in metals. We will explore two different aspects of the problem: first addressing the behavior of grain boundaries in pure materials and then generalizing to the study of the segregation of impurities at grain boundaries in interfaces. We will first consider different families of boundaries in copper: stacking faults, pure tilt, pure twist, and twist tilt, in increasing order of complexity. These different boundaries will allow us to compare and contrast low-energy, very stable, grain boundaries, with complex, high-energy ones. We will investigate their propensity to exchange atoms with their environment. We will be especially interested in “phase transitions” whereby the structure of the boundaries could change with temperature. We expect this study to clearly demonstrate to the community the unique contributions obtained from our approach and to form the baseline upon which other systems will be compared. With this baseline established, we will move on to more complex systems with multiple chemical components. In collaboration with an ongoing SciDAC project on plasma/material interactions, we will explore the segregation of helium at boundaries in tungsten. This system is directly relevant to the understanding of the reaction of the material in conditions typical of future fusion energy reactors. We will generalize our approach to multi-component systems and investigate the efficiency with which He, formed during nuclear fusion reactions, can segregate and form bubbles at boundaries in W. This information is crucial to optimize the performance of the material in extreme conditions.

We will also write and submit manuscripts that discuss the details of our simulation approach, as well as the applications to Cu grain boundaries and He in W boundaries.

**Conclusion**

We will develop sampling algorithms based on an innovative grand-canonical approach. These methods will be used to explore the landscape of possible atomic-scale structures of materials. These techniques will allow researchers to systematically, simply, and efficiently search for the most relevant structures, instead on relying to informed guesses or searches in narrow parameter spaces. These
can then be used as the starting points of very high quality atomistic simulations that aim at predicting the behavior of materials. This new capability will first be applied to the exploration of the structure of boundaries and interfaces in materials.

**Publications**


Perez, , Vogel, and B. P. Uberuaga. Diffusion and transformation kinetics of small helium clusters in bulk tungsten. 2014. PHYSICAL REVIEW B. 90 (1).

Introduction

The last few decades have seen the discovery of novel classes of correlated electron materials with exotic properties that few would have imagined. Multiferroic materials stand out among them, due to the ability to change their magnetization and/or polarization state with either electric or magnetic fields. This has the potential to revolutionize future energy, sensing and information technologies, as multiferroic circuits will combine the low power consumption and speed of field-effect devices with the permanence of magnetic elements. The remarkable properties of multiferroics emerge from strong coupling between coexisting electric and magnetic orders. Despite recent progress in the synthesis and characterization of single-phase and heterostructured multiferroic materials, the existing understanding of magnetoelastic (ME) coupling mechanisms is still controversial, and the dynamical properties of multiferroics remain practically unexplored. In particular, the role of low-energy excitations (phonons, magnons, etc.) in the emergence of multiferroic functionality has not been clarified.

Our ultimate goal is to leverage the unmatched LANL integration of material synthesis, advanced ultrafast optical techniques and forefront solid-state theory to test the dynamic limits of ME phenomena and reveal the mechanisms governing ME coupling in representative multiferroic materials. In pursuit of this goal, we will use intense THz pulses to directly excite low-energy modes and investigate their effect on magnetic and electric orders in each material. A unique set of time-resolved optical and soft X-Ray probes will allow unambiguous separation of spin, charge and lattice dynamics, and in conjunction with theoretical modeling will unveil the microscopic origin of ME coupling in multiferroics.

This integration of “passive” and “active” broadband ultrafast optical methods with forefront modeling expertise is a unique capability at LANL. The application of this capability to multiferroic materials is poised to make a broad impact on condensed matter physics and will open new directions in complex materials research.

Benefit to National Security Missions

Our work directly addresses the Grand Scientific Challenges identified in the Basic Energy Sciences Advisory Committee (BESAC) report, which are central to DOE’s missions in energy, science, and security in general, and to the LANL Materials Grand Challenge in particular. The proposed integration of material synthesis, ultrafast optical techniques and forefront condensed matter theory represents the LANL Materials Strategy and should provide LANL, as well as CINT, with the capability to investigate emergent properties of complex materials through observation of the dynamical behavior of relevant order parameters and through selective excitation of the low-energy modes responsible for material functionality. Our thrust to interface materials science with ultrafast THz, optical and X-Ray coherent photon probes represents an essential element in the MaRIE strategy that connects the M4 facility to the Multi-Probe Diagnostic Hall. Proposed experiments will provide critical understanding of the mechanisms of magnetoelastic coupling and thus enable the design and synthesis of new multiferroic materials with controlled functionalities. Materials with tunable and novel functionality are an enabling component in the development of next-generation devices for sensing, information storage, and spintronics applications. We believe that our integrated capabilities in complex material design, synthesis and characterization will be of great interest to multiple sponsors, including DOE-BES, DOD, IC, and industry.

Progress

Our existing theoretical and experimental expertise in the physics of complex materials has ensured continuous progress towards the goals of this project. As in the previous year, our experimental efforts encompassed application of various ultrafast optical spectroscopies to unveil the dynamic coupling between magnetic and elec-
tric orders in a number of multiferroic materials. In particular, we completed the analysis and theoretical description of the optical pump-terahertz (THz) probe measurements of magneto-electric response of Eu0.75Y0.25MnO3 multiferroic compound as a function of temperature. This material demonstrates extreme slow-down of relaxation of the photo-excited carriers above the antiferromagnetic phase transition near Neel temperature of 45K. In paramagnetic phase, the photo-induced metallic behavior is characterized by a narrow Drude peak (scattering rate 1 THz) indicative of relatively mobile carriers that relax back to equilibrium semiconducting state on the nanosecond timescales. However, below the magnetic transition temperature the relaxation becomes significantly (at least twofold) faster, indicating opening of the new relaxation channel – magnon scattering – enabled by the strong electron-magnon coupling in this material. These results demonstrate importance of spin-charge coupling in dynamic response of multiferroic materials and might have implications for their future application in optoelectronic devices.

We have also applied optical pump-optical probe spectroscopy to the same material to extract more details about electron-magnon coupling. While a THz probe is more sensitive to the collective motion of delocalized photo-excited carriers, optical probes are nearly resonant with d-d transitions of the magnetic ions and provide indirect information about magnetic re-ordering that follows photon absorption. As expected, our results demonstrated that the optical response of Eu0.75Y0.25MnO3 to pump photon energies of 1.55 and 3.1 eV is dominated by the d-d and p-d transitions on magnetic Mn ions. The photo-induced charges increase the occupancy of higher d-orbitals and create a localized spin excitation that results in ultrafast switching of super-exchange interactions. The decay of this localized spin state appears as the tremendous increase in the amplitude of photoinduced reflectance due to the strong coupling of optical transitions to the spin-spin correlations. The decay involves emission of spin waves (magnons) and occurs within hundreds of picoseconds of the pump pulse, in agreement with our optical pump-THz probe results. In addition, the relaxation of photoexcited electrons to equilibrium included the formation and trapping of the Jahn-Teller polarons on the Mn sites. We are currently developing theoretical model to describe this dynamics of co-existing lattice and spin excitations and determine its relation to magneto-electric coupling strength in this material.

In order to selectively pump the low-energy modes (phonons, magnons and electromagnons) and probe their effect on the magnetic and electric dipole ordering in multiferroics, we have developed a on-site high-intensity ultrafast THz source. This new capability provides access to sub-picosecond THz pulses spanning 0.5-2.5 THz with electric fields up to 150 kV/cm. This system is coupled to broadband optical and second harmonic probes that are currently used for independent monitoring of the ultrafast dynamics of electric and magnetic orders in a range of multiferroic crystals and heterostructures.

Theory provided first-principles description of our Eu0.75Y0.25MnO3 studies while simultaneously focusing on modeling more prominent multiferroic materials to guide further experimental efforts. For example, the double perovskite Bi2FeMnO6 system promises strong magnetoelectric coupling even at room-temperature. Using first-principles density-functional theory (DFT) calculations we investigated the magnetism in this material and its signatures at L2/L3 X-Ray absorption edges that can be measured in subsequent time-resolved X-ray magnetic absorption dichroism (XMCD) spectroscopy. We determined the magnitude of the spin and orbital magnetic moments of the Fe and Mn ions and calculated the spin dependent band-structure, density of states, and optical conductivity near spin resolved valence to conduction band transitions. Furthermore, we varied the c/a ratio with fixed volume, in order to investigate the substrate-mediated strain effects and determined optimal c/a = 1.30 for maximum spin magnetic moment. These results will be verified in Bi2FeMnO6 films grown on substrates with variable lattice mismatch, i.e. strain, using experimental measurements of XMCD and optical-conductivity spectra.

Future Work
Basing on the previous results, we will apply high intensity mid-to-far-infrared pulses for photoexciting low energy modes in bulk and heterostructured multiferroics. We have shown that photoexcitation of Eu0.75Y0.25MnO3 compound leads to emission of spin waves and formation of self-trapped polarons that strongly affect charge carrier relaxation and transport properties. We will apply our intense THz capability to selectively excite relevant magnon and lattice modes in the same material and determine their relation to ferroelectric order by probing second harmonic generation efficiency as a function of temperature. Similarly, we will use Kerr spectroscopy to monitor the evolution of magnetic order. This set of measurements is expected to reveal the connection between macroscopic magnetoelectric response to microscopic coupling between spin and lattice sub-systems. Same experiments will be performed on TbMnO3 and BiFeO3 crystals. Complimentary selective excitation of electromagnon modes in all three compounds will allow to elucidate the relative contribution of coupled (electromagnon) and uncoupled (phonon, magnon) lattice and spin excitations to the emer-
gence of magnetoelectric functionality in multiferroics. Simultaneously, we will complete our experiments on spin order switching in Eu0.75Y0.25MnO3 and BiFeO3 crystals using ultrashort optical pulses to drive the material out of equilibrium, and X-Ray probe pulses to determine the timescales of magnetization switching. Similarly, we will interrogate magnetic and electric order dynamics in multiferroic BiFeO3/La0.7Ca0.3MnO3 and BaTiO3/CoFe2O4 heterostructures. In these experiments, optical pulse will disturb ferroelectric order in one component and X-Ray pulses will probe the ensuing disturbances in the spin ordering in ferromagnetic compound. Such experiments will allow optimization of the heterostructure geometry for enhanced magnetoelectric response. Theoretical effort will focus on the description of microscopic processes responsible for ultrafast dynamics observed in multiferroics, and development of first-principles simulations of their dynamic spectral (THz to X-Ray) signatures based on microscopic low-energy models for magnetism.

Conclusion
We expect to provide a better understanding of the dynamics and origins of magnetoelectric (ME) coupling in multiferroic materials. We will answer three longstanding questions in the basic and applied science of ME systems: 1) How fast can the magnetization/polarization be switched, and how can this be improved? 2) What low-energy excitations are responsible for the strong interactions between electric and magnetic orders? 3) How can we manipulate these excitations to enhance the ME coupling and design better multiferroics? This will enable development of the principles of ME material design, with a significant impact on energy and information technologies.

Publications


Introduction
The ability to sense and manipulate magnetic spins with tuning parameters such as electrical current, light, or voltage, underlies a great number of technologies. Of the three, current and light are well-established or on their way to technological use. However, coupling magnetic spins to voltage, e.g. the ferroelectric or dielectric properties of a material, remains a fundamental scientific challenge. Yet, coupling between magnetic spins and voltage has significant potential to reduce energy consumption and dissipation in the process of sensing and manipulating spins, and the need for this is specified in a number of recent funding calls especially by military agencies and metrology researchers seeking room-temperature low-powered magnetic sensors, in addition to civilian applications in sensing, computation circuits and memory, liquid crystal displays, and electronics. We take a novel approach by investigating the coupling between spin-state transitions and ferroelectricity. Specifically, we focus on metal-organic materials where these spin-state transitions are common under ambient conditions.

When the spin-states in neighboring spins communicate via magnetic exchange or structural distortions, the resulting orderings and phase transitions can become complex and fascinating, and their understanding requires a careful collaboration between analytic, computational, and experimental understanding. Spin-state transitions in metal-organics have been found in the last decade to be sensitive to chemical absorption, light and small pressures, and to be inherently coupled to the lattice and in some cases drive structural phase transitions. We explore using spin-state transitions to drive structural changes in materials that modify their ferroelectricity and/or dielectric constant. We build on our recent and intriguing results in a metal-organic. The potential for multifunctional cross-coupling between the magnetic-electric properties as well as the incident light, pressure, and chemical sensitivity opens the door to other potent multifunctional devices.

Benefit to National Security Missions
Our work primarily seeks to understand the chemistry and physics of metal-organic materials where spin-state transitions couple to the electric properties. Secondary to that, the coupling to light, pressure, and chemical absorbents can be studied. The ultimate applications of these materials are new magnetic and electric sensors, tunable high-frequency devices, and computer memory have eventual applications to energy security and remote sensing. This work closely relates to the DOE/SC. If we demonstrate this new approach to magneto-electric coupling, follow-on funding for applications of this work can be envisioned. Applied work on the very similar topic of multiferroics, which targets the same applications, is currently funded by DARPA, the ORNL, the Army, the Navy, and by the electronics industry.

Progress
We have grown and investigated ten different metal-organic materials to explore the interaction of magnetism with ferroelectric properties. These materials contain organic ligands and transition-metal magnetic ions. The purpose is find magnetic spin-state transitions, orderings, or orbital magnetism that can couple to the dielectric and ferroelectric properties. As described previously, the soft lattice and the designability of these materials makes them attractive for exploring new magneto-electric coupling mechanism. We have explored the following materials: triethylmethylammonium tetrabromoferrate (III), Tris[2-(pyrrol-2-ylmethyleneamino)ethyl] amine-Manganese(III), perovskiite-based metal-organic frameworks containing Mn, Fe, Co and Ni, with methylammonium and dimethylammonium guest molecules, and finally trimer compounds NaMn(HCOO)3 and TNNiYCH3CN. Our methods consist of growing single crystals, measuring the magnetic and electric properties, and performing analytical and computational modeling. For most materials, synthesis routes were explored locally to achieve mm-sized single crystals, and a few compounds were obtained from collaborators. For the mea-
surements, we perform basic X-ray characterization, and then proceed to mapping the magnetism and the electrical properties including capacitance, conductance and electric polarization as a function of temperature and magnetic field. We exploit the unique capabilities of the National High Magnetic Field Laboratory to perform extremely sensitive measurements of the magnetic field dependence of the electric polarization. We also extend the phase diagrams of these materials up to 65 Tesla in pulsed magnetic fields, and down to 500 mK. Our theoretical results were obtained by combining a spin-wave analysis with classical Monte Carlo simulations.

For triethylmethylammonium tetrabromoferrate (III) we synthesized mm-sized single crystals from solutions. We verified an above-room temperature magnetic transition involving a change in the orbital magnetism that is accompanied by ferroelectricity. This coupling above room temperature is rather important to progress in this field, and we will aim to explore its mechanism and to increase the size of the magnetic jump.

We have found a synthesis route for single crystals of Tris[2-(pyrrol-2-ylmethyleneamino)ethyl]amine-Manganese(II). This material is part of a family of compounds that exhibits spin-state transitions, and ferroelectricity at different parts of their phase diagram and so by exploring different variations of this family of materials we will seek to directly toggle ferroelectricity by a spin-state transitions. Magnetic and electric property measurements are in progress.

For the family of perovskite metal-organic frameworks, we obtained single crystals from our collaborators at the University of Coruña (Spain), that contain the magnetic elements Mn, Ni, Co, and Fe, as well as a methylammonium guest molecule that could create electrically polar properties. We have mapped their electric and magnetic properties in pulsed and DC magnetic fields between room temperature and cryogenic temperatures. We find antiferromagnetic and ferromagnetic orderings below room temperature for different family members that in some cases couples to subtle changes in the dielectric constant. We have also synthesized and explored a similar Mn-based metal-organic framework at LANL using dimethylammonium instead of methylammonium. For that material found significant ferroelectric polarization that can be tuned by antiferromagnetism. The magnetic and electric phase diagram was mapped out and publication is in progress.

On the theory front, we predicted a series of field-induced multiferroic phase for the organic trimer compound TNNÝCH3CN. This prediction was recently confirmed by measurements of the temperature dependence of the dielectric constant in an applied magnetic field performed by our external collaborator Yasu Takano. During this fiscal year we computed the different magnetic orderings that should correspond to each of the observed phases. Motivated by these calculations, Yasu Takano will perform a new experiment in July 2014. He will measure the magnetic field dependence of the electric polarization. The outcome of these experiments can be directly compared against the phase diagram predicted by our spin-wave calculations and Monte Carlo simulations.

Finally we have synthesized the trimer compound NaMn(HCOO)3, which shows a frustrated arrangement of Mn trimmers. Significant slow dynamics were observed consistent with magnetic frustration, however ferroelectricity was not observed.

In summary, we have made significant progress in expanding the nascent field of magnetoelectric coupling in metal-organic materials. Ten different materials were studied and magnetoelectric coupling was observed in several of them, including one material about room temperature. New synthesis routes, theoretical models and measurement results were obtained. Further exploration of the magnetoelectric properties, and focus on promising families will continue. Publications are in progress.

**Future Work**

- Complete the phase diagram of TNNÝCH3CN and compute the electric polarization in order to compare our results with the future experiments by Yasu Takano that are described in the progress report.

- Propose a model and compute the corresponding phase diagram for the new trimer compound that was recently synthesized by the experimentalists in our team.

- Provide theoretical input for the new metal-organic multiferroic that Nathan Smythe is producing in his new lab.

- Continue exploration of new materials including the La1-xSrxCoxO3 family of spin-state transition materials, and magnetic variants of the ferroelectric tris-sarcosine calcium chloride.

**Conclusion**

Our deliverable will be an enhanced understanding of spin-state transitions and their coupling to the crystalline lattice and it’s electrically polar properties, as well as new metal-organic materials and materials approaches to magneto-electric coupling. The applications of magneto-electric coupling are devices such as computer memory,
filters, sensors, and antennas. Our approach achieves magneto-electric coupling with less power dissipation than existing spintronics devices due to the insulating nature of our materials.

**Publications**


Introduction
The chemical reaction zone behind a detonation front comprises a dense fluid mixture of components such as N2, CO2, CO, CH4, and NH3, at densities ranging from 0.09 to 1.5 g/cm3. There is considerable overlap between the constituents of detonation product mixtures and those of planetary ices and atmospheres. Conditions relevant to planetary physics are often those of the warm dense matter (WDM) regime: too dense for weakly-coupled plasma models but too hot for standard condensed matter techniques. While these states are hotter and denser than those of the chemical reaction zone, multiple shocks may readily carry the product mixture through the WDM and into the dense plasma region: standard SESAME tables extend to T~10 keV and \( p/p_0 \sim 10^6 \). Despite their vital importance in these contexts, however, molecular dissociation and ionization at elevated pressure and temperature are poorly characterized and constitute a significant source of potential error in our equations of state. To address these gaps, we will establish a synergistic experiment-theory-simulation effort focused on quantifying the P-V-T surfaces, and associated dissociation and ionization processes for the principal detonation product species: N2, CO2, CH4 and NH3.

Benefit to National Security Missions
The successful execution of this experimental-theoretical project provides critical and foundational data and models for improved confidence in weapons simulations. This project will enable rapid development of the experimental and theoretical tools to demonstrate transformational improvements in the treatment of detonation product gases. The results of this project are relevant to the National Boost initiative, Predictive Capability Framework, and objectives of DOE/NNSA Campaigns 1, 2, and Advanced Certification. In addition, the fundamental data obtained is relevant to planetary physics, and definitions of the conditions of the large gas giant planets.

Progress
The focus of the first year has been on shock compression of gas phase ammonia on the LANL two-stage large bore light gas gun coupled with diagnostics of temperature, dissociation and ionization. To this end, we have developed a gas loading system for ammonia (and methane etc.), obtained required safety approvals, and hired a new staff member to join the project. The experiments employ symmetric impact conditions to multiply shock the gases from < 1 GPa to pressures approaching 1 Mbar. We have assembled a time- and wavelength-resolved optical spectroscopy apparatus with enhanced sensitivity in the UV-blue spectral region (250-400 nm) that we intend to use for time-resolved studies of the optical emissions from simple molecular gasses (NH3, CH4) under shock compression. The setup consists of a streak camera equipped with a UV-blue enhanced sensitivity photocathode coupled to a spectrometer. Emission from the shocked target is collected with a fused-silica optical fiber that is coupled to the spectrometer input. We tested this setup using the line output of a low-pressure mercury-argon lamp and have verified that the spectral sensitivity of the entire setup (including the optical fiber) extends down to ~250 nm. The setup has been used to monitor the optical emission from two argon gas shots. The featureless emission spectrum that we have observed is characteristic of a blackbody emitter at 13,000 °K. In preparation for our first molecular gas shot (NH3), we have replaced the grating in the spectrometer with a lower dispersion grating that will allow us to monitor the optical emission of the shocked gas between 250-700 nm. A series of ammonia shots will be completed prior to the end of the fiscal year. In addition, we have tested LiF windows for optical transparency in contact with shocked noble gases, and proven a novel asymmetric target geometry designed to reach higher particle velocities in shocked gas samples. The first experiment employed a Ta impactor impacting a 304 SS/6061 Al
layered drive plate, imparting a high pressure shock into a noble gas.

In parallel, ab initio molecular dynamics simulations of NH3 have been performed from 0.5-2.5 g/cc in density and 1000-10000 K in temperature. In order to verify that our limited simulation times and system sizes are adequate to reach chemical equilibrium, we’ve also been developing ab initio reactive Monte Carlo techniques.

**Future Work**

The objectives of the experimental effort are: 1) to quantitatively resolve the shocked states in N2, CO2, CH4 and NH3 on the principal Hugoniot, and along a quasi-isentropic path to very high compression ratios and temperatures, and 2) to determine at what conditions dissociation and ionization (and possibly metallization) occur, and attempt to measure spectroscopic evidence of dissociation products. On- and off-Hugoniot states in molecular gases will be achieved via gas gun-driven plate impact using a suite of high performance gas guns with impact velocities up to 8 km/s. The experimental program will consist of two directions. The first, and lower risk, are shock experiments on fluid (liquefied) species, with a focus on reaching higher compression-rate, off-Hugoniot states, and applying in situ spectroscopies for the first time. The second, parallel direction will be to apply our newly developed experimental approach on elevated density gases. To determine the temperatures along the compression path, and to measure dissociation and ionization in the gases, we have a variety of time-resolved optical spectroscopic tools at our disposal.

Ab initio molecular dynamics (AIMD) simulation will be performed at fixed (ρ,T) states matched to those of experiment. Average degrees of coordination (bonding) will be used to calibrate atomic fluid models that more effectively capture dissociation transitions. Ionization states, however, are very difficult to infer directly from AIMD, because the imposed periodic boundary conditions prevent electron density from actually leaving the simulation cell. Our initial approach to this problem will be to calculate electrical conductivity (ac) and interpret the degree of charge transport using the Drude model for a free electron gas.

Simulations of the plate impact experiments will be performed using PAGOSA, a three-dimensional Eulerian hydrocode used to simulate compressive flow and high strain-rate deformation.

**Conclusion**

The expected result of this program is a significantly improved modeling capability for simple molecular gases that are relevant to detonation products and weapons simulations for the Laboratory. New EOS methodologies will provide a physics-basis to bridge the gap between compressed fluid and Thomas-Fermi-Dirac regimes. Furthermore, we will lead the field by applying a comprehensive suite of advanced spectroscopic diagnostics under shock conditions. Lastly, new models, based on experimental results, will be evaluated in the Eulerian code PAGOSA.
Introduction
Metals are materials in which there is a band of electronic states that is only partially filled, allowing electrons to flow easily in response to a weak electric field. In a pristine insulator, however, possible electronic states are fully occupied, and there is a large energy gap between filled and unfilled electronic states. As a result, no electrons are available to move in response to an electric field and, hence, the electrical resistivity is infinite. An entirely new state of electrons has been proposed that combines both electrically conducting and electrically insulating electrons in a single material. The concept underlying this state of electrons is highly non-trivial and relies on the mathematical notion of topology that ‘protects’ conducting electrons from acquiring the insulating behavior of the vast majority of other electrons. As long as time-reversal symmetry is preserved (that is, an electron with spin ‘up’ moving with momentum +k is identical to an electron with spin ‘down’ moving with momentum –k), and there is strong coupling between the electron spin and the electron angular momentum, this very unusual state of electrons should appear. The goal of this project is to establish experimentally the validity of this idea of topologically protected conducting electrons in materials that are electrically insulating because of strong electron-electron interactions. Just as the theory is non-trivial, so is its experimental validation because of the inevitable complication of material’s imperfections which produce responses that mimic those of topologically protected conducting electrons.

Benefit to National Security Missions
The theoretical proposal that certain materials should have electrically insulating interiors but electrically conducting surfaces has profound implications for our basic understanding of how electrons can organize themselves as a consequence of rules of quantum mechanics. Experimentally validating this theoretical proposal in materials where strong electron-electron interactions also are present would open opportunities for manipulating electrons for energy applications, such as thermoelectric cooling, as well as for discovering an exotic state in which elementary charge carriers act as their own antiparticles, so-called Majorana fermions. This project is primarily one of discovery science, focused on understanding the fundamental consequences of theoretical predictions that also have implications for new interpretations of electronic behaviors in plutonium-based materials. But, research will be pursued as well with potential technological applications in mind, including the use of those discoveries in the development of new spin-based logic devices that have broad relevance to DOE energy and defense missions.

Progress
Work during the first eight months of this project have focused on initial development of experimental techniques, thermal conductivity as a function of temperature and applied magnetic field and temperature-dependent electrical resistivity measurements at applied pressures to 2 GPa, as well as on preliminary measurements on the proposed topological Kondo insulator SmB6 as a function of controlled disorder. In particular, we have constructed an apparatus to measure the thermal conductivity of sub-millimeter sized crystals at ambient pressure in the temperature range from 1.8 – 50 K and in magnetic fields up to 9 T. This system has been tested extensively and accurately reproduces literature data for elemental metals and representative strongly correlated electron materials. The next, highly non-trivial step is to demonstrate that these measurements can be made at high pressures and to combine them with simultaneous electrical resistivity measurements. To this end, we have performed preliminary electrical resistivity measurements on test examples at pressures to 2 GPa and in the temperature range 1.8 to 300 K.

A completely unexplored test of the theoretically proposed topologically protected metallic surface state in SmB6 is to systematically damage its surface by heavy-
ion irradiation. Using the LANL ion-beam facility, we have irradiated the surfaces of SmB6 with 10 keV and 20 keV Krypton ions, in the first case creating 0.15 displacements/atom (dpa) and in the second case 0.5 (dpa) and with further irradiation 1.0 dpa. That is, at 1.0 dpa every atom in SmB6 has a probability of being moved from its initial position. By using low energy Kr-irradiation, we damage only the top ~80Å and 120Å of the crystal at 10 keV and 20 keV, respectively. Resistivity measurements after each of these doses find no significant effect on the proposed protected metallic state. This is somewhat surprising. From what is known from theory of topological protection, this metallic state almost certainly should disappear if the surface is disordered to a depth roughly equal to an electronic mean free path, which is estimated to be ~ 600Å in SmB6. We will test this theoretical concept.

Another manifestation of a possible topological protected state is the theoretical proposal that so-called Majorana fermions, electrons that are their own ‘anti-electrons’, should appear at the interface between a conventional superconductor and a topologically protected metallic surface. A signature of these Majorana fermions in this case is a Faunhofer-like pattern of the supercurrent flow through the interface. To explore this possibility, we have prepared an Al-SmB6-Al junction, with Al being the conventional superconductor, and will search for this signature, which if there would be exceptionally strong evidence for a topologically protected metallic surface in SmB6.

**Future Work**

To achieve our goal of experimentally validating the theoretical prediction of topologically protected electronic states in strongly correlated electron materials, we will continue efforts to develop a new capability to measure the effect of applied pressure on the temperature-dependent thermal conductivity of proposed topological Kondo insulator materials. By simultaneously measuring the thermal and electrical conductivity as a function of pressure and temperature, we will derive the ratio between these quantities, which will allow the separation of extrinsic and intrinsic contributions. In parallel, we will complete a study of the effect of surface-radiation damage on the electrical transport properties of SmB6 and pursue the use of Al-SmB6-Al junctions as a strong test of theoretically predicted manifestations of the topological nature of the Kondo insulator SmB6. With this range of techniques, we expect to prove or disprove several theoretical predictions. If theory is proven to be correct, this work will lay the foundation for an entirely new field of research on strongly correlated electron materials and the substantial technological consequences of topologically protected quantum states of matter.

**Conclusion**

This project will establish a new field of research on electronic states that emerge in materials as a consequence of strong electronic correlations and that hold promise for enabling new technologies ranging from thermoelectric cooling and spintronic devices to quantum computing.
**Introduction**

Present day computational quantum chemistry and material science attempt to evaluate not only equilibrium properties of molecular materials, but also their dynamics under different physical conditions. For example, by absorbing a quantum of laser radiation a molecule goes to an excited electronic state, which may lead to various possibilities in its subsequent evolution: It may dissociate into new molecules or atoms or, emitting a phonon, it may go to a long-living excited vibronic state without splitting into new molecules. Understanding and control over these processes (photoinduced pathways) lies at the heart of all our efforts to design functional photoactive materials for many technological applications. Such molecular dynamics is inevitably accompanied by the transitions between neighboring electronic states in a molecule that are not easy to describe within the existing approximation schemes. The majority of the existing schemes are either too computationally expensive or based on ad-hoc approximations that lead to inconsistencies between quantum and classical mechanics. Therefore there is a clear need for a novel computational paradigm that, on one hand, would be sufficiently precise and based on well controlled physical approximations rather than ad hoc assumptions, and, on the other hand, would be computationally feasible to allow for efficient numerical simulations of molecular dynamics in realistic multi-atomic molecules. In this project we aim to accomplish this goal.

**Benefit to National Security Missions**

First and foremost our project upon completion will provide novel computational capabilities critical for understanding light-induced dynamics in many technologically relevant nanoscale systems. In fact, for the first time, experimental ultrafast spectroscopy will have its theoretical counterpart able to treat the material on the same footing. Consequently, we envision extremely broad applications of developed tools, relevant to the current and future LANL/DOE missions. Our project primarily addresses Energy and Earth Systems LANL Grand challenge by providing computational means for molecular materials suitable for clean energy (solar energy capture and energy storage). Secondly, it strongly relates to Materials: Discovery Science to Strategic Applications challenge by discovering emergent phenomena in complex systems. The scope of the project is very broad and therefore we expect that it will provide a substantial boost to a number of already running programs and collaborations at LANL and worldwide. In particular we expect that the project will attract the attention of the world-wide community of spectroscopists and computational material scientists and will establish new collaborations with LANL and attract new CINT users.

**Progress**

During the first year of the project we have studied several questions related to the improvement of the sampling procedure used in the Monte Carlo algorithm that models non-adiabatic dynamics. In particular we have studied the dependence of numerical error due to the statistical nature of the algorithm on the number of trajectories used in the Monte Carlo samples as well as on the number of level crossings in the problem. Our results show that the error scales as an inverse square root on the number of crossings with a proportionality coefficient that depends on the specifics of the problem as well as on the sampling procedure. We found that the dependence of this coefficient on the number of crossings is very strong, presumably exponential, and therefore one may need to modify the algorithm when dealing with problems with several level crossings. A possible route that we plan to explore is a combination of our approach with the multiple spawning method, where our Monte Carlo approach is used to model non-adiabatic dynamics in the vicinity of a single crossing, while the large scale dynamics is modeled with the multiple spawning method. Presently we are carrying out a study to reduce the value of this coefficient by a better sampling technique. We are considering sampling...
protocols that involve hopping rates depending not only on the magnitude of the non-adiabatic coupling but also on the spacing between electronic surfaces to account for the phase variation of the integrands.

We have also addressed a question of rescaling of the velocity of the wavepacket after it “jumps” onto a neighboring electronic surface. A typical approach based on ad-hoc arguments is that only the velocity component along the non-adiabatic coupling vector should be rescaled when a jump between two electronic surfaces occurs. Our preliminary studies have shown that while this assumption is reasonable in many cases, generally the optimal rescaling procedure depends on the width of the wavepacket compared to the value of non-adiabatic coupling as well as the DeBroglie wavelength. We intend to carry out numerical simulations to confirm these studies. Finally, we are preparing to publish these results in two papers within several months (before the end of the fiscal year).

**Future Work**

During the next fiscal year, we intend to:

- Develop more efficient sampling protocols that will improve the accuracy of the Monte-Carlo procedure (i.e., a method of integral evaluation based on stochastic sampling of the integrand function). Such study will allow us to address systems with greater number of degrees of freedom.

- Include description of noise and dissipation effects. In the majority of experimental situations, the forces produced by molecule’s surrounding medium (typically a solution) are sufficiently strong and may significantly modify the system’s dynamics. Accounting for such forces is, therefore, imperative for the reliable numerical simulation of realistic molecules in realistic physical conditions.

- Analytically study non-adiabatic dynamics in model systems with multiple nuclear degrees of freedom (e.g., spin-boson model) to better understand the semiclassical approximation used for the nuclear degrees of freedom. Specifically, we would like to understand the importance of energy conservation during hops between the adiabatic energy surfaces. This study may lead to the improvement of sampling protocols.

**Conclusion**

The major technical goal of this project is to provide a computational algorithm to evaluate molecular dynamics in situations involving transitions between different electronic states in a molecule. The algorithm will allow for a reliable and efficient evaluation of reaction pathways and product ratios in a variety of problems of photoinduced molecular dynamics and will complement, and, in some cases, replace the existing approaches. We also intend to apply our method to study non-adiabatic dynamics in several molecular systems involving interaction of molecules with light relevant for photovoltaic applications.

**Publications**


Making nano-Mg a Reality

Irene J. Beyerlein
20140348ER

Introduction
With the need to reduce gas consumption, Mg alloys have risen to the top of the list as the next lightweight structural materials to replace steel. However, even if all the steel in your car (e.g., 30 mpg) were replaced with today’s Mg, the weight reduction would boost fuel efficiency by only 54.6% (to 46 mpg), well below the Corporate Average Fuel Economy standards for 2020 (61 mpg). But if the strength of bulk Mg were to increase ten-fold, the gas mileage would boost from 30 mpg to 76 mpg, leading to a transformational impact on the automotive industry. For other structural metals (e.g., Al, Cu, Ni, steel), up to ten-fold increases have been realized by severe plastic deformation (SPD) techniques, which transform coarse-grained metals to nano-grained metals. Unfortunately, all attempts to make “nano- Mg” in bulk sizes have failed. Bulk nano-Mg cannot be made because SPD causes deformation twinning in Mg. For this ER, we propose a breakthrough in microstructural processing by design, where the key is to create a composite of Mg and a smaller amount of second metal phase, metal X, such as Nb, Fe, or V, and tune the Mg-X interfaces to suppress twinning, permitting Mg refinement to the nanoscale. This innovative approach gives rise to new scientific issues of Mg-X interface/defect processes. To tackle them, we pose two original hypotheses and use them to direct an integrated experimental and modeling strategy. By the end of the ER, we will deliver nano-Mg-X in bulk sheet form, wherein the Mg crystals are <100 nm in size. Being sought after for a decade, our bulk nano-Mg-X, as well as the science that enabled it and synthesis pathways that made it, will be in high demand by countless reputable research groups and industry (automotive, bio, and aerospace). Nano-Mg-X will no doubt exhibit many other interesting properties apart from ultra high strength, such as corrosion resistance (aging), magnetism, conductivity, thermal stability, biodegradation resistance, and fracture toughness. Our project will fundamentally transform Mg research and manufacturing and make LANL the leader of this rapidly growing market. This ER notably fulfills all three pillars of LANL’s Materials Strategy. 1) Defects and Interfaces: our innovation tunes interfaces to suppress emission of twinning dislocations. 2) Emergent Phenomena: all matter is controlled by their atomic structure and nearly 30% of nano-Mg-X will be Mg-X interface with a differing atomic structure than Mg or X. Hence new effects can be expected. 3) Extreme Environments: we exploit one extreme (severe strains) to produce nano-Mg-X, a material that will be tolerant in extremes of high stress, high strains (formable), and we expect, high temperatures.

Progress
Nanomaterials have been found to exhibit remarkable strength and, in some cases, simultaneous ductility. Nano-layered composites often achieve these exceptional properties while retaining good thermal stability. To realize these outstanding material properties in structural applications requires methods of fabricating nanomaterials in bulk form. Over the past few decades, severe plastic deformation (SPD) techniques, such as wire drawing, equal channel angular extrusion (ECAE), and accumulative roll bonding (ARB), have been employed to successfully make nanomaterials and nanolayered materials.

Nanostructuring (< 100 nm characteristic length scales) has been achieved mostly for cubic metals, such as face centered cubic (fcc) and body centered cubic (bcc) and composite combinations of the two, i.e., fcc-fcc and
fcc-bcc. Many technically relevant metals have a hexagonal close packed (hcp) structure, and to date, making bulk nano-hcp based metals has been a challenge with SPD techniques.

It has been notoriously difficult to make nano-scale hcp metals, such as Zr, Mg, and Ti, in engineering quantities. This is largely because hcp metals undergo deformation twinning. Our novel ER idea is to combine the hcp metal with a bcc metal to suppress twinning and create nanolayered hcp/bcc composites for the first time. During the first year of our project, we successfully developed a method using ARB to produce nanolayered Zr-Nb composites with nanolayered thicknesses h of ~90 nm.

To investigate the quality of the Zr-Nb interfaces, energy-dispersive spectroscopy (EDS) was utilized within the TEM. Surprisingly, EDS line scans on the h = 92 nm sample showed no signs of intermixing and showed chemically distinct, pure phases in the layers to within 4.5 nm from the interfaces.

To detect the role of deformation twinning, we measured the bulk textures for each phase at all length scales using neutron diffraction (see supplement). Neutron diffraction was carried out at the High Pressure Preferred Orientation (HIPPO) neutron time-of-flight diffractometer at the Los Alamos Neutron Science Center (LANSCE) at Los Alamos National Laboratory (LANL). Our analysis showed that deformation twinning was successfully suppressed.

It was not known before that dislocation-mediated plasticity free of deformation twinning could persist in hcp Zr down to the nanoscale. Our progress to date has already opened up an innovative route to manufacturing hcp-based nanostructured metals as well as a novel material for pioneering hcp/bcc interface and nanoscale hcp research. Interface characterization and interface modeling as described in our ER proposal are currently underway.

**Future Work**
The overarching goal of this project by the end of the three years is to develop a ground-breaking method for synthesizing nano layered composite metal that combines two phases, one metal with a hexagonal close packed (hcp) crystal structure and another metal with a body centered cubic crystal (bcc) structure. We aim to make this new material in bulk form using severe plastic deformation (SPD). The key problem is to make this material by modifying the hcp/bcc interfaces by different SPD routes. Our main innovation behind this plan is the recognition that deformation twinning is the chief obstacle that has prevented so many scientists before us from achieving this goal. We have already in the first year shown that we can make Zr/Nb nano layered composites. In the next year, we plan to work our way towards making Mg/Nb composites. Toward this pursuit, we will make Mg-Nb nano layered composites via physical vapor deposition. The reasons for making thin films is to 1) test different chemical compositions of Mg and Nb, 2) to determine the deformation behavior via micro pillar testing, and 3) to modify the interface structures in a controlled manner. We will at the same time carry out atomic scale simulations to determine which interface structures are energetically favorable and which deformation slip mechanisms are preferred. Using this knowledge, we will perform crystal plasticity finite element (CPFE) simulations to understanding microstructure evolution during bulk deformation processing. While the modeling and micro pillar testing are being done, we will start in FY15 the bulk processing of Mg-Nb.

We plan to use standard Mg and Nb metals as raw materials. This initial processing effort is meant to establish a benchmark and basic understanding. We will redesign and update these efforts as the results from micropilar testing and simulation develop. All of these efforts are new and innovative and have not been performed or reported in the literature.

**Conclusion**
By the end of the ER, we will deliver 1) nano-Mg-X in bulk sheet form, 2) characterization of its nanostructure and mechanical properties, and 3) processing path designs for making nano-Mg-X in the form of bulk sheets and tubes. In addition, we will offer new understanding in the nascent field of hcp-X interfaces, the associated hcp-X interface models, and patentable SPD techniques.

**Publications**
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Introduction
Lattice-strained epitaxial nanoscaffolding films (epi-NSFs), in which a parallel array of nanoscaled material A interfaces with another material B and forms a regular lateral arrangement of A:B on a substrate, provide a new design paradigm to tune/manipulate functionalities that cannot be obtained in individual constituents (A or B). Tuning/controlling functionality of a broad range of materials is emerging as an exciting direction in materials research community. Built on our expertise, integrated capabilities (from CINT, NHMFL, and T-4), and preliminary experimental results, this proposal aims to develop new capabilities toward tunable functionalities using epi-NSFs where the “vertical interface” can act as an “active device”. Specifically, we will, for the first time in the field, investigate the tunable optical and resistive switching properties based on La0.7Sr0.3MnO3:ZnO (LSMO:ZnO) and SrTiO3:Sm2O3 (STO:SmO) epi-NSFs, respectively. The impact of this project reaches far beyond these materials systems.

Leveraging CINT’s well controlled laser-MBE for the growth of complex metal-oxide films, we target to synthesize both LSMO:ZnO and STO:SmO epi-NSFs with controlled microstructures. In parallel with T-4’s modeling effort, we also use computational results to guide the fine adjustment of processing parameters (which can affect the surface morphology of the film) and to tune the optical properties of ZnO and resistive switching property (or so called “memristive” behavior) of STO. Combining NHMFL’s unique characterization tools (such as transport measurement and photoluminescence (PL) spectroscopy at a wide range of magnetic fields and temperatures) with CINT’s advanced TEM and high-resolution x-ray diffraction capability, Our objective is to establish the processing-structure-functionality relationship of epi-NSFs.

Benefit to National Security Missions
The proposed effort supports and strengthens the Laboratory’s core scientific capabilities essential to discovering, understanding, and exploiting emergent phenomena in materials. In particular, this research develops/expands our key capabilities outlined in the EPM ER category, e.g. i) functional design and optimization, ii) novel control and metrology techniques exploiting emergent phenomena, iii) understanding mechanisms for control of material properties, and iv) synthesis and processing techniques that lead to control of emergent phenomena. Furthermore, this project enables the development of new experimental (advanced synthetic and diagnostic techniques) and theoretical capabilities to probe the state of complex nanoscale materials. This effort can ensure LANL’s continued and expanded leadership in nanostructured materials, innovative probing methods, and theoretical predication and design of new/improved functional materials.

The success of this project enables LANL to respond effectively to future BES calls since our proposed work directly addresses the Grand Scientific Challenge identified in the BESAC report: how do remarkable properties of matter emerge from the complex correlations of atomic or electronic constituents and how can we control these properties? Beyond BES, this work will have enormous ramifications in technological sectors such as memory and electro-optical devices. Finally, this work enables an important capability for MaRIE, since the ability to design, synthesize, measure, and model functionality at different length scales in complex materials is the central competence underpinning MaRIE’s M4 facility. Additionally, this work exploits and expands the capabilities at two LANL National User Facilities: CINT and NHMFL.

Progress
In this review period, we have made tremendous progress on different fronts. In the following, we highlight the progress from synthesis, characterization, and theoretical modeling.
We have used La0.7Sr0.3MnO3:ZnO (LSMO:ZnO) nanocomposite films as a model system to demonstrate the role of film thickness in tuning the physical properties of nanocomposites. By using x-ray diffraction and transmission electron microscopy, we have successfully analyzed thickness dependent strain and microstructures. The magnetotransport properties of the nanocomposite films have been fitted by a modified parallel connection channel model, which is in agreement with the change of microstructure as a function of film thickness in nanocomposite films on r-plane sapphire. The strain analysis indicates that the variation of physical properties in nanocomposite films on LaAlO3 is dominated by strain effect. These results emphasize the significant effect of film thickness on microstructures, strain, and functionalities. We have further performed preliminary magneto-photoluminescence of a LSMO/ZnO epi-nanoscaffold structure at temperatures down to 2K and in magnetic fields up to 7T.

We also developed nanoscaffold SrTiO3:Sm2O3 memristors using vertical heterointerface nanocomposite films. Using electron energy loss spectroscopy (EELS), we found that oxygen deficient regions are readily confined at the vertical interface of the nanocolumns and the matrix, due to the change of both structural and chemical properties across the interface. In other words, engineering the oxygen vacancies at the nanoscale by means of nanoscaffold structures spatially confines the conduction channels at vertical interfaces and gives better control over the device performance with high uniformity and reproducibility.

Progress on the theoretical modeling has been made on the development of a phase field model that can predict microstructure evolution due to competing effects due to elastic, interfacial and dipolar interactions. In addition, we are able to incorporate the effects of interfaces, precipitates and inclinations. At the same time, work is in progress to conduct some ab initio studies on various transition metal oxides/substrate systems to gain insight into parameter values that potentially may serve as input to the phase field models.

Future Work

- Optimize the processing parameters to grow strained La0.7Sr0.3MnO3:ZnO (or LSMO:ZnO) and SrTiO3:Sm2O3 (or STO:SmO) epitaxial nanoscaffolding films (epi-NSFs) on different substrates such as LaAlO3 and Nb-doped SrTiO3 substrates using pulsed laser deposition.
- Characterize the structural properties of the films using high resolution x-ray diffraction and transmission electron microscopy.
- Study the transport properties (such as the current vs voltage and photoluminescence) of the films on different substrates. We expect to establish the structure-property relationship of these epitaxial films.
- Develop phase-field model to determine the competing interactions responsible for surface patterning such as nanomases, nanopillars, and nancheckerboards.

Conclusion

Our integrated capabilities to design, synthesize, and characterize different epi-NSFs with a range of controllable and tunable properties make it possible to explore new physics. The proposed work in this project has also great technological impact on areas of functional materials for application in memories, photonic devices, and sensing components. The following outlines the expected scientific and technical results:

- Development of a set of principles to design epi-NSFs with targeted functionalities
- Demonstration of magnetic field tunable optical properties of ZnO in LSMO:ZnO epi-NSFs
- Illustration of much enhanced tunable memristive switching in STO:SmO epi-NSFs.

Publications


Abstract
The goal of this project was to understand defect interactions with metal-ceramic interfaces at an atomistic level by means of a new, unified model for both metals and ceramics. Defects e.g., point defects or line defects (dislocations), interacting with complex interfaces, influence many interfacial properties and the resulting material performance. The response of metal-ceramic interfaces to defects, whether generated from fabrication, cascade damage from irradiation, or materials deformation processes, are complicated by the disparity in the materials in intimate contact. However many defects, their movements, and mutual interactions can not be observed directly via experiments due to the short-time scales involved. It is then desirable to understand the physical processes and dynamics at the atomistic level via simulations such as molecular dynamics (MD) and conventional or off-lattice-kinetic Monte-Carlo. All atomistic simulations require interatomic potentials to describe the interactions among atoms, or the bonding. Attaining this goal requires the development of a unified atomistic model for both metals and ceramics as a central objective. For mixed bonds environment such as the metal/ceramic interfaces, it is well known that there are charge transfer issues that have puzzled the atomistic modeling community for many years. How to tackle the issue with physical principles, and its potential impact on understanding mixed-material interfaces, prompts the writing of this ER project. A spin-off of broad importance to materials modeling will be high fidelity interatomic potentials that describe the metallic, ionic, and covalent bonds in one, unified model. The objective is to reduce to, or otherwise approximate, established models for these individual classes of materials.

Background and Research Objectives
Atomistic modeling capability is hugely important to predictive science capabilities in general. For complex materials in fact such models have not been developed because the material, physical, and chemical responses to extreme environments cannot be captured by existing atomistic models. One particular problem with existing atomistic models has been an inability to capture charge transfer, charge transport, and charge separation processes. These process show up in numerous applications such as corrosion of metals and alloys, metal-hydride reactions such as those that happened at the Fukushima power plant, hydrogen storage technologies, plasma-material interactions such as in fusion reactors, and charge separation in solar cells or photovoltaics. For this reason, the atomistic modeling community has been largely absent from these endeavors.

The essence of the problems can be described by considering the following situation. Suppose that a Ni-metal/Ni-oxide material is of interest for some reason. The nickel atoms in the metal have to be neutral, while those in the oxide are ionic. If more oxygen is added to the composite, more of the Ni metal will oxidize (aka rust) and the affected Ni atoms will have to transition from being neutral, conducting heat and electricity, and being deformable to cationic, insulating, and brittle. Certainly electronic structure methods can model some of this transition, but processes such as materials deformation or defect-electronic interactions require much larger physical and temporal scales than can be addressed for the foreseeable future.

Treatment of these issues can traced to the earliest stages of quantum mechanics, most notably work from Slater, Pauling and Mulliken [1-3]. This project generalizes some of the work of Mulliken, where he introduces his concept of electronegativity, the energy required to add or remove an electron from an atom. We will describe the generalization below. Much later Hubbard also understood the importance of allowing electrons to pile up on one atom more than another [4], but did not relate the idea to Mulliken’s work. Parr and Pearson understood the relationship [5], but thought that this “pile-up of electrons” event should be understood as
a second-order change (2nd derivative) in the number of electrons on an atom.

This project began with the realization that Hubbard, Parr and Pearson’s “pile-up of electrons” was related to something other than the number of electrons. We could argue that it was related to the concept of covalency as is captured in the prototype for this concept, the Heitler-London wave function. The complement to covalency is ionicity. It was postulated to be related to what is broadly referred to as a “charge fluctuation”. Mulliken and his successors represented both charge fluctuations and charge transfer with the electronic configurations A0 B0, A+ B−, and A− B+, where the superscripts denote the net charge on atoms A and B. Charge fluctuations, equal amounts of A+ B− and A− B+, do not on average change the number of electrons on either atom.

We then postulated that ionicity was related to another variable that had been used in earlier atomistic models of metals. We note that ionicity neither had been identified in Mulliken’s work even though it was present nor applied to atomistic models.

Mulliken’s original idea about energy change with changing numbers of electrons (i.e. the chemical potential of an atom in a molecule or material) is still present in his thinking. The combination of changing numbers of electrons plus varying amounts of charge fluctuation in a single atomistic model allowed us to devise a new type of atomistic model that addressed materials composed of mixtures of metals and metal oxides (i.e. composites). Constructing the model would require further simplifications and methodology discovery to put together the information from both experiment and electronic structure calculations that are based on entirely different thinking.

**Scientific Approach and Accomplishments**

The standard contributions for an atomistic model have been accepted as the site energies, the energies of the atoms as they are in a molecule or a material that is different from what it is when they are isolated from everything else, plus interactions between sites. In most of the literature on atomistic models, it was assumed that this set of contributions was an assumption. Work previous to the project had shown that these contributions could be deduced as a basic fact from the structure of the most essential objects in quantum mechanics, the Hamiltonians. For molecules and materials, Hamiltonians can be decomposed or “fragmented” just this way.

The trick has been to allow the electrons on each atom to both change in number (charge transfer) and move around (charge fluctuation). We had to take care of the pairings {chemical potential, number of electrons} and {Hubbard-U or Parr-Pearson hardness, ionicity}. For this reason, the main contribution to focus on was determined to be the site energies. To achieve this it was assumed that the diatomic states that Mulliken applied in devising his concept of electronegativity could be generalized to any number of atoms. A second assumption was that the number of electrons on each atom was independent of all of the other atoms. The development led to what we came to call the Fragment Hamiltonian (FH) model. These two assumptions produced the needed simplifications to generate FH atomistic models for Ni metal [6], and for Be/BeO composites [7].

Figure 1 shows how the model performs in capturing energy differences between crystalline phases of Ni. The model has shortcomings that are well known from foundational models of this kind for Ni [8]. The fixes used in the earlier model can be applied to the FH model. As part of the work on Be/BeO composites, we learned to decompose electron densities from existing electronic structure methods in a way that told us what the covalency. A schematic of the density decomposition is shown in Figure 2.

As we have refined the details of the FH model, the LAMMPS computer code (from SNL) has been duly modified to serve as the repository for the FH model. The code is being and has been used to estimate defect energies for more complex structures (relaxed surfaces, grain boundaries, vacancies) for both Ni and Be/BeO systems.

In addition, Pilania was able to identify the lattice parameters at which a metal-insulator transition occurred in lattices of 1, 2 and 3 dimensions [9]. As expected, this pattern, based on spatial dimensions, is observed in both Be lattices and BeO lattices and is expected in essentially all crystalline materials. These dimensional dependencies are important to capture in the model, both for reasons of fidelity and for validation with electronic properties. Our first effort to capture the opening and closing of an energy gap in the FH model was restricted to a 1d chain model. Two cases were considered. The first case corresponds to large lattice spacing and atomic-like energy levels. In this case, the hopping energies are close to zero (atoms are stuck in a neutral state). There are energy gaps between clusters of energy levels analogous to “HOMO-LUMO” gaps. The second case corresponds to a compressed lattice and bands of energy levels. In this second case, the same hopping energies were allowed to increase to values comparable to the gaps in the first case. The gaps closed in a way that is reminiscent to the way a multi-band tight binding model behaves.

An outgrowth of the FH model started in the last year of
the project. In the original proposal this outgrowth was not anticipated or planned for. We realized that we could stop one step short of generating an atomistic FH model. If we stop the model development at this earlier point, we end up with what is called an “effective” Hamiltonian. Effective Hamiltonians are used in many areas of condensed matter physics, chemical physics, and materials science to model phenomena that is too complex or to render simpler representations of key properties. One of these key properties is the charge transfer gap that controls conductivity in a material.

No existing atomistic model possesses the property of electrical conductivity. As a test of whether or not the FH model might retain this property, a one-dimensional chain of atoms was considered as a trial system. This work was done in collaboration with colleagues at the UNM Department of Physics and Astronomy. (Note: These collaborators were supported by CMIME, a BES Energy Frontier Research Center, not by LDRD.) Within conductivity, it is necessary for gaps in the energy spectrum to close to in order for electrons to move about freely enough to allow conduction.

From Figure 3, it is evident that the FH model is able to reproduce a process analogous to gap closure. It is therefore the only atomistic model in existence with this kind of property. Because we were able to capture some form of energy-gap closure in the FH model, a second problem was considered in the last few months of the project. The second problem was to determine if gap closure could also be achieved in a two-fragment system, the fragments could be something like a “donor-acceptor” material couple that appears in photovoltaic devices and elsewhere. In this problem, one has to compute ground state energies for the fragment pair in its cation, neutral and anion states. We pursued this example in order to follow the foundational work in this area for Hubbard models [10, 11]. The atomistic FH model was shown to recover the common adage in the solid-state physics community that the global, Parr-Pearson chemical hardness, or charge-transfer, gap closes when the energy gain by transport of electrons and/or “holes” overcomes the local, Hubbard-U gap [12].

**Impact on National Missions**

Atomistic modeling capability is hugely important to predictive science capabilities in general. Nearly every multi-scale modeling proposal around the world for the last 7 years assumes the availability of atomistic models for complex materials that in fact are not in evidence. Campaigns 1, 2 and 8, BES, Waste Storage programs (Veirs), and other LDRD projects have interests in the success of this project. Such new modeling tools will open new vistas for coupling mechanical and electronic structure responses of nanoscale materials that we cannot attempt now because the atomistic models do not have the right physics and the electronic structure methods cannot accommodate the time and length scales of interfacial interactions and heterogeneity.
Figure 3. Plots of densities of states for in a one-dimensional chain. (a) Atoms in chain under tension, leaving gaps in their energy spectrum that influence heat and electrical conduction. (b) Atoms in chain under compression, closing gaps. Mechanical deformation can enhance or diminish properties.
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Abstract
Since the early days of the Manhattan Project, it has long been a cherished goal, often thought impossible, to have an accurate first-principles, parameter-free, capability to calculate and predict, anywhere in the phase diagram, the materials properties of plutonium (Pu), which has an extremely anomalous metallurgy. The complexity of Pu metals is closely related to the unique position of Pu in the last row of periodic table, where the 5f electrons of Pu are borderline between being either itinerant or localized. This implies the presence of strong electronic correlation in these materials. To capture the electronic correlation effects, one must go beyond the density functional theory (DFT) within the local density approximation (LDA). On this aspect, the recently developed dynamical mean-field theory (DMFT) has made a breakthrough in understanding emergent phenomena in correlated electronic materials. However, the LDA+DMFT suffers from the weaknesses that the determination of screened local Coulomb interactions is highly nontrivial and these interactions are currently input as ad hoc model parameters in an uncontrolled way that is not based on any fundamental derivation.

In this project we outlined a realistic approach to accomplish a first-principles version of DMFT. It starts with the quasiparticle GW theory. In this framework, the screened local Coulomb interactions are calculated on the fly with no adjustable parameters. Therefore, the GW+DMFT can naturally overcome those weaknesses suffered by the LDA+DMFT. The development of this theory will thus form a fundamental basis for new advances in our understanding of the superconductivity, magnetic and heavy fermion behaviors, and many other anomalous properties of strongly correlated d- and f-electron materials. It will replace the “empirical” nature of current predictions with a new theory that has controllable approximations, and as such can be systematically improved. We focus this development on its application to actinide materials.

Background and Research Objectives
Conventional LDA band-structure methods [1] fail for materials that contain open atomic d- and f-orbitals with very localized wave functions. Such materials often exhibit many anomalous properties and are usually called strongly correlated electronic materials, since it is believed that the strong Coulomb electronic forces between these electrons cause them to dance around each other in a way that correlates all of their dynamical positions and velocities simultaneously. Over the last decade it has been shown that the key to developing an accurate first-principles theory of strongly correlated electronic materials is to focus powerful mathematical machinery upon the parts of the electronic structure (the d- and f-orbitals) that exhibit strong correlations while employing simpler methods for those parts that are more conventional (all the other orbitals). Such an approach is now within reach of a strongly dedicated effort to accomplish this.

The major goal of this project is to develop a new electronic structure method that is capable of accurately predicting the materials properties of actinide materials. Conventional LDA band-structure theories [1] are highly accurate in regimes where actinides act like conventional materials. However, it has long been recognized that strong electronic correlation effects generate very anomalous properties such as unusually large-volume expansions. Our goal is to develop a first-principles method that includes such correlation effects in a parameter free fashion, and the DMFT [2] has a better footing to be integrated.

Scientific Approach and Accomplishments
Our method takes the major advantages of GW theory, which enables a calculation of Coulomb interaction in a first-principles manner. It provides a natural framework for the integration of DMFT. We have made significant progress in understanding the electronic structure and other emergent phenomena in elemental actinide solids.
and compounds.

We have introduced a new electronic quantity, the correlation strength, which is defined as a necessary step for understanding the properties and trends in strongly correlated electronic materials. We have applied this idea to the different phases of elemental plutonium. Within the quasiparticle self-consistent GW approximation (QSGW), we have surprisingly found a universal scaling relationship, where the f-electron bandwidth reduction due to correlation effects is shown to depend only upon the local density approximation bandwidth and is otherwise independent of crystal structure and lattice constant.

We have then proceeded to develop the full GW including the spin-orbit coupling (GW+SOC). We have been able to apply the GW+SOC to investigate the electronic structure in Uranium (U), Neptunium (Np), and Pu elemental solids [4]. We have shown that the spin-orbit splitting leads to a unique manifestation of electronic correlation effects and the degree of electronic correlations depends on the inter-actinide distance. Further, the screened Coulomb interaction has also been found to scale with the inter-actinide distance.

To further exemplify the significance of this GW approach, we have performed in parallel an LDA+DMFT study on the alpha-phase of Pu [5]. The calculations have been carried out for the first time ever on the full 16-atom per unit cell alpha-phase structure. Our calculations have demonstrated that Pu atoms sitting on different sites within the alpha-Pu crystal structure have a strongly varying site dependence of the localization-delocalization correlation effects of their 5f electrons and a corresponding effect on the bonding and electronic properties of this complicated metal.

The above successes on elemental actinide solids has paved a critical step for us toward the implementation of non-perturbative quantum many-body approach into the GW method. The GW method has now been integrated into the full-potential linearized augmented plane method and we have also been working on to integrate it into the electronic structure software developed at Los Alamos.

To describe the emergent phenomena including heavy fermion, superconductivity and magnetism as driven by the electronic correlation in actinide compounds, we have developed GW-based spin-fluctuation theory. The method starts with the electronic bands obtained from the first-principles calculations within the density functional theory and builds in the electronic Coulomb interaction as input. As a first step, we focused on the electronic self-energy renormalization due to spin fluctuations with dynamical spin susceptibility evaluated self-consistently. The full electron Green’s function is obtained via the Dyson equation. The imaginary part of the Green’s function gives the spectral function as a function of both momentum and energy. The latter is measured by angle-resolved photoemission spectroscopy (ARPES) and the integrated photoemission spectroscopy (PES) after the summation over momentum; while the dynamical spin susceptibility is measured by the inelastic neutron scattering. We first applied this technique to the spin susceptibility calculations in four isostructural superconducting actinide PuCoIn5, PuCoGa5, PuRhGa5, and nonsuperconducting UCoGa5 compounds [6]. These materials are abbreviated as 115 compounds. Our calculations show a strong peak in the spin-fluctuation dressed self-energy at around 0.5 eV in all materials, which is mostly crated by 5f electrons. These fluctuations couple to the single-particle spectrum and give rise to a peak-dip-hump feature, characteristic of the coexistence of itinerant and localized electronic states. Results are in quantitative agreement with photoemission spectra. Finally, we have also shown that the studied actinides can be understood within the rigid-band filling approach, in which the spin-fluctuation coupling constant follows the same materials dependence as the superconducting transition temperature.

We then focused on the comparison of electronic structure in UCoGa5, which is so far the only actinide sample for which high resolution ARPES data (at Los Alamos) are available. By working with the experimentalists John Joyce and Tomasz Durakiewicz, we demonstrated that the high-energy dispersion anomaly as observed by ARPES on UCoGa5, which was originally thought to belong to a conventional Fermi liquid family, can be adequately described by coupling between itinerant fermions and spin fluctuations arising from the particle-hole continuum of the spin-orbit coupling split 5f states of uranium [7]. These anomalies resemble the ‘waterfall’ phenomenon of high-temperature copper-oxide superconductors, suggesting that spin fluctuations are a generic route toward multiple electronic phases in correlated materials as different as high-temperature superconductors and actinides.

We have also investigated the spin-fluctuation mechanism of superconductivity in the presence of gapless or nodal quasiparticle states in the excitation spectrum of intermetallic plutonium compounds PuCoGa5, PuRhGa5 and PuCoIn5 [8]. Nodal quasiparticle states are well established in copper-oxide, and heavy-fermion superconductors, but not in iron-based superconductors despite numerous signatures for the presence of spin fluctuations. The latter superconducting family is proposed to acquire a rather unusual ± wave pairing symmetry, which changes sign on different Fermi surfaces but lacks nodal excitations, and thus
remains under active scrutiny. In this work, we studied the pairing symmetry and mechanism of a new class of intermetallic, plutonium-based high-Tc superconductors and predicted the presence of a nodal s± wave pairing symmetry for the entire family. Starting from a density-functional theory based electronic structure calculation we predicted several three-dimensional Fermi surfaces in this 115-superconductor family in qualitative agreement with the literature. We identified the dominant Fermi surface “hot-spots” in the inter-band scattering channel, which are aligned primarily along the nesting wave vectors $Q \sim (\frac{1}{2}, \frac{1}{2}, q)$, with $0 < q < 1/2$, measured in units of the inverse lattice constants times $2\pi$, where degeneracy could induce sign-reversal of the pairing symmetry. Our first-principles-based spin-mediated pairing symmetry calculation was performed within the random phase approximation of the spin susceptibility and demonstrated that the s± wave pairing strength is stronger than the previously thought d-wave pairing and more importantly, this pairing state allows for the existence of nodal quasiparticles. Finally, we predicted the shape of the momentum- and energy-dependent magnetic resonance spectrum for the identification of this pairing symmetry. As a consistency check, we calculated the differential conductance with first-principles-based electronic bands and confirmed that the s± pairing is in agreement with recent Andreev reflection in point-contact spectroscopy measurements. The observation of a zero-bias conductance peak is therefore a signature of nodal states on the Fermi surface and consistent with both s± and d wave pairing symmetries. Our findings will advance the development of a consistent theory of spin-mediated superconductivity by including the plutonium-based intermetallic actinides, which bridge the families of copper oxides, iron pnictides, and heavy fermions in terms of superconducting transition temperature and spin-fluctuation strength.

Impact on National Missions
The development of a new first-principles electronic-structure method for strongly correlated actinide materials that can accurately calculate effects of electronic correlations on physical properties at any given temperature and pressure will have immediate application in a variety of NW, energy, high-performance (exascale) computing, and IS&T missions at the Laboratory. In the energy arena, for example, this will enable accurate materials predictions for actinide oxide fuels. Once the basic method is established and validated, future program development will be needed to generalize it in order to calculate various specific materials properties of interest. For example, a phonon module should be developed so that effects of thermal vibrations on the free energy at finite temperatures can be calculated. The code should also be generalized and exploited as an accurate method to calculate phase diagrams of relevant materials. Elastic constants and mechanical properties could also be calculated.
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Abstract
Our research focused on the development of fundamental understanding of the mechanisms of radiation damage creation and recovery, melt/re-solidification process, and effect of radiation on mechanical properties of nanoscale materials. A very successful experimental/computational campaign was launched, aimed at finding the boundaries of a radiation tolerance window, in particular, in the dose-rate and temperature dimension. We experimentally evaluated the retained radiation damage and structural changes in nanofoams as a function of irradiation conditions, and material size and shape. We found that outside the window of radiation endurance, damage appears in the form of vacancy-related stacking fault tetrahedra (SFT), and that SFT accumulation is dose-rate dependent.

Our work break new ground in discovering the basic physics of material response under radiation conditions where the architectural dimensions of the material are comparable to the typical collision cascade and dislocation sources. MD simulations of radiation damage gave us tremendous insight into atomic-scale structures generated in nano-materials during the collision cascade. Analyzing the mechanisms underlying defect formation in irradiated nanopillars, we found that SFTs are natural sources of dislocations within the ligaments composing the foam determining their mechanical response. Surprising results were revealed in atomistic simulations of tensile/compressive tests performed for model bi-continuous nanoporous gold (np-Au) structures. A substantial tension/compression asymmetry in yield was found for np-Au with ligament diameter < 5 – 7 nm, which is attributed to the surface stress that sets the filament under compression, providing a bias favoring yielding in compression. Using nanoindentation tests, we found that irradiation actually hardens np-Au foams with larger ligaments (~20-30 nm), a result that we analyzed in terms of the role of SFTs on the deformation mode of foams.

Our research lead to improved understanding and control of defects and interfaces, which is a critical capability for the Laboratory’s mission in energy security, specifically for the next generation of radiation tolerant materials.

Background and Research Objectives
In this project, a field that had not been pursued before was explored for the first time. In the search for materials with improved radiation and mechanical response, a new genre of material was proposed. By investigating surface derived phenomena in high surface nanoporous materials, a new understanding of radiation tolerance and strengthening was obtained, allowing for the design of new materials in applications, such as from composites, structural materials, and sensor components.

Clearly, our project objective was to test the assertion that the key to perfect radiation endurance is perfect recovery. A model was proposed that defines a window of radiation endurance for nanoporous materials [1], which depends on the combined effect of two length scales: (1) a characteristic ligament size as compared to the collision cascade size and (2) a diffusion length for defect annihilation relative to dose-rate. Inside this dimensional window, ligaments are sufficiently small that defect migration to the ligament surface happens faster than the time between cascades (ensuring radiation resistance for a given dose-rate), and still large enough not to be destroyed by the cascade induced melting. We set-up as major goal to achieve a fundamental understanding of the radiation tolerance, and mechanical properties under irradiation of high surface nanofoams as structures that can potentially open a door to a new class of ultra-high strength radiation tolerant materials.

We achieved our goal by experimentally evaluating the retained radiation damage and structural changes in nanofoams as a function of irradiation conditions (ion energy, mass, dose and irradiation temperature) and material size and shape [2].
Based on a combination of computer simulations and experiments on irradiation and mechanical response of nano-scale foams, we were able to prove the two hypotheses driving this project, namely that 1) a window in the parameter space exists where these materials show radiation resistance due to the combined effect of the tow length-scales mentioned above, and 2) that there exists an optimum ligament size at which nanofoams show ultra-high strength due to dislocation confinement effects. This part of the project was further developed by studying the mechanical properties of nanofoams under irradiation, where we found that hardness in gold nanofoams increases after irradiation, a result that we analyzed in terms of the role of defect formation, mainly stacking-fault-tetrahedra (SFTs) on the deformation mode of nano-scale foams.

Atomic scale computer simulations of radiation damage and recovery gave us tremendous insight into the analysis of the resulting structures induced in nano-materials, nanopillars and nanofoams, during the collision cascade [3,4]. The results of computational tensile and compressive tests for model bi-continuous nanoporous gold structures using atomistic simulations were compared [4] with prediction of scaling laws for coarser-scale foams and with experimental data. A surprising substantial tension/compression asymmetry in yield was found for nanofoams with ligament diameter < 5 – 7 nm, attributed to the surface stress that sets the filament under compression, providing a bias favoring yielding in compression.

Additional objectives were developed in the course of the project. We further extended our studies to the experimental evaluation of radiation effects on mechanical properties of nanofoams. The irradiated nano-structures were analyzed looking for correlations between irradiation conditions and resulting defect structures and properties [5]. An important accomplishment in this respect was to answer the question whether irradiation actually hardens or softens a nanofam with larger ligaments (ligament diameter ~20-30 nm). We set-up a proof-of-principle simulation and found that the yield strength of a network of filaments is lower than for isolated filaments, and appears unaffected by the presence of the SFT, but as the plasticity proceeds, SFTs act as obstacles to dislocation motion, inducing hardening in a similar way that would occur in a bulk material.

The strategy implemented took us to the next level in developing universal scaling equations for radiation and mechanical response of nanoporous foams. This progress will help in the design of high surface density porous structures at the nanoscale with ultra-high strength and radiation tolerance properties. This is a major scientific contribution that is expected to have a significant impact in the next generation of high strength radiation tolerant materials.

**Scientific Approach and Accomplishments**

We focused on three main activities: one experimental, the other computational, and the third theoretical.

In a first experimental step, we found that defect accumulation behavior varied with irradiation dose-rate in Ne++ 400 keV ion-irradiated thin (100 nm-thick) np-Au foams. SFTs were observed when np-Au foams were irradiated at high dose-rate, but they did not seem to be formed in np-Au at low dose-rate irradiation. Using Molecular Dynamics (MD) we studied from the computational perspective, the radiation response of both, the elemental constituent of foams, i.e. gold nanopillars, and metallic nanoporous foams generated with a numerical synthesis method. Our simulations suggested that the formation of SFTs in individual ligaments is due to the collapse of vacancy clusters. We proposed a model to explain these observations.

We continued our investigations by experimentally addressing np-Au mechanical properties under irradiation. This was done via nanoindentation of 1-micron thick gold nanofoams deposited on an Au/Ti/Si multilayered substrate [5]. We performed sequential, 100 keV and 400 keV, Ne ion irradiations of at room temperature at high dose-rate for a total dose up to 4 dpa. Mechanical deformation under indentation of the specimens was investigated using a Hitachi TribolIndenter equipped with a Berkovich-geometry indenter.

Our nanoindentation tests showed that hardness increases after irradiation. Our simulations shows that SFTs act as obstacles to dislocation motion, leading to the conclusion that, contrary to our previous simulation, SFTs affect hardness by the standard dislocation-obstacle interaction. This fact suggests that computer simulations of pillar are not representative of the real bulk nanofoam, calling for computer simulations of more realistic geometries of gold nanofoams under compression.

We also studied the influence of cascade parameters on gold nanofoams radiation resistance. We explored the effect of cascade damage on np-Au caused this time by different ions, i.e. He, Ne and Kr, at room temperature, and at high, intermediate, and low ion dose-rates, to a total dose of 1 dpa. We determined the boundaries of our recently defined ‘window of radiation tolerance’, which relates material features such as ligament size and diffusion properties to irradiation properties such as pka energy, dose rate, and temperature. We concluded that in the region of the parameter space explored, we effectively cross a boundary separating regions of endurance and damage. We further extended our research to high strength radiation tolerant
materials that can operate at high temperature. A way to improve the thermal stability of nano-scale materials is via the addition of a thin coating. We investigated radiation effects on mechanical properties of alumina coated gold nanofoams. We confirmed that annealed alumina coated gold nanofoams were thermally stable at 400°C and set-up the experiment to investigate the effect of irradiation on their mechanical properties.

Impact on National Missions
Radiation effects in nuclear materials are a limiting factor in the development of advanced fission reactors and fusion/fusion-fission hybrid concepts as well as spacecraft systems. In nuclear reactors, materials are exposed to harsh environments of intense neutron flux and high radiation damage that cause materials degradation and failure. In deep space and long-term missions, exposure to high radiation flux is a critical constraint in space systems design. The search of radiation tolerant materials focuses nowadays on the properties of interfaces as recombination sites for interstitials, vacancies, and transmutations debris. As interfaces naturally provide these recombination sites, materials research has focused on microstructures with high interface content. Interfaces have been shown to act as sinks for radiation-induced defects leading to a reduction in radiation hardening, and an alleviation of He bubble nucleation and growth. Two large families of such materials can readily be mentioned, those having a large amount of nanoscale precipitates, such as the nanostructured ferritic alloys (NFA) (or the oxide dispersed strengthened materials (ODS), with ultrahigh density of Y-Ti-O rich nano-features, and the multilayered nano-composites.

In this LDRD-ER, we work focused on a third alternative, namely, nanoporous materials. The work in our LDRD-ER breaks new ground in understanding the basic physics of foams at the nanoscale, and their response under radiation resistant conditions are achieved due to the unique architectural dimensions of the material with ligaments that are smaller than the typical collision cascade in bulk materials. The work lead to improved control of defects and interfaces, which is a critical capability for the Laboratory’s mission in energy security, specifically at the nano-scale. It provides insight into the important role of interfaces and defects in the functionality of nanostructured materials (Materials Genome Initiative). A close connection to MaRIE is set-in place on materials in extreme irradiation environments and places us in a strategic position to seek future funding from the DOE-NE, BES, and industry.
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Ultrafast Spectro-microscopy for Nanoscale Magnetic Domain Imaging

Richard L. Sandberg
20120278ER

Abstract
The goal for this project was to develop an ultrafast soft X-ray coherent diffractive imaging (CDI) microscope for magnetic materials. Developing this tool will now enable the characterization of magnetic inhomogeneity and its non-equilibrium dynamics in order to understanding the exotic properties of complex magnetic and other nanostructured materials. We developed a table-top high harmonic generation based source of soft X-ray (SXR) radiation that can capture element-specific magnetization dynamics at the spatial and temporal scales of electron-spin-lattice interactions (fs-to-ps). Our system uses time-resolved X-ray magnetic linear and circular dichroism microscopies (tr-XMLD/tr-XMCD) and is currently being used to unveil magnetic properties of a broad class of materials on the fundamental timescales of the underpinning physical processes. The magnetic x-ray CDI (mCXDI) microscope developed under this project is capable of imaging samples with near 50 nm resolution and has shown spectroscopic time-resolved relaxation and spin ordering through ultrafast SXR spectroscopy. Hence, this system is now able to fill the gap between electron, scanning probe, and optical photon imaging technologies and will provide an unprecedented combination of elemental specificity, sensitivity to ferromagnetic and anti-ferromagnetic spin ordering, and the ability to probe material dynamics at the fundamental space and time scales. The development of time-resolved X-ray dynamic imaging is still at the early demonstration phase and significant impact for ongoing and future LANL programs in nanoscale imaging of heterogeneous complex materials at LANL and worldwide is envisioned with this microscope.

Background and Research Objectives
Further progress in the understanding and exploitation of novel magnetic materials demands an extension of conventional microscopic methods to characterize their magnetic properties at both femtosecond temporal and nanometer spatial resolution. Recent advances in tabletop ultrafast soft X-ray (SXR) sources and latest generation X-ray Free Electron Lasers (XFEL) have made ultrafast imaging of nanoscale processes a reality and new SXR techniques are constantly developing to probe the material dynamics associated with charge, spin or lattice ordering. We have developed a microscope that is specifically sensitive to dynamic magnetic spin in support of LANL's materials programs.

One of the great challenges in condensed matter physics is to understand and ultimately control the functionality of novel magnetic materials. The exotic properties of these materials emerge from strong interaction between charge, spin, and lattice degrees of freedom (DOF) and ensuing competition between several energetically near-degenerate orders that determines the ultimate properties of a particular material. The mechanisms of the order competition are still poorly understood and the final material state cannot be predicted. Multiple-order competition results in electronic, magnetic, and structural spatial inhomogeneities at sub-nanometer-to-micrometer scales [1,2] and nontrivial sub-picosecond dynamics [3]. It is widely believed that the observed spatial and temporal inhomogeneities are strongly coupled and hold the key to understanding of the novel properties of these materials. We have created a tabletop microscope that is capable of measuring nanoscale element-specific magnetization dynamics at the time scale of electron-spin-lattice interactions (fs-to-ps) that are crucial for understanding the exotic properties of novel materials. Our microscope is capable of using time resolved X-ray magnetic linear/circular dichroism (tr-XMLD/tr-XMCD) spectroscopies coupled with coherent x-ray imaging (CDI) techniques to provide unprecedented insight into the properties of bulk complex material and magnetic nanostructures. This tool is already showing sensitivity to antiferromagnetic (AFM) films, surfaces, and interfaces and has shown in recent experiments promise of measuring contrast changes across nanoscale (sub-100 nm) magnetic domain boundaries with magnetic coher-
Scientific Approach and Accomplishments

Our approach for this project was to build upon past experience from the PI and team in developing ultrafast laser based tools for timeresolved spectroscopy and imaging. We upgraded an existing laser system and built a custom CDI microscope entailing vacuum housings and fixtures, custom soft X-ray optics, a large area soft X-ray CCD, and nanopositioning stages. Furthermore, we also developed a custom iterative phase retrieval algorithm code called “PhaseFetch,” written by our former student Jonathan Gigax, in order to reconstruct the recorded XSR diffraction patterns into high resolution images. In addition to these efforts, we pursued collaborative partnerships in order to provide us with samples and enable beam time at larger user facility light sources. Two such efforts include developing nanofabrication techniques for magnetic thin film samples through a user proposal with Quanxi Jia and John Nogan of the Center for Integrated Nanotechnologies and successfully competing for and receiving beamtime at the Stanford Synchrotron Radiation Laboratory (SSRL) at the SLAC National Accelerator Laboratory. These capabilities and efforts were recognized as important and will continue under the funded LDRD Directed Research project “Multiferroic Response Engineering in Mesoscale Oxide Structures” (20140025DR, PI – Q. Jia).

Currently, we have focused our efforts on studying the multiferroic material BiFeO3 (BFO) that has coupled antiferromagnetic ordering with ferroelectric (electronic polarization) ordering at room temperature. We have studied systems of BFO and other systems with tabletop time resolved soft X-ray spectroscopy as well as XMLD/XMCD at the SSRL. We have also spent significant time preparing thin film samples for X-ray imaging studies and recently found a suitable recipe for preparing such thin films. Currently, we are conducting scattering and imaging experiments on thin film BFO on our tabletop system and have beamtime in December 2014 for follow-on imaging experiments at the SSRL. However, even our preliminary results have attracted much attention including invited presentations to the TMS 2013 Annual Conference in San Antonio, TX in March 2013 and to the upcoming 2014 LCLS/SSRL Users Meeting at the SLAC National Accelerator Laboratory to be held October 10, 2014 in Menlo Park, California. Furthermore, some of these results were presented at an invited seminar at the SLAC Photon Sciences Seminar in April 2014. Furthermore, this interest lead to the invitation to write a review article of table-top coherent diffraction imaging that was published in September 2013 [4] (Sandberg, R. L., Z. F. Huang, R. Xu, J. A. Rodriguez, and J. W. Miao. “Studies of Materials at the Nanometer Scale Using Coherent X-Ray Diffraction Imaging.” 2013. JOM. 65 (9): 1208-1220).

These developments have also attracted additional collaborators. Prof. Edwin Fohtung of New Mexico State University has begun collaborative experiments on our table-top system to study to magnetic ordering of gadolinium-iron multilayers that show exotic low temperature magnetic behavior. Furthermore, we hosted a collaborator, Dr. Guido Cadenazzi from the University of La Trobe, for several weeks and we conducted some novel experiments on a gold/chromium nanopatterned sample using the full bandwidth of our harmonic source. These experiments may enable single shot dichroic CDI which would be a major advance in the field and enable studying time resolved processes without scanning X-ray photon energy or polarization. We are currently analyzing the data and working on a few papers we expect to come from this work [5] (the first of which is Cadenazzi, G., B. Abbey, J. Gigax, N. Weisse-Bernstein, T. Holesinger, G. Rodriguez, S. Gilbertson, B. McFarland, and R. L. Sandberg. “Absorption dichroism from single exposure multi-harmonic coherent diffraction imaging.” In Preparation (2014)). Additionally, this work is leading to a proposal for the DOE Early Career Award for which the PI submitted a pre-proposal this last month.

In addition, in support of this project we have developed a small optical laser based test bed for CDI that has allowed testing of algorithms and development of techniques. This system was developed by students Kim Nguyen (now an undergraduate at University of New Mexico) and post bachelor’s student Matthew Tyson of Furman University. They will be presenting their results at the upcoming 2014 American Physical Society Four Corners Conference to be held in Orem, Utah in October 2014. They are also working on a manuscript for a paper based on these results [6] (Tyson, M. C., K. Nguyen, J. Gigax, R. L. Sandberg, and J. L. Barber. “Fresnel-regime coherent diffraction imaging.” In Preparation 2014). Finally, many of the ideas generated during this project, including Fresnel-regime CDI recently demonstrated on the optical laser setup, were published in a recent paper [7] (Barber, J. L., R. L. Sandberg, C. W. Barnes, and R. L. Sheffield. Diffractive imaging at large Fresnel number: Challenge of dynamic mesoscale imaging with hard x-rays. 2014 - Physical Review B. 89 (18): 184105). The impact from this project will continue in the upcoming publications and through the follow-on LDRD-DR project as well as a potential DOE Early Career Award.
**Impact on National Missions**

The development of a table-top system capable of ultrafast magneto-optical X-ray spectroscopy and coherent X-ray imaging is providing LANL with a novel capability to investigate the dynamics of the magnetic ordering in a broad class of materials at the fundamental time and spatial scales and will hopefully place LANL at the forefront of this field. While we are still analyzing data and writing up the exciting results we have obtained, already this project is having impact on LANL missions. This system has become an important characterization capability for MaRIE, LANL’s future signature facility, since the ability to unravel functionality in novel materials with coherent X-rays is an important competence underpinning MaRIE’s M4 facility. This work is directly addressing the LDRD Grand Challenge in Materials. In the long term, our work will be directly applicable to exploration of spin ordering in actinide and other mission-relevant materials, which aid in determine material functionality. Furthermore, development of ultrafast magnetic CXDI is now a unique capability for the LANL-based Center for Integrated Nanotechnologies and is attracting more users to this facility as is evidenced by our new collaborations with the University of La Trobe and New Mexico State University.
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Unlocking Plasmons in Graphene

Kirill A. Velizhanin
20120300ER

Abstract

Nanoplasmonics is a growing field of research with multiple promising applications ranging from surface enhanced spectroscopies to biological imaging and information processing. However, traditional plasmonic materials (e.g., gold or silver) are plagued by strong Ohmic losses resulting in very short plasmon lifetimes and propagation lengths. Charge-doped graphene is a novel metallic material with low losses due to weak electron-phonon coupling, low defect concentration and suppressed scattering on defects due to vanishing band-gap (Klein scattering). Accordingly, graphene is perhaps the only low-dimensional material with the promise of the long-range plasmon propagation. In this LDRD ER project we proposed to accurately study and engineer the plasmonic response of charge-doped graphene samples. During the course of the project we published 4 papers in peer-reviewed journals (one more is submitted, one in preparation), gave 4 invited and 3 contributed talks on our progress in understanding the properties of graphene plasmons. Specifically, we have developed a computational platform to simulate the optical response of graphene-based plasmonic metamaterials (e.g., arrays of graphene nanoribbons). Employing this platform, we carefully studied the efficiency of plasmon coupling to various defects (e.g., semiconductor quantum dots, graphene edge) and found the amazing efficiency of plasmon-photon coupling through such defects, which is critical for actual applications of graphene-based plasmonic devices. On the experimental side, we have developed multiple capabilities (CVD-based graphene growth, electron-beam lithography, polarized infrared spectroscopy) at LANL. Using these capabilities, we studied the plasmonic response of arrays of graphene nanoribbons of various geometries. The theoretical and experimental capabilities developed during the course of this project, as well as obtained understanding of unique plasmonic characteristics of graphene-based devices has directly targeted the “Materials for the Future” LANL Science Pillar.

Background and Research Objectives

Many unique properties of graphene - monatomic crystalline layer of carbon atoms - stem from its unique electronic structure. Specifically, its honeycomb lattice combined with the delocalization of π-electrons over the entire layer result in the electronic spectrum of a zero-gap semiconductor with “ultrarelativistic” electrons and holes [1]. Already this makes graphene enormously appealing from both the basic and application standpoints. However, what renders graphene even more attractive is the possibility to tune these properties in a wide range by patterning, chemical functionalization, doping etc. For example, shifting the position of the Fermi level with respect to the charge-neutrality point by applying the backgate voltage allows one to significantly increase the free carrier concentration, and, thus, turn graphene into a metallic material instead of a zero-gap semiconductor. The effective metallic character of a backgated or doped graphene leads to qualitative changes in its optical properties. In particular, collective excitations (plasmons) rather than single-particle excitation (electron-hole pairs) are expected to dominate the electronic response of graphene to optical perturbation.

Nanoplasmonics – the study of plasmons confined to metallic nanostructures - is a very rapidly developing area with possible applications ranging from surface enhanced spectroscopies to biological labeling and information processing [2-4]. However, the conventional plasmonic materials (i.e., noble metals) are plagued by intrinsically high Ohmic losses resulting in very short (a few femtoseconds) plasmon lifetimes [2-4]. High-quality graphene samples promise much longer plasmon lifetimes thus introducing a possibility to not only excite a plasmon but also to exploit it to, e.g., carry energy/information along the graphene sample [5]. Thanks to its unique electronic and optical properties, graphene is perhaps the only low-dimensional material with the hope of long-range plasmon propagation. Plasmonic excitations in graphene have been observed by several
groups to date [6-8]. What was missing however is the accurate and systematic study of the plasmon-photon interaction in graphene-based nanodevices with specific applications in mind. In intrinsic uniform graphene, typical plasmons wavelengths can be shorter by a factor of ~10–50 than the photon wavelengths at the same frequency. While this is very interesting for multiple applications, such a large wavelength mismatch renders the efficient plasmon optical excitation (via a photon-to-plasmon conversion) a non-trivial task.

The goal of our project was to unlock the properties of graphene plasmons for practical optoelectronic and metamaterials applications. One of the most important efficiency characteristics of a graphene-based plasmonic device is the efficiency of plasmon excitation, i.e., the strength of the photon-plasmon coupling. Because of the plasmon/photon wavelength mismatch “defects” – inhomogeneities of graphene material – are needed to render this coupling non-vanishing. The efficiency of the plasmon excitation by various “defects” including semiconductor quantum dots near the surface of graphene and graphene patterning (e.g., arrays of graphene nanoribbons made by lithography) was one of the main themes of the project. A more basic goal was to study the effect of various defects and impurities on the electronic structure of graphene. This knowledge would clarify the effect of various loss channels on the lifetime and dispersion of various electronic excitation in graphene (including plasmons).

Scientific Approach and Accomplishments
Our scientific approach has incorporated both theoretical and experimental efforts to understand, manipulate and engineer the plasmonic response of graphene-based nanostructured materials.

Experiment. Chemical-Vapor Deposition (CVD) growth of graphene was established at LANL as a new capability in functional synthesis of carbon nanomaterials. High-quality samples of many square millimeters in size were obtained and characterized electrically and optically. To this end, top gold contacts as well as substrate gate contacts were established allowing the application of gate voltages up to 100V of either polarity. Reasonably high carrier mobilities (up to ~500-1000 cm2/Vs) were measured, signifying the quality of the samples. Optical measurements of the gate-dependent behavior of the graphene material were conducted in two complimentary Fourier-Transform Infra-red (FTIR) spectroscopy systems – a newly acquired FTIR microscope and a vacuum-based FTIR system. The former allowed a high spatial resolution on the sample down to 10 micrometer square, while the latter provided a vacuum environment for the measurements. The largely equivalent results obtained in these systems indicated substantial stability of the graphene layer to the environment, which is a positive feature for future applications of graphene.

To study graphene plasmons, an electron beam lithography (EBL) of graphene samples was developed at LANL via thorough parameter optimization of resist exposure, development, plasma processing followed by electrical and optical characterization. It was discovered that the reproducibility and quality of plasmon spectra are keenly dependent on the quality of the sample with each and every processing step properly optimized. This work is not fully finished even up to this day due to the extreme complexity of the process requiring sub-100 nanometer feature resolution on dielectric (intrinsic silicon) substrate EBL. Nevertheless in the samples obtained we observed gate-dependent plasmonic features in FTIR spectra, Figure 1. It was discovered that graphene plasmons strongly interact with the phonons (lattice vibrations) in the underlying substrate leading to hybrid plasmon-phonon modes featuring very interesting dispersion characteristics. This discovery led to the development of a novel idea of super-resolution imaging on a surface using such hybrid modes. This imaging modality may one day become the first far-field non-fluorescence based super-resolution imaging technology. In collaboration with UNM scientists we are currently pursuing the possibility of funding this new direction via external grants from both the Government and industrial entities.

Graphene plasmonic samples were also investigated in a custom-built Raman microspectroscopy system with the goal of uncovering any possible Raman signatures of graphene plasmons. The fact that such signatures were not observed suggests that our understanding of plasmon interaction with external radiation needs to be reevaluated. This work is currently in progress. Specifically, we are currently performing the theoretical analysis/simulations of Raman activity of confined plasmonic modes in graphene nanoribbons.

Theory. We have developed a computational platform to simulate various optical processes in graphene-based optical devices. This platform allows one to simulate the processes of multiple absorption, reflection/refraction in layered structures including plasmon-supporting graphene sheets. Furthermore, this platform allows one to introduce various inhomogeneities and nanopatterning to the graphene-based devices. The developed platform was first tested to assess the efficiency of photon-plasmon coupling mediated by semiconductor quantum dots near graphene [9]. This coupling was demonstrated to be surprisingly efficiently, which was later used by us to propose to exploit graphene as an efficient energy conductor where energy in the form of plasmons can be transferred to as far as a
few micrometers [5]. Very recently we further developed the computational platform to incorporate the coupling of graphene plasmons to excitons in semiconductor nanostructures (e.g., quantum wells) [10].

During the last two years, the patterning of graphene into an array of nanoribbons, Figure 1 and Figure 2(a), has become de facto a standard way to excite and study plasmons in graphene. The accurate theoretical analysis of plasmon size quantization in such arrays, including the interaction between nanoribbons, has not been accomplished before. We have just finished our work on such an accurate description of plasmons in graphene nanoribbons arrays [11]. Importantly, we found that various nanoribbon arrays with seemingly different parameters can be separated into universality classes so that the problem has to be solved numerically just once within each such class. By solving such numerical problem and tabulating the numerical results, we have completely solved the problem of plasmon size quantization in the arrays of graphene nanoribbons [11]. For example, Figure 1(b) shows the extra reflection phase (r.h.s. vertical axis) for a graphene plasmon being reflected off the nanoribbon edge within the array.

We have also studied the effect of the graphene impurities (e.g., adsorbate atoms and molecules) on the electronic structure of the charge-doped (i.e., metallic) graphene. Specifically, we have analyzed the efficiency of scattering of current-carrying electrons by such impurities [5], which is of critical importance for assessing (and ultimately maximizing) lifetimes of graphene plasmons. Peers have recognized the importance of this work as it was published in Physical Review Letters.

**Impact on National Missions**

This project has directly supported a LANL Materials Grand Challenge directed at “Control of electronic or photonic functionality...”. Further, this work supported ongoing efforts in T-Division and the Center for Integrated Nanotechnologies focused on understanding/manipulating optical plasmons for new applications. In particular, this work has brought new capabilities to CINT (high-quality CVD growth, EBL) that may be made available to new users, which directly supports our DOE-BES mission. Ultimately, the outcomes of this project could lead to breakthrough capabilities for optical switching, signal processing and active metamaterial applications that would be of interest to a variety of sponsors including BES, as well as lead to new intellectual property. The developed computational platform to simulate optical interactions with graphene-semiconductor quantum dots hybrid systems targets the “Energy Security” LANL mission since quantum dots is the main constituent for proposed highly efficient and cheap photovoltaics developed at LANL (Klimov) and elsewhere. The external collaborations developed during the course of this project (T. Shahbazyan, JSU; K. Bolotin, Vanderbilt) will help strengthening the ties of LANL with leading researchers in academia.
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Plasmon-Exciton Interactions in Single-Wall Carbon Nanotube – Metal Nanostructure Complexes

Han Htoon
20120330ER

Abstract
This project investigates the interaction of two different fundamental optical excitations, namely, 1D excitons of SWCNTs and plasmons (collective excitations of charge density waves supported by metallic nanostructures). We aim to manipulate various aspects of light-SWCNT interactions that hold the key to the realization of a variety of technological applications and to reveal never before seen phenomena that lie at the interface of classical electrodynamics and quantum mechanics. To date, our work has led to publication of 4 papers in J. Phys. Chem B, ACS Nano, Adv. Opt. Mat. and Appl. Phys. Lett. We are also preparing/revising 4 more papers and one intellectual property. Our results have also been highlighted in 18 invited and 5 contributed presentations at various major conferences. The accomplishments of this project includes: (1) Bringing a new level of understanding on how plasmons can effect exciton diffusion and localization in SWCNTs; (2) Utilizing this understanding in control of spectral diffusion (random wandering of PL emission peak) that is not desirable for generation of indistinguishable single photons for quantum communication; (3) Revealing key conditions that are needed for room temperature (RT) single-photon generation; (4) Discovery of a novel plasmon mode in graphene-giant nanocrystal hybrid system; (5) Unexpected discovery of a novel approach to create stable, highly emissive deep trap states in SWCNTs.


Background and Research Objectives
Interactions of two different fundamental optical excitations often lead to the emergence of new phenomena that cannot be observed in either of the original excitations. The interaction between an exciton and a plasmon represents one such instance. Phenomena that lie at the interface of classical electrodynamics and quantum mechanics such as enhancement of emission rates and exciton Rabi splitting have emerged in the study of this interaction in nanocrystal quantum dots[1] and semiconductor quantum wells.[2] In addition to being important for fundamental reasons, these phenomena exhibit tremendous potential for technological applications ranging from solid state lighting to quantum communication and information processing as they provide handles to manipulate not only spontaneous emission rates but also quantum coherent dynamics and photon emission statistics.

Although tremendous research efforts have been invested in the study of plasmon-exciton interaction in various nano-material systems, so far very few studies[3, 4] have been conducted on single-walled carbon nanotubes (SWCNTs), which have been regarded as the material of the future for their unique electrical, optical, and structural properties. Because of the SWCNT’s unique one-dimensional electronic structure, the manifestation of plasmon-exciton interaction is expected to be different at the fundamental level and therefore holds great potential for the emergence of unexpected phenomena. In addition, a comprehensive understanding of plasmon-exciton interactions could also result in transformative progress in the aforementioned technological applications of SWCNTs. To this end, we focused our study on:

Investigating the effects of plasmonic fields on diffusion, localization, recombination dynamics, electronic fine structures and symmetries of one-dimensional excitons.

Exploring new plasmon modes and plasmon-exciton
coupling mechanisms in SWCNTs and other carbon based nanostructures for realization of strong plasmon-exciton interactions.

**Scientific Approach and Accomplishments**

To date, our works have led to publication of 4 papers in J. Phys. Chem B, ACS Nano, Adv. Opt. Mat. and Appl. Phys. Lett. We are also preparing/revising 4 more papers and an intellectual property. Our results have also been highlighted in 18 invited and 5 contributed presentations at various major conferences/meetings and seminars. Below, we highlight the four most significant accomplishments of this project.

**Influence of plasmons on diffusion and localization of one-dimensional excitons in SWCNTs**

Toward accomplishing the first objective, we investigated the interaction of excitons in SWNT with atomically smooth gold pyramid substrates. Our wide-field photoluminescence microscopy images show that while the PL emission of a SWCNT is delocalized over its entire length, PL of a SWCNT trapped at the tip of the gold pyramid is observed to be localized to a diffraction limited spot. The back focal plane images of the free and coupled SWCNTs also show that the emission dipole of the SWCNT that usually lie along its length was turned upward (Figure 1a-1e). These results indicate that the plasmons localized at the tip of the pyramid can not only disrupt one-dimensional exciton diffusion but also change directionality of the emission dipole.

Motivated by these results, we developed a general theoretical approach to study exciton transport and emission in a SWCNT in the presence of a localized surface-plasmon (SP) mode within a metal nanoparticle interacting via near-field coupling. We derived a set of quantum mechanical equations of motion that account for the exciton, SP, and the environmental degrees of freedom. The material equations are complemented by an expression for the radiated power allowing for an examination of the angular distribution of the emitted radiation that is measured in experiment. Numerical simulations for a (6,5) SWCNT and Ag metal tip have been performed using this methodology. We found that the coupling to the SP accelerates diffusion, significantly affecting the exciton distribution profile, specifically, due to the fast energy transfer to the metal tip. Subsequently, the metal tip acts as a nano-antenna emitting photons with the rate order of magnitudes exceeding the exciton emission rate (Figure 1f). This explains the variation in the emission profile observed in the pyramid experiment. In addition, our theory predicts that the orientation of the emission pattern can be controlled by manipulating the exciton–SP coherences. Furthermore, we have investigated the effect of the SP mode on the exciton intraband relaxation in SWCNTs and the radiation diagram. Another interesting aspect is charged carrier motion coupled to localized SP mode. Our theoretical study of this phenomenon showed large similarity in dynamics with the problem of polaron motion. Our quantum mechanical calculations revealed significant effect of the ponderomotive force experienced by the charge due to its interaction with quantum SP oscillations (including zero point mode) resulting in the formation of potential barrier controlling charge propagation along SWCNT. Practical implications of this effect include plasmonic field-effect transistors. These studies contributed to the Ph.D. Thesis of C. Cherqui. In addition a theoretical paper has been published recently in J. Phys. Chem B and two others are in preparation. These papers are expected to be finished by the end of 2014. This work includes collaboration with Prof. David Dunlap (D. Physics, UNM) and mentoring of a CINT theory postdoc O. Roslyak who is currently a tenure-track faculty at Fordham University.

**Plasmonic manipulation of spectral diffusion**

Next, we utilized this insight to manipulate an important light emission characteristic of SWCNT. Spectral diffusion or random wandering of PL emission peak has been observed not only in SWCNTs[5, 6] but also in wide array of nanoscale light emitters including nanocrystals,[7] and nano-rods.[8] This behavior is not desirable for light emitting applications that demand ideal spectral purity such as generation of indistinguishable single photons for quantum communication. The interaction between an exciton and fluctuating charges trapped in the vicinity of the nanoemitter has commonly been used to explain such a behavior.[7] While fluctuations of surface charges happening at a long time scales lead to a shift of emission peak, fast fluctuations contribute to spectral broadening. In the case of 0D quantum dots (QDs), the spectral diffusion-induced broadening dominates in defining spectral linewidths, yielding a sub-linear relation between spectral broadening (σ) and peak red-shift (ΔE).[7]

Unlike QDs, excitons in SWCNTs can diffuse hundreds of nm along their length at RT. Fluctuations of distance between the exciton and the surface charge can therefore dominate over the fluctuations of surface charge values in determining spectral diffusion. σ of the SWCNTs at RT, as a result, scale super-linearly with ΔE. However, when a SWCNT is cooled down to 4 °K, potential fluctuations along the SWCNT length become strong enough to trap the excitons within QB-like state and local charge fluctuations again dominate over the exciton-surface charge distance fluctuations. The relation between σ and ΔE again changed back to sub-linear (Figure 2. Top and middle
rows). Since our theoretical study revealed that interaction with localized plasmons can induce an effective localization of exciton, we hypothesized that \( \sigma \) of coupled SWCNTs-nano-antenna structures at RT should also scale sub-linearly with \( \Delta E \). To test this hypothesis, we investigated the spectral diffusion behavior of SWCNTs deposited on gold dimer nanoantenna array at RT. Data (Figure 2. bottom row) reveal that \( \Delta E \) and \( \sigma \) indeed exhibit sub-linear relationship. This study brings a significantly new understanding on the correlations between exciton dimensionality and spectral diffusion revealing an interesting new way to achieve control of SWCNT photon emission properties. This work was recently published in ACS Nano.

**Plasmonic effects on photon emission statistics of SWCNTs**

Nonclassical light emission of single quantum emitters has been extensively investigated to develop single photon sources that are critically needed for realization of quantum communication. Recent studies have demonstrated such single-photon generation in SWCNTs at cryogenic temperatures.\[9-11\] Although SWCNTs are near perfect one-dimensional structures, single-photon emission reported in those studies is shown to originate from quantum-dot like zero-dimensional states formed due to localization of excitons. Since we now know that plasmon-exciton interaction can lead to exciton localization, here we explore whether such plasmon induced localization would enable RT single photon generation in SWCNT-nanoantenna coupled systems.

Because the processes controlling photon-emission statics in SWCNTs at RT are poorly understood, we, first, examined them in details using stand-alone SWCNTs. The study was subsequently extended to SWCNT-nanoantenna coupled systems. Investigations of the stand-alone SWCNTs revealed conditions favoring RT single-photon generation. Specifically, we found that (1) a minimum photon-antibunching of 0.4 can be achieved for uncoupled SWCNTs with short exciton diffusion length (i.e. \( LD \sim 300nm \)) (Figure 3a); (2) while a complete photon-antibunching at RT in SWCNTs with long diffusion lengths would require a localization of excitons at a deep trap, it could be realizable in SWCNTs with short diffusion lengths by limiting the optical excitation to a region smaller than 200 nm (Figure 3b). On the other hand, SWCNT-nanoantenna coupled systems show that while nanoantennas could localize the excitons through enhancement in excitation and recombination rates, they cannot create a deep potential well that would enable trapping of excitons in true QD-like state. Coupling of SWCNTs to nanoantennas therefore is revealed to be unfavorable for single-photon generation (Figure 3c). These findings together could have strong impact not only on fundamental photophysics of SWCNTs, but also on utilization of SWCNTs in single-photon generation critically needed for the realization of quantum communication. We are currently revising a paper reporting these results for publication in Physical Review Letters.

**Discovery of a new plasmon mode in graphene-giant nanocrystal hybrid system**

In achieving the second research objective, we focused on monolayer graphene as it has been rapidly emerging as an alternative two-dimensional plasmonic material.\[12, 13\] Our study of graphene-thick-shell nanocrystal QD (NQD) hybrid system has led to a discovery of a novel plasmon mode. Spectroscopic signatures suggesting the existence of such a plasmon mode has been observed in our recent optical study of CdSe/CdS core-thick shell colloidal giant-NQD (g-NQDs)\[14\] coupled to graphene. While the PL of individual g-NQDs on graphene are reduced by a factor of 3 compared to that of the g-NQD on glass, their PL decay rates were enhanced by a factor of 15. More surprisingly, our 2nd order photon correlation spectroscopy measurements reveal that the degree of photon bunching (a measure of relative emission efficiency of two exciton states i.e. bi-exciton)\[15\] increases dramatically to values greater than 0.7 compared to 0.065 commonly observed for g-NQDs spread on glass (Figure 4a-4d). To understand this behavior, we examine the effect of various decay channels induced by graphene on bi-exciton emission efficiencies. The analysis reveal that over an order magnitude enhancement of observed relative bi-exciton emission efficiency could be explained only if graphene enhances the radiative recombination rates of single and bi-exciton states. In our search for a possible mechanism explaining this unexpected rate enhancement, we discovered that a g-NQD photo-charged with about 2-3 electrons (a common behavior) can act as a nano-scale gate electrode and create a kink in the local chemical potential of graphene with the depth of about 2.0 eV and radius about 5 nm. A hole-puddle accumulated in such a kink is capable of supporting a plasmon mode that not only has resonance in the visible spectral range but also tremendously enhances the radiative rates of a nearby dipole (Figure 4e).

This discovery of a new plasmon mode has many important implications on the fields of plasmonics, photonic and quantum optics. Specifically, the extending the tunability of graphene plasmons to the visible spectral range facilitated by charging of g-NQDs could expand optical functionality of graphene plasmonics dramatically. Furthermore, because this new plasmon mode is formed directly underneath the g-NQD, it provides a perfect solution to a general problem of quantum emitter-plasmonic cavity alignment hindering a realization of strong plasmon-exciton coupling.
As a result, it may ultimately open a new route toward quantum plasmonics. This result was recently published in Advanced Optical Materials.

An unexpected discovery and ongoing activities
In attempts to couple SWCNTs into metal-SiO2-metal plasmonic cavity, we unexpectedly discovered that encapsulation of the SWCNTs into a SiO2 matrix leads to formation of highly emissive deep trap states 100 to 200 meV red-shifted from the original PL emission at 1.28 eV (Figure 5). These traps are observed to have an electronic structure identical to Oxygen doped SWCNTs. We theorized that oxygen radicals produced in the e-beam deposition of SiO2 doped the SWCNTs. These states, as revealed by our study on photon statistics, possess tremendous potential for RT single-photon generation. We, therefore, are investigating photon emission statistics of these states and also exploring the possibilities to perform quantum plasmonic experiments. Currently, a manuscript summarizing these results is under preparation for submission to Advanced Materials and a patent should be filed soon.

Impact on National Missions
Our project simultaneously addresses a “LANL Material Grand Challenge”, “Understanding and Control of Emergent Functionality Using Extrinsic Techniques” as well as an “Energy and Earth System” grand challenge, “Concepts and Materials for Clean Energy.” This should also lead to systems level LANL opportunities and pave the way for future funding by BES and EERE within the DOE and by Homeland Security, ONR, DARPA for threat reduction and military applications. Specifically, Han Htoon and Steven K. Doorn are collaborating with Jennifer Hollingsworth to respond a recent DARPA call, DARPA-BAA-14-46, in the areas of General Topic:Physical Sciences and Multidisciplinary Topics: Transformative Materials.
Figure 4. \( g \) traces of a g-NQD on glass (a) and on graphene (b). (c) \( g \) trace of (b) reconstructed for emission of single excitons that arrive in longer time delay as indicated in the inset. (d) Distribution of bi-exciton emission efficiencies of g-NQDs on glass (red) and g-NQDs on graphene (blue) showing an order of magnitude enhancement. (e) Upper panel: Optically charged g-NQD sitting on top of a graphene sheet where the excess hole density, i.e., h-puddle, (red) is induced. The g-NQD transition dipole, \( d \), interacts with the plasmon mode of the h-puddle, resulting in the enhanced energy transfer and radiative emission. Lower panel: Energy diagram showing Fermi energy kink produced by the g-NQD charges and associated excess hole density resulting in the hole-puddle.

Figure 5. (a) PL image of a SWCNTs encapsulated in SiO2 matrix. (b) Spectrally dispersed PL image of (a) showing deep trap emission peaks distributed in 1087 - 1140 nm wavelength range. These emission peaks are red-shifted by \( \sim 130 \) meV from the 980 nm PL peak of the SWCNTs before SiO2 encapsulation.

References


Publications


Piryantisnki, A.. Surface-Plasmon Assisted Charge Carrier and Exciton Transport in 1D Nanostructures. Invited presentation at Seminar, Department of Physics, University of Wyoming. (Laramine, 26 April, 2013).


Roslyak, O.. Surface-plasmon assisted exciton transport in carbon nanotubes. Invited presentation at Colloquium at Department of Physics. (Fordham University, NY, Feb, 2014).
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Abstract
We develop a novel approach for probing material characteristics and new functionalities in technologically important semiconductors. The novelty of our approach is in the observation that a recently developed spin noise spectroscopy technique can probe essentially new physical phenomena in the non-equilibrium regime. To study this regime we developed the theory that interprets our observations of out-of-equilibrium electron spin noise in semiconductors. During our research, we discovered several effects. Each effect revealed physics that is either difficult or impossible to study with other competing techniques. These effects will open up the path for further applications, including high precision measurements of a spin-orbit coupling, obtaining properties of an electron liquid near the metal-insulator transition, characterizing electron transport at extreme conditions of electric breakdown, discovering new types of quantum phase transitions, measuring entanglement entropy and many other effects of importance for the future of several fields. Thus, we developed a completely alternative methodology for characterizing technologically important materials and for applications of these materials under extreme conditions.

Background and Research Objectives
Progress in quantum and material sciences has been enabled by ever increasing sensitivity of measurement technologies. Structure of materials or electron densities can be already routinely probed with atomic resolution. Still, existing techniques do not resolve many vital and fundamental problems, such as the origin of high temperature superconductivity. It seems that the problem is not only in the resolution of measurement devices but also in the restrictions on physical properties that we can measure directly. Modern theoretical physics operates with such concepts as entanglement entropy and exotic quasiparticles but our ability to probe them in materials remains limited.

From the viewpoints of both fundamental measurement and basic science, recently demonstrated spin noise spectroscopy in semiconductors and atomic gases represents a truly landmark achievement. It provided a viable route to study electron spin dynamics at mesoscopic scale, possibly at single spin level by directly measuring local spin-spin correlators of atoms or electrons. By advancing this technique to nonequilibrium domain we are looking at material properties that simply cannot be probed directly by any other approach. Hence, the main goal of this project is to develop a novel approach for spin noise spectroscopy and test it in spin systems. To achieve this goal, we

Developed the quantum statistical theory, supported by experiment, of spin noise in nonequilibrium regime, and explored information that this noise brings about new types of quantum phase transitions, and electron liquids near the metal-insulator transition.

Uncovered and demonstrated new phenomena and developed their applications for high precision measurements of solid-state qubit dynamics and probing many-body effects in interacting spin systems.

Scientific Approach and Accomplishments
The spin noise spectroscopy is a completely novel alternative and a “passive” route, developed at LANL, towards obtaining dynamical information about electrons in semiconductors by measuring spin fluctuations. In spin systems, fundamental noise exists in the form of random spin fluctuations. For example, statistical fluctuations of N paramagnetic spins should generate “spin noise” of order $\sqrt{N}$, even in a zero magnetic field. Correlations in those fluctuations carry most fundamental information about electron dynamics/interactions because electron spin fluctuations correlate with practically all other microscopic dynamical processes. We explore those fluctuations by purely optical means to obtain information about interacting spin systems. During the
course of this project, our team has achieved all stated goals, as well as produced a number of important results of interest to quantum information and materials science. Specifically:

Throughout the first year of the project we explored the spin noise power spectra of semiconductor quantum dot qubits. Results revealed completely unexpected mechanism of decoherence and relaxation of quantum bits. Previous studies of qubit decoherence by nuclear spin bath did not notice an important type of nuclear spin interactions called quadrupole coupling. Our studies unambiguously showed that the latter is, in fact, one of the major players in decoherence phenomena. This finding is highly important for the future of quantum information technology.

Major theoretical progress had been achieved during the second year (2013). We published a number of articles on developing and applying calculation techniques that characterize spin fluctuations. Theory of spin noise in non-equilibrium regime and in the regime of a strong coupling to detector, as well as the theory of higher order correlators in spin noise spectroscopy had been developed. We proposed extensions of the spin noise spectroscopy setup: the, so-called, two-beam spectroscopy and the hybrid spectroscopy that combines information from measurements of electric voltage and spin fluctuations.

The last year (2014), we have focused on experimental verification of theoretical predictions. Our experimental team has demonstrated the possibility of measuring spin noise at nonequilibrium regime. Results clearly showed that considerable new information about a complex quantum ground state of a spin system was obtained. Another important development was the demonstration of the so-called two-color spin noise spectroscopy, which setup is shown in Figure 1. In two publications, we demonstrated that such a setup provides a unique tool for measurements of spectral linewidths in linear response regime and to characterize cross-correlations in heterogeneous spin systems. Our results open new prospects on studies of ultracold gases and improving sensitivity of atomic magnetometers. We also predicted theoretically the possibility to observe spin noise in a novel class of materials called Dirac semiconductors. Unlike conventional semiconductors, we predicted a number of new features that will help to develop an emerging filed called opto-valleytronics.

The high quality of our research results is witnessed by our publications, which include 6 articles in Physical Review Letters and one in Nature Communications – the highest rank and most competitive journals in the field of condensed matter physics.

Impact on National Missions

This project has built Laboratory capabilities in the development of novel measurement methods that enable new scientific discovery. Our project is enabled by recent technological advancements that use very large data storage and manipulation capabilities. Until very recently this technology, which is absolutely necessary for the experimental work herein, simply did not exist. Our results also depend on recent scientific discoveries in the field of spin noise spectroscopy and include a theoretical underpinning with computation and modeling support. They will advance new Laboratory capabilities that underpin a wide variety of missions including Nanotechnology and Quantum Information Science. This project attracted worldwide attention, which is evident from the high citation rates of our publications. Despite the fact that numerous groups in Europe, Russia, Japan and China have joined research on spin noise spectroscopy, our team continued to demonstrate leadership in this field, while being the only group in U.S. working in this field. We are going to use this unique capability to form a robust platform for a mesoscale spintronics program at LANL. The present project will lay the groundwork for future research to address national problems, including new functional materials capabilities for MaRIE and energy efficient applications (DOE, DARPA).

Figure 1. First demonstration of two-color spin noise spectroscopy for measurements of spin cross-correlations. (a) Setup in which mixture of two laser beams (red and blue) is used to detect cross correlations between spins of Cs and Rb atoms. (b-c) and (d,e): noise power and cross correlation spectra for different frequencies of the measurement beams.
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New Inverted Nanoshells for Multimodal Diagnostic Imaging and Cancer Therapy

Jennifer A. Hollingsworth
20120365ER

Abstract
The overarching goal is to design and implement a new nanoparticle-based platform for imaging and diagnostics combined with cancer therapy. The approach is to encapsulate within a metal shell a semiconductor quantum dot that affords reliable photoluminescence for optical imaging, with the possibility to also include within the metal shell magnetic resonance contrast agents for multimodal imaging. The metal shell serves multiple purposes: protecting/enhancing quantum dot fluorescence, generating lethal doses of heat upon infrared irradiation (photothermal cancer therapy), and presenting a biocompatible surface that is easy-to-functionalize for specific cancer-cell targeting. In contrast with other nanoparticle-based approaches that aim to couple diagnostics with therapy, this approach affords greater simplicity, smaller/tunable particle sizes, enhanced optical performance, biocompatibility and an internal “thermometer.” Our design strategy is guided by theoretical-modeling studies, which revealed the transformative potential of “inverted nanoshell” (INS) structures to enhance the optical properties (absorption and/or emission) of emitters positioned inside a metal shell. The inverted geometry—compared to conventional “nanoshell” architectures that incorporate emitters on the outside of a metal shell—promises optical-intensity enhancement that is both strong and uniform. In contrast, the field enhancement outside a metal-shell structure, though very large at the surface of the metal, drops off quickly and non-uniformly with distance from the metal. Here, we attempt to take advantage of the internal field enhancements by placing our fluorophores on the inside of a metal nanoshell, advancing the state-of-the-art in fluorophore probe design, while at the same time combining this concept with a therapy functionality – hyperthermal cancer-cell ablation. We demonstrate proof-of-concept deep-tissue imaging and selective photothermal therapy using peptide- or antibody-INS conjugates.

Background and Research Objectives
Invasive forms of cancer (e.g., lung, breast, colorectal) remain the leading cause of death in the developed world. Despite a >$200 billion investment in cancer research in the U.S. since 1971, cancer death rates in this country have dropped by only 5% (1950-2005). Traditional “cancer management” typically entails combinations of different forms of treatment, such as chemotherapy, radiation therapy and surgery. The former two suffer from a tendency to damage healthy tissue at the same time that they are being used to treat cancerous tissue, while surgery can miss cancer that has metastasized to other regions of the body. It is becoming increasingly evident that a more ideal cancer treatment would be both more selective (targeted) and comprehensive.

To this end, alternatives to traditional small-molecule, cytotoxic drugs are being pursued that would allow the therapeutic agent to be delivered more specifically to the offending cancer cells. Although some examples of targeted small-molecule drugs exist (e.g., tyrosine kinase inhibitors), chemotherapy agents are generally not capable of being specifically targeted to cancer cells. An important, newer approach is to utilize nanoparticles as vehicles both for a therapeutic agent and for targeting molecules that ensure delivery to the correct cells. The interior of the nanoparticle can be used to carry the toxic payload (e.g., cytotoxic drug) and the surface of the nanoparticle to present targeting ligands. The most common approaches utilize polymer or porous glass nanoparticles and can be either simple structures relying on natural, slow release of the drug as the particle breaks down in the body, or complex nanomachines expected to provide “on-demand” drug release as a function of controlled stimuli.

Although promising for the reasons stated, the medical professional is still typically “flying blind.” That is, the above constructs do not generally afford the ability to confirm that the nanoparticle has indeed reached its
intended target. Such nanoparticle-based delivery agents that offer a therapy but do not provide a secondary means for confirming accurate targeting and anti-tumorigenic activity are not optimal. Our proposed approach addressed this important deficiency.

The overarching goal was to design and implement a new nanoparticle-based platform for combined multimodal imaging and cancer therapy. To achieve this, we proposed to encapsulate within a metal shell a semiconductor quantum dot (QD) core that affords efficient and stable photoluminescence (PL: light emitted when the QD is stimulated by a light emitting diode, LED, or a laser). Ideally, the metal shell would serve a dual purpose – simultaneously enhancing QD PL (by way of so-called “Purcell enhancement” effects: see Approach) and generating heat upon exposure to infrared irradiation, where the latter would provide a form of “photothermal cancer therapy,” i.e., killing cancer cells through heat. Although other nanoparticle-based approaches have aimed to couple diagnostics with therapy, our approach afforded key distinguishing features.

We distinguished our effort from prominent literature work as follows. First, the most successful literature approaches have used a “nanoshell” architecture that comprises a gold-coated silica sphere, where the gold shell can be heated-up using an infrared or radiofrequency excitation source, and for imaging purposes, fluorescent dye molecules (for optical detection) or iron oxide nanoparticles (for magnetic resonance contrast) can be encapsulated in a silica layer overcoating the gold shell [1] [2]. In contrast, our aim was to create an “inverted nanoshell” architecture that places a fluorescent QD on the inside of a gold shell, with a silica spacer layer separating the two. Compared to nanoshells, inverted nanoshells, or INS particles, are small: 10-100 versus ~200 nm. Significantly, nanoparticles within the 10-100 nm size range are predicted to afford both optimal penetration into and movement within disseminated tumors, while at the same time allowing for sufficient circulation time followed by access to the liver, minimizing toxicity. The proposed INS approach would allow a high level of functionality in perfectly sized 40-50 nm particles. Second, the INS particles are simpler (imaging components all “packaged” within the interior) and inherently biocompatible due to the outer-surface comprising only non-toxic gold, where gold also affords easy chemical functionalization, e.g., using well-known thiol coordination chemistry. Third, the INS design can afford unique physics, where the gold shell creates a highly uniform and strong plasmonic field inside the sphere that can enhance QD (or other emitter) PL by enhancing either excitation or emission processes [3]. Lastly, our INS structures would make use of our uniquely stable, non-blinking giant-QDs (g-QDs) to ensure that the QD emitter remains bright and robust after encapsulation within the gold shell, in contrast with a previous literature report that utilized inferior QDs and a non-optimized spacer layer between the QD and the gold shell, succeeding only in significantly quenching QD PL [4].

Research Objectives
- Synthesize, characterize, optimize novel functional INS particles: Synthetic chemistry for INS fabrication was established and validated using optical characterization, structural characterization and theoretical modeling. The effects of space-layer and gold-shell thicknesses on key QD optical and gold-shell plasmonic properties were assessed using ensemble and single-particle-level optical spectroscopy and microscopy.

- Establish proof-of-concept cancer-cell targeting and photothermal therapy. INS-peptide and INS-antibody conjugates were synthesized, and the latter was successfully targeted to breast cancer cells. Non-specific binding was also employed to uptake INS particles in the case of cervical cancer cells. Both systems were subjected to infrared irradiation and assessed for cell death efficacy.

Scientific Approach and Accomplishments
Our overall approach follows the three Research Objectives described above. Here, we describe our significant accomplishments resulting from undertaking these objectives toward the goal of realizing novel INS particles for simultaneous imaging and photothermal cancer therapy. Along the way, underpinning synthetic chemistry and photophysical understanding were established, and initially unanticipated observations and results were achieved.

Objective 1
Bright silica-coated dots as enabling technology for controlling plasmonic interactions: The INS architecture comprises a core g-QD, a thin polyelectrolyte spacer layer, a thick silica spacer layer, a gold shell, and a surface functionalization (Figure 1). Significantly, as discussed below, the gQD optical properties were largely retained in the INS structure. Further, during the course of this study we observed that by tuning the silica layer we could tune the interactions between the gQD and plasmonic structures other than the synthesized gold shell. Specifically, we stud-
penetration-efficiency and non-specific binding/ phagocytosis feature, with the energy of the feature dependent on both the “core” (g-QD/silica) size and the gold-shell thickness (Figure 3). 

Objective 2
Studies using matrigel as an artificial human tissue-like scaffold for studies of nanoparticles at depth. We initially evaluated the penetration efficiency of our g-QDs as INS surrogates (i.e., prior to our establishing a successful INS synthesis protocol, which has now been achieved) through decreasing concentrations of matrigel (9.5 - 3 ng/mL), finding lower concentrations (3 – 5 ng/mL) to be more favorable for g-QD penetration. 3T3 cells were grown in the optimal matrigel suspension, and g-QDs evaluated for penetration-efficiency and non-specific binding/ phagocytosis by cells. Further, the g-QDs (again, as INS surrogates) were evaluated for baseline cytotoxicity and found to be non-cytotoxic in the relevant concentration ranges, a positive indicator that unintended particle-related toxicity would not interfere with intentional irradiation-induced thermal toxicity.

While these initial results obtained for g-QDs were promising, the matrigel tissue surrogates were not the focus of studies once the INS nanoparticles were successfully synthesized and ready for analysis. Rather, we have focused on Objective 3 goals, i.e., on establishing specific cancer-cell targeting and ablation (see below). That said, we have further used the matrigel matrix to determine/demonstrate depth-dependent simultaneous heating and imaging. In this experiment, INS is placed at different depths in the matrigel. The INS are irradiated with blue and infrared laser sources, where the blue source causes the g-QDs within the INS to emit red light that is imaged and spectrally analyzed. The infrared source causes the gold shell to heat up. Monitoring the decrease in g-QD emission intensity quantitatively assesses the heating. The PL intensity decline is calibrated against intensity versus temperature plots obtained by us previously for water-solubilized g-QDs. In this way, the g-QD emitters acts as a thermometer for the local temperature generated by the infrared-stimulated gold shell heating. Note: the discovery that the g-QD could be used to determine the local INS heating caused us to modify this objective to emphasize demonstration of truly simultaneous imaging and quantified heating.

Objective 3
Live-cell single-particle-tracking studies using bright/ stable dots benefitting from bioconjugation strategies: Single-particle-tracking (SPT) of receptors in live cells using conventional QDs as optical probes has been limited by the intermittency of the QD’s emission signal that results from “blinking,” as well as by motion of the receptor out of the imaging plane of the microscope. We overcame these limitations by integrating our non-blinking g-QDs for confocal-based three-dimensional live cell SPT of the IgE-FceRI allergen receptor (featured in Advanced Functional Materials as a “Frontispiece” article) [6]. We showed that this approach affords extended tracking duration—a 7-fold increase in the probability of observing IgE-FceRI for longer than 1 minute—compared to conventional core/shell QDs that blink, leading to observations of heterogeneous receptor diffusion occurring over time scales of minutes.

The success of this effort depended upon successful bioconjugation strategies for effecting selective binding of our nanoparticles to targeted cells. Specifically, the nanoparticles were terminated with carboxyl end groups (g-QDs intentionally functionalized with linker molecules containing thiol ends to bind to the nanoparticle and carboxyl ends to bind to the cell-targeting agent) that were used to facilitate the required coupling chemistry to a Neutravidin, which then allowed strong binding to a biotinylated IgE (note: avidin-biotin binding is very strong and commonly used in bioconjugation protocol). Cell targeting specificity (targeted-to-untargeted ratio) was optimized and subsequently demonstrated in the successful single-particle tracking study. The chemistry established for the simple g-QD nanoparticles was then translated to the INS particles for peptide bioconjugation in an attempt to target HER2-expressing human breast cancer cells.
Successful photothermal experiments in water: Before any live-cell experiments were conducted, we demonstrated the potential for INS-based photothermal therapy and simultaneous imaging in simple aqueous solutions. We showed that under infrared irradiation, INS nanoparticles caused water to heat up in a dramatic fashion, while g-QD/silica particles did not heat water and produced the same level of heating as water without any nanoparticles present (Figure 4). In addition, we demonstrated that the INS’ g-QD photoluminescence could be monitored during heating and that heat-induced g-QD quenching (assessed using a previously generated calibration curve, Figure 4c) could be used to determine the “local” temperature of the INS particle, which was significantly higher than the surrounding water (Figure 4b).

Successful breast cancer cell targeting and preliminary cell ablation: Ultimately, the above bioconjugation strategy applied to INS proved less successful for the larger particles and was replaced with a simpler approach – antibody targeting agent terminated with a thiol group for direct binding to the INS gold shell, thereby taking advantage of this feature of the INS structure, i.e., facile bioconjugation using strong and direct thiol-gold interactions. With the INS-antibody conjugates we successfully demonstrated selective binding to breast cancer cells (Figure 5). Further, we have conducted several infrared irradiation experiments. Recently, one of these experiments has shown that the INS particles induce breast cancer cell ablation. Although we were looking for less dramatic cell death induced by oxidative stress following INS heating, we instead observed cell ablation, with cells sloughing off the incubation dish.

In summary, further studies would emphasize controlling the “heating dose,” but our initial proof-of-principle studies successfully demonstrate the possible utility of INS for cancer cell therapy. Combined with our assessment of INS as effective optical probes and as local temperature thermometers, the results demonstrate the intended outcome: Multimodal Diagnostic Imaging and Cancer Therapy. A manuscript is in preparation that describes the INS approach as well as the relevant synthetic chemistry, photo-physics, and biological implications [7].

Impact on National Missions
We have established new capabilities in optical nanomaterials synthesis and advanced imaging in complex media, significantly improving our understanding of interactions at the nano-bio interface and providing proof-of-concept for a new approach “theranostics.” Basic understanding of materials and basic health research are advanced, with important implications for biosecurity, e.g., countering drug-resistant pathogens. The work has resulted in a new optical nanomaterial with potential applications in efficient lighting, light-based communications technologies, low-threshold lasing, single-photon sources for quantum cryptography, as the INS structure solves key flaws of more conventional emitters, e.g., making g-QDs into “fast” emitters while retaining their excellent photo/chemical stability (DOE Office of Science existing program). The results are also directly relevant to the needs of DHHS and global security agencies in general, where predicting and controlling nanoparticle mediated activity at the molecular, cellular and tissue levels has implications from nano-enabled bio/chem-sensors to non-invasive treatment of non-cancerous diseased tissue and “battle suit medicine,” while the ability to induce heating with light-based triggers and to monitor heating with light-based readout is expected to impact non-biological arenas as well.
copy. (a-d) Fluorescence correlation spectroscopy (FCS) measurements of g-QD/silica and INS particles before and after near-infrared irradiation. Results reveal that “brightness per particle” (BPP) is similar for the silica-only and the gold-shell INS particles, indicating that the gold shell does not adversely affect the g-QD optical properties, and further show that infrared-induced heating in the case of the INS particles also does not deleteriously affect INS emission. (e) Representative emission intensity time trace for INS particles synthesized using CdSe/CdS g-QDs. (f) Lifetime plot of g-QD/SiO before and after gold shelling. Average lifetime values are 15 and 8 ns, respectively.

Figure 3. Absorption spectroscopy and modeling showing surface plasmon resonance peak positions for different INS geometries. (a-b) Absorption spectra of INS nanoparticles characterized by different silica shell (a) and Au shell thicknesses (b). (c) Calculated absorption cross section of g-QD/SiO/Au INS. Plasmon response of the Au shell is modified by the core dielectric environment. In the calculations, we sampled a uniform distribution of the SiO and Au shell widths as indicated. As a result the plasmon line shape is inhomogeneously broadened. These calculations provide similar absorption peak position obtained experimentally for similar nanostructures. However, the experimental lineshape receives additional broadening from effects not included in the calculations, e.g., deviation of the nanostructure from spherical shape, environment.

Figure 4. Under infrared irradiation, INS nanoparticles caused water to heat up in a dramatic fashion, while g-QD/silica particles did not heat water and produced the same level of heating as water without any nanoparticles present.

Figure 5. Cancer Cell Targeting and Imaging with INS Nanoparticles. Bright field (top panel) and fluorescence (bottom panel) microscopy images of SKBR3 breast cancer cells. (a-d) Cells were successfully targeted using INS nanoparticles functionalized with anti-Her2 antibody and (e-f) Control: INS nanoparticles functionalized with PEG-SH ligands do not bind significantly to cells; g-QD red PL is faint and diffuse.
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Abstract
Manipulation of magnetic metals forms the cornerstone of today’s vast information-storage industry. In parallel, semiconductors provide the basis for current microprocessor technologies. It is therefore not surprising that the marriage of magnetism and semiconductors – as typified in today’s diluted magnetic semiconductors (DMS) and in complex oxides – are thriving and active research areas. Whereas ordinary semiconductor devices rely only on the charge of electrons and holes, DMS materials achieve new functionalities by also exploiting the spin of electrons and holes (namely, via spin-exchange or so-called “sp-d” coupling to embedded magnetic atoms such as Mn, Co, or Fe). Generally speaking, the coupling between band electrons and local magnetic moments underpins many fascinating phenomena in condensed matter physics and is responsible for a variety of emergent properties. In diluted magnetic semiconductors, these sp-d couplings can lead, e.g., to giant g-factors, magnetic polarons, and/or carrier-mediated ferromagnetism. As basic research in both magnetism and semiconductors continues its focus on miniaturization, DMS materials are also now pushing the limits of quantum confinement. To address how sp-d interactions are affected – and controlled – by quantum confinement and wavefunction engineering, advances in molecular-beam epitaxy and colloidal synthesis have focused considerable attention on DMSs of low dimensionality: 2D quantum wells, 1D wires, 0D epitaxial dots and (even-smaller) colloidal nanocrystals. Remarkably, recent studies reveal the influence from even single magnetic atoms, as well as new emergent phenomena such as tunable sp-d coupling and strong photo-induced magnetization. The full scope and importance of these new properties that emerge from nanoscale confinement have only begun to be explored.

Recent work at Los Alamos has demonstrated the synthesis of truly “zero-dimensional” DMS materials in the limit of extreme quantum confinement: these new materials are semiconductor nanocrystals (of, e.g., ZnSe or CdSe) containing small numbers (<5) of magnetic atoms (e.g., Mn or Co). Remarkably, these novel nanoscale materials are beginning to exhibit unexpected and new emergent properties that simply do not (or cannot) exist in their more conventional 3-D or 2-D forms. Demonstrated functionalities include the ability to tune magnetic exchange interactions via quantum confinement and wavefunction engineering at the nanoscale, advances in molecular-beam epitaxy and colloidal synthesis have focused considerable attention on DMS materials of reduced dimensionality: 2-D quantum wells, 1-D wires, and 0-D epitaxial dots and (even-smaller) colloidal nanocrystals.

Background and Research Objectives
The coupling between band electrons and local magnetic moments underpins many fascinating phenomena in condensed matter physics. In semiconductors, these couplings are simply realized in diluted magnetic semiconductors (DMS), where strong sp-d exchange interactions between electron/hole spins and embedded magnetic atoms (typically Mn or Co) can lead, e.g., to giant g-factors, magnetic polarons, or carrier-mediated ferromagnetism. To address how sp-d interactions are affected – and controlled – by quantum confinement and wavefunction engineering, advances in molecular-beam epitaxy and colloidal synthesis have focused considerable attention on DMSs of low dimensionality: 2D quantum wells, 1D wires, 0D epitaxial dots and (even-smaller) colloidal nanocrystals. Remarkably, recent studies reveal the influence from even single magnetic atoms, as well as new emergent phenomena such as tunable sp-d coupling and strong photo-induced magnetization. The full scope and importance of these new properties that emerge from nanoscale confinement have only begun to be explored.

Recent work at Los Alamos has demonstrated the synthesis of truly “zero-dimensional” DMS materials in the limit of extreme quantum confinement: these new materials are semiconductor nanocrystals (of, e.g., ZnSe or CdSe) containing small numbers (<5) of magnetic atoms (e.g., Mn or Co). Remarkably, these novel nanoscale materials are beginning to exhibit unexpected and new emergent properties that simply do not (or cannot) exist in their more conventional 3-D or 2-D forms. Demonstrated functionalities include the ability to tune magnetic exchange interactions via quantum confinement and wavefunction engineering at the nanoscale, advances in molecular-beam epitaxy and colloidal synthesis have focused considerable attention on DMS materials of reduced dimensionality: 2-D quantum wells, 1-D wires, and 0-D epitaxial dots and (even-smaller) colloidal nanocrystals.
controlled placement of magnetic dopants within core-shell nanocrystals to achieve new functionality. The work will focus on emergent optically-controlled magnetization, tunable spin-exchange interactions, and ultrafast spin dynamics. Cutting-edge colloidal synthesis and the study of ultrafast magnetization dynamics via Time-Resolved Faraday Rotation (a new LANL capability) are the essential components of this work.

**Scientific Approach and Accomplishments**

The key challenges for realizing and understanding emergent oxide electronics. It has always been regarded as the cornerstone of the new and burgeoning field of complex oxide material – strontium titanate. This material was also highlighted in an accompanying News and Views article (San Diego, CA).

In the first year of this project, we demonstrated a new Time-Resolved Faraday Rotation (TRFR) technique for ultrafast spin dynamics. In this project, these points were addressed as follows: i) Our team demonstrated colloidal growth of related core-shell nanocrystals. ii) We now have in place a working spectroscopy based on magnetic circular dichroism (MCD) to directly characterize sp-d couplings in magnetic semiconductors at low temperatures and high magnetic fields; new optics and a spectrometer will be necessary to achieve optimal resolution. iii) We have established a TRFR capability at the NHMFL in Los Alamos, based on an ultrafast Ti:sapphire laser and Optical Parametric Oscillator. TRFR techniques represent a new and general capability here at LANL, one that is widely applicable outside of semiconductor physics – e.g., using TRFR, spin dynamics have been studied in a variety of magnetic systems including metals, atomic gases, and correlated-electron materials.

In the first year of this project, we demonstrated a new diluted magnetic semiconductor systems based on copper doping of colloidal semiconductor nanocrystals. These materials exhibited an emergent photo-induced magnetization in response to blue/ultraviolet light (Figure 1). The results of this work were written up and published in the extremely high impact journal Nature Nanotechnology (and was also highlighted in an accompanying News and Views article).

Based on this work, we received many invitations to speak at conferences, including invited talks at HMF-21 (Panama City, FL), SPIE 2014 (San Diego, CA), PASPS-VIII (Washington DC), and PCSI-4 (Santa Fe, NM).

As part of this project, we developed a new capability here at LANL: optically-coupled SQUID magnetometry (Figure 3). Using this technique it is possible to perform magnetization studies whilst illuminating samples with polarization-controlled light. This was written up and published in the Journal Of Vacuum Science and Technology, where it was actually the cover article.

In this last year we have finalized and perfected the Time Resolved Faraday Rotation ultrafast optical technique, which we are currently using to explore ultrafast magnetization dynamics in magnetically-doped colloidal nanocrystal materials. We are currently writing up these results for publication.

**Impact on National Missions**

This project has built Laboratory capabilities in the development of novel materials-synthesis and experimental techniques that enable new scientific discovery at LANL. It is based on recent advances in colloidal growth and tunable magnetic doping of nanocrystals and oxide semiconductors that have already demonstrated new emergent functionality. Our approach goes well beyond this specific example of photo-induced magnetization in doped nanocrystals: long-term advantages and applicability of nano-scale heterostructures and time-resolved magnetization dynamics are very general. The project has advanced new Laboratory capabilities for synthesis and magnetic measurement that underpin a wide variety of Laboratory missions. Demonstration of engineered spin and magnetization interactions at the nanoscale has generated worldwide attention and has formed a robust platform for a nanoscale spintronics and nanoscale photonics program at LANL.
Figure 1. Copper-doped ZnSe/CdSe nanocrystals (above) are a new class of diluted magnetic semiconductor, that exhibits optically-induced changes in magnetization (below). From Pandey, Klimov, Crooker et al, Nature Nanotechnology (2012).

Figure 2. A demonstration that magnetic information can be written into, stored, and read from SrTiO3 using light alone. The acronyms “LANL” and “UMN” were written using circularly polarized light; purple and green colors correspond to magnetization pointing into and out of the page, respectively. The magnetic images were read out using raster-scanned magnetic circular dichroism. From Rice, Leighton, Crooker et al, Nature Materials (2014).

Figure 3. Optically coupled SQUID magnetometry. Mechanically chopped 405~nm light from a laser diode is passed through an optical isolator (OI) and is circularly polarized by a linear polarizer (LP) and Soleil-Babinet compensator (SB) before being coupled into a standard UV single-mode fiber. The light that is back-reflected from the other end of the fiber (in the SQUID magnetometer) follows a time-reversed path back through the fiber, SB, and LP and is directed to a photodiode (PD) using a beamsplitter (BS). Its intensity is zero (it is completely nulled by LP) if the optical polarization at the end of the fiber is exactly LCP or RCP. A manual fiber polarization controller allows to compensate for unwanted strain-induced birefringence in the fiber in order to maintain circular polarization at the sample. Inset: Detailed view of fiber end near sample. The sample is mounted on a plastic Kel-F (polychlorotrifluoroethylene) puck that is held by friction in a plastic straw. From Rice, Leighton, Thompson, Crooker et al, JVSTB (2014).
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Exploiting Metal/Organic Interfaces as Potential Bulk Heterojunctions: Unlocking the Efficiency of Organic Photovoltaics

Hsing-Lin Wang
20120464ER

Abstract
Currently the most commonly used architecture in organic photovoltaic, OPVs, is called a bulk heterojunction or BHJ. The most extensively studied OPVs consist of donor polymer and acceptor molecules (e.g. functionalized C60). In spite of incremental improvements of organic photovoltaic (OPV) efficiency from 1% [1] to 7% [2] over the past two decades, the efficiency of OPVs remains significantly lower than their inorganic counterparts such as Si. However, OPVs are positioned to emerge as a viable power source because they are low cost, light weight, flexible, and easy to manufacture. The potential of using OPV as economically feasible low power sources can be realized only if the scientific community can address the critical issues needed to push the power conversion efficiency (PCE) of OPVs to greater than 10%, a benchmark surpassing any OPVs made with current designs.

Two main challenges that hamper the efficiency of OPVs are 1) poor light harvesting (due to partial overlap of polymer absorption with solar spectrum) and 2) insufficient charge collection due to irreproducible and ineffective BHJ interface.

In this work, we directly confront these issues by adopting an unorthodox approach to develop OPV’s with improved efficiency and reproducibility. We will focus our efforts on (a) developing a unique donor-acceptor interface (controlled BHJ) to improve charge separation and collection efficiency, (b) enhancing light absorption by increasing light trapping within the active polymer, as well as synthesizing novel low-band gap polymers with absorption that covers the solar emission from UV to near IR, and (c) enhancing hole-transport by design synthesis of conjugated polymer thin films with improved crystallinity.

Background and Research Objectives
OPVs are a class of solar cells with a promising future. Reports started appearing as early as 1985, but enormous amounts of work have happened over the last decade. The primary designs for OPVs consist of a bilayer junction, bulk heterojunction and controlled heterojunction. Bulk heterojunction is considered to be the current benchmark for OPVs. [3,4] Despite significant advances, the main reason that has precluded the use of OPVs for applications is their poor efficiency,[5] due to low absorption and mismatch with the solar spectrum,[6] poor charge transport, and inefficient charge collection.[7] Poor efficiency is also largely due to a “trial and error” approach in the synthesis of BHJs. Instead of making incremental improvements, we propose the incorporation of 2D polymers with acceptor molecules to form a bulk heterojunction. The proposed work will not only improve the efficiencies in OPVs but will also confront the reproducibility issue in conventional BHJ OPVs. Moreover, we will use a host of correlated spectroscopy probes to assess electronic states and provide insights into the role of these states in charge transport and charge collection across the donor/acceptor interface, which are critical to photocurrent generation.

Success of this work will allow development of next generation OPV devices with high efficiencies that rival the mono- and polycrystalline Si panels. This will significantly shorten the time frame originally set by the DOE SunShot Initiative to achieve cost competitive solar energy by 2020.

We expect to demonstrate fabrication of BHJs with high surface area and morphology to maximize charge separation and collection efficiencies. We will synthesize conjugated polymers with unprecedented optical and physical properties to enhance the hole mobility and increase absorption overlap with the solar spectrum. Optimizing the interfacial structure and surface chemistry between charge donor and acceptor could lead to enhanced exciton diffusion lengths, charge separation and collection efficiencies, and charge mobility. More-
over, the proposed study offers insights on the interplay between surface area, interfacial structure and device properties. This understanding represents major advances in materials development and device architectures that are necessary to achieve huge leaps in OPV efficiency.

**Scientific Approach and Accomplishments**

This project mainly focuses on how we can improve the polymer and interfacial structure and properties in order to maximize the charge separation and minimize charge recombination; the end result is the enhancement of overall power conversion efficiency.

We have developed a multi-step synthetic route for the preparation of various 2D conjugated polymer with donor-acceptor backbone and side chain structures allowing fine tuning of the crystallinity and optical properties. Figure 1 shows the molecular structure of six donor-acceptor polymers with various backbone and side chain structures.

Our approach is to synthesize 2D donor-acceptor polymers with the following properties: Optimized absorption spectra cover the range from 300 nm up to 800 nm (1.5 eV) and enhanced crystallinity that will give rise to enhanced carrier mobility and interfacial modification to elevate the power conversion efficiency. Figure 2 shows the UV-Vis absorbance spectra of all six 2D polymers in solution. The shoulder bands are typically associated with the enhanced polymer packing (i.e., crystallinity). In addition, P4-P6 exhibit absorption spectra over the range from 300 nm to 770 nm, ideally suited for making OPV devices. The above results also validate our synthetic approach and hypothesis which could be very useful for future materials development.

We have demonstrated fabrication of mesoporous metals (Au, Ag, and TiO2) with tunable pore size and surface area.

We have established a clear correlation between the polymer structure and the performance characteristics of OPV devices. Polymers with highest crystallinity can have power conversion efficiency of 4.3%, whereas the amorphous polymer has an efficiency of less than 2%, mainly because of the high carrier mobility in highly crystalline polymers, Figure 3.

We have discovered ways to modify the interface between polythiophene and fullerene in bulk heterojunction OPV devices. We have synthesized a series of conjugated oligomers with long alkyl side chain attached to oligothiophenes. Mixing these oligomers with polythiophene and fullerene has shown tremendous impact on the power conversion efficiency of the solar cells from 4.2% to 7%. This change in efficiency clearly indicates how oligothiophene can revise the interface by reducing the energy barrier for charge carriers to cross the interface.

These polymers have been used for fabricating flexible, volatile and non-volatile memory devices on a conductive polymer substrate. As can be seen in Figure 4, the performance characteristics of the memory devices are not affected by the bending angle of the device.

**Impact on National Missions**

This work provides a better understanding of the fundamental mechanisms needed to improve OPVs and make them commercially viable. This work addresses optimizing the donor/acceptor interface for enhancing the field of OPV device research. Thus, this work supports the LANL and DOE missions to apply new materials for improved use of renewable (solar) resources, and may impact the nation’s overall energy security by reducing energy dependence on foreign oil supplies. The work also supports ongoing efforts at C-Division, as well as the Center for Integrated Nanotechnologies, a DOE-BES user facility. The work here will develop new capabilities in device construction and characterization that is sure to attract new users to CINT. Ultimately, the proposed work will strengthen our ability to prepare next generation organic solar cells and put us in the position to respond to future solar energy calls. Success in this area should be of interest to DOE, as well as DOD sponsors.
Figure 2. Absorption spectra of polymers P1-P3 (a) and P4-P6 (b). The shoulder band at 580 nm for P1 and P3 suggests an enhanced polymer crystallinity; similarly the shoulder bands at 650 nm and 720 nm also reveals crystalline nature of polymer P5.

Figure 3. (Top, left) The molecular structure of highly crystalline 2D polymer and the hypothesized packing structure (right). (Bottom left) External quantum efficiency and (right) I-J curve of OPV device showed the highest power conversion efficiency of 4.25%, the highest among polymer solar cells based on two-dimensional (2-D) bithienyl- or terthienyl-substituted benzodithiophene.

Figure 4. a) Appearance in various bent states and (b) variation of current and threshold voltage with different bending radii of the ITO/CP1/Al flexible memory device.
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Abstract
An electrochemical double layer capacitor (EDLC), also known as a supercapacitor, is an energy storage device that has energy densities typically 100-1000 times greater than conventional electrostatic capacitors. In contrast with traditional capacitors, electric double layer capacitors do not have a conventional dielectric material. Instead two high surface area electrodes (typically activated carbon) are separated by an electrolyte. Upon application of a voltage, an “electrical double layer” is formed at the electrode surfaces with atomic scale charge separation (on the order of a few nanometers) creating a very large charge storage capacity. Microscale supercapacitors provide an important complement to batteries in a variety of applications, including portable electronics. Although they can be manufactured using a number of printing and lithography techniques, continued improvements in performance, cost, scalability and form factor are required to realize their full potential. A major bottleneck in their widespread use is achieving high energy and power densities at a low cost. In this proposal, we directly confronted these issues by developing a graphene oxide (GO) based thin film micro supercapacitor first demonstrated by a team member of this proposal (W. Gao) that uses an innovative and industrially scalable laser patterning approach. In our device, GO acts as solid-state electrolyte/separator that separates the laser exposed/electrically conducting reduced graphene oxide (RGO) such devices can (theoretically) outperform existing state-of-the-art thin film micro supercapacitors. In this project, we aimed to 1) increase the energy density of the GO supercapacitor to a level comparable to Li-ion batteries, 2) increase the power density while maintaining fast charging/discharging rates and 3) improve the mechanical strength and flexibility of the thin film GO supercapacitor.

Background and Research Objectives
The exponential growth of electronic applications over the years has resulted in a growing demand for high performance, low cost energy storage devices. Microscale supercapacitors are widely being explored for applications such as portable electronics, biomedical implants, active Radio Frequency Identification tags and structure-embedded micro-sensors where no replacement or maintenance is required. The state-of-the-art micro-supercapacitors are manufactured using a number of printing and lithography technique. Continued improvements in performance, cost, scalability and form factor are required to realize their uninhibited use in the above applications. Improvements in energy density by increasing the effective surface area currently require the use of expensive techniques such as photo- or e-beam lithography. Thus, development of compact and flexible energy storage devices that can be easily integrated on an electronic circuit still remains a significant challenge.

Graphene Oxide (GO) has recently attracted a great deal of attention, largely because it is an outstanding active material for supercapacitors. Chemically activated or laser treated GO with superior energy and power densities compared to conventional supercapacitor material, such as activated carbon, has recently been reported. Specifically, we have previously demonstrated proof-of-principle supercapacitor patterns on macro-scale devices (~ 1-5 mm) utilizing a laser to form a reduced graphene oxide (RGO) pattern on a free-standing GO film (fig. 2). Laser treatment of GO reduces the GO to RGO that serve as supercapacitor electrodes. This laser-patterning process has resulted in capacitances as high as 2.5 mF/cm2 with additional organic electrolyte. The area capacitance values in existing electrochemical micro capacitors fall between ~0.4 and 2 mF/cm2. The concentric circular in-plane structure offered the highest capacitance density (energy density 4.3x10-4 Wh/cm3), whereas the sandwich structure resulted in the highest power density (9.3 W/cm3) in our system. However, further engineering of the GO material by improving the laser patterning process should lead to a significant improvement in supercapacitor performance (specifically with energy density).
Another advantage is that GO films can be coated onto any substrate, which allows for greater flexibility in the design, engineering and manufacturing of these thin film devices. Further modification of the GO may also be needed and we have extensively investigated the chemical functionalization and photochemical properties of GO, which will be critical for achieving the proposal objectives.

Scientific Approach and Accomplishments
The goal of this Engineering ER project was to develop thin-film flexible and stable Graphene Oxide based laser patterned supercapacitors with high energy density and power density. The key enabling technology was the role of Graphene Oxide as a proton hopping membrane. By using GO as the solid state electrolyte, we demonstrated laser patterned supercapacitors with varying size and dimension, that results in an improvement in the energy density 4 to 18 mW/cm3 and power density from 80 to ~250 mW/cm3 respectively. However, we were limited by the use of GO as an electrolyte as it was highly humidity dependent and required >70% humidity to transport the protons efficiently.

To overcome this challenge we developed a new strategy of incorporating conventionally used ionic liquids as an electrolyte but in its solid state form. This was a very significant finding. We used a “microwave sol-gel” technique whereby the electrolytes after infiltration into GO (or any porous materials) can be converted to its almost solid state form, thus making the device entirely solid state, unlike conventionally used supercapacitors today.

This was discovered close to the last 4-5 months of the project and so as a proof of principle we demonstrated a supercapacitor fabricated using high surface area (2000 m2/g) carbon fibers made using the electrospinning method. Supercapacitors exhibited a very high capacitance of 100-200 Farads/gm. This resulted in an energy density of 400 W/cm3 and a power density of 1-2 W/cm3, which is on-par with the state-of-the-art supercapacitors available commercially.

The project resulted in five published papers, two conference papers, five in preparation two submitted. We were also able to obtain external funding on Graphene-Oxide-based, remotely readable, tamper-evident seal with compressive sensing- 150 K PI: David Mascarenas

Impact on National Missions
This project has directly supported a LANL Materials Grand Challenge aimed at controlling the electronic functionality. These devices would be ideal for remote applications requiring low-cost, light weight devices for on-field personnel and as sensors in circuits to detect breaks. They could also serve as complementary energy storage devices in combination with a battery and for starters for vehicles.
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**Frustrated Materials**

*Cristian D. Batista*
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**Introduction**

One of the most spectacular manifestations of geometrical frustration is the presence of the novel states of matter and associated phase transitions. These novel phases arise as a compromise between the opposite tendencies that are inherent to frustrated geometries. A triangular plaquette is an archetypal building block for lattices with geometrical frustration. Many unusual magnetic and orbital orderings in frustrated magnets are best understood from the viewpoint that the system is in the vicinity of a metal-insulator transition. It is a challenging theoretical task to model these systems which lie in the intermediate-coupling regime between deep Mott insulator and the metallic phase. To carry out such studies, we will employ a combination of analytical and numerical techniques. We will use mean field and semi-classical techniques for computing thermodynamic properties. For the numerical approach we will implement a Monte Carlo algorithm for solving the problem of itinerant electrons interacting with localized classical spins. Since the action is quadratic in the fermion operators, the itinerant electrons can be integrated out exactly, leading to an effective non-local classical action for the local moments that will be solved by applying the Metropolis algorithm. All the thermodynamic properties will be computed under control because the statistical error can be made arbitrarily small by increasing the sample size. The temperature dependence of the thermodynamic quantities will be directly compared against the experiments.

**Benefit to National Security Missions**

The lack of proper theoretical tools daunted by the complexity of actinides and other correlated materials has slowed down the progress towards modeling their properties under extreme conditions. Actinide based materials are of primary interest for energy security applications relevant for DOE/NNSA and DOE/SC. Moreover, our ability of predicting the behavior of correlated materials is crucial for optimizing response functions, such as magneto-electric susceptibility, which are necessary for sensing applications relevant for DoD basic defense applications (including detection), DHS basic homeland security (including detection) and Intelligence agencies. By developing computational methods for modeling correlated materials with competing (frustrated) interactions, we are responding to the national need of predicting actinide, and more in general, correlated materials properties for energy security applications. An outcome of this project is the development of a novel code which incorporates correlated effects to ab initio quantum molecular dynamics, a method that can be ultimately used for simulating electronic and structural properties of actinides and other correlated materials under extreme conditions. This is a first step towards reaching the level where studies of actinide properties can be predicted from first principles computer-based simulations, thus avoiding costly experiments and contributing significantly to the reliability of the nuclear stockpile. This is a direct response to the DOE/NNSA/Defense programs. The outcome of this project (new code for performing molecular dynamics of correlated materials) can also be used for studying the effects matter-radiation in extremes relevant for MARIE.

**Progress**

The research of Dr. Gia-Wei Chern has been focused on frustrated systems in general, and particularly in highly frustrated magnetism. The main goal here is to have a better understanding of these intriguing complex systems and to design and control their novel properties for applications to, e.g. magnetic storage, computing, and sensing.

Working with his collaborators at LANL, Dr. Chern has studied a novel magnetic field induced phase transition in vanadium spinels. The magnetic ions in these compounds form a highly frustrated pyrochlore lattice, which is a three-dimensional network of corner-sharing tetrahedron. The vanadium spinels have been a canonical system for studying frustrated spin-orbital interac-
tions. Taking advantage of the high magnetic field facility at LANL, experimentalists have uncovered an interesting phase transition induced by magnetic field in these compounds. Gia-Wei and his colleagues have developed a theoretical model which successively explains the experimental results.

Another main area of his research is the study of artificially created frustrated systems, in particular the so-called artificial spin ice. Artificial spin ice is a booming field in condensed matter physics. Among the most exciting recent developments is the emergence of magnetic monopoles in these materials. Emergent phenomena, which until now have only been accessible at low-T, will then be tailor-designed to manifest at room temperature. In particular, the existence of mobile magnetic monopoles coupled to magnetic fields provides a promising approach to realize magnetricity, the control and manipulation of magnetic currents. With the rapid progress in nano-fabrications, it is now possible to realize artificial spin ice in various lattice geometries. One of the key advantages of these systems is that they allow direct experimental access to the microscopic degrees of freedom.

With collaborators in LANL, Dr. Chern has proposed the first feasible design of a three-dimensional artificial spin ice that has exactly the same lattice topology as the natural spin-ice compounds. Experimental realization of such systems will allow us to study the dynamics of magnetic monopoles in these novel materials taking advantage of the powerful tools of modern nanotechnology. In addition, the earlier proposal of composite monopole quasiparticles, namely an emergent monopole surrounded by background magnetic charges, has been experimentally confirmed; Dr. Chern was also involved in the theoretical analysis of this work.

Motivated by recent advances in thin-film growth technology, Dr. Chern also studied the triangular Ising antiferromagnetic thin films. He and his colleagues discovered unusual re-entrant phase transitions which depend on the number of layers in the system. This study added a surprising chapter to this well studied canonical system of frustrated magnetism.

Finally, Gia-Wei has also contributed to the study of emergent topologically non-trivial magnetic orderings in Kondo Lattice models on geometrically frustrated Kagome Lattices.

**Future Work**

**Add electronic correlations to Molecular Dynamics in order to be able to simulate actinide metals**
The basic idea is to exploit the Kernel Polynomial method that we have developed for solving frustrated Kondo lattice models. This classical degrees of freedom are now the positions of the ions (instead of the local spin directions).

**Compute thermodynamic and transport properties of metallic spin ices**
A similar study for the metallic spin-ice systems will shed some light on the strange chiral phase with disordered spins recently observed in pyrochlore Pr2Ir2O7. We will examine the dynamics of monopoles induced by the electron-mediated RKKY interactions.

**Metal-insulator transitions in frustrated magnets**
Many of the unusual magnetic and orbital ordering in pyrochlore magnets are best understood from the viewpoint that the system is close to a metal-insulator transition. Indeed, some of them also exhibit a room-temperature metal-insulator transition that is accompanied by magnetic ordering. We will explore the role of orbital degrees of freedom in such transitions for multiband Hubbard models.

**Mott transitions and physics in strongly coupled spin-orbital systems**
Strong spin-orbit coupling can dramatically change the band structure of weakly interacting solids, leading to band insulator with a nontrivial topology. It has been shown recently that the Kitaev model can be realized in iridium oxides A2IrO3 that are Mott insulators with strong spin-orbit coupling. We will investigate the general properties of topological Mott insulators, their experimental characterization, and their connection with topological band insulators when the system undergoes a Mott transition.

**Quasiparticles of orbital ice**
Recently, we have uncovered a nontrivial many-body ground-state solution for this system. We will study the elementary excitations in orbital ice and to pursue an algebraic approach for exactly solving the quantum orbital model.

**Conclusion**

- Find novel magnetic orderings in double-exchange models and spin-density wave instability of the Hubbard model on frustrated lattices.
- Understand the thermodynamic properties of metallic spin ice, particularly the exotic chiral spin-liquid phase in pyrochlore compound Pr2Ir2O7.
- Develop theoretical models for electron transport in the emergent Coulomb phase in metallic spin ice systems.
- Develop numerical algorithms for studying the order-by-disorder phenomenon in frustrated magnets.
• Provide a theoretical modeling of magnetic and orbital ordering in vanadium spinels.
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Designing and Probing Novel Materials by Pressure Tuning of Nanocrystals
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Introduction
Nanocrystals, which are between 1 and 100 nm in size and are structurally defect-free and possess unique properties compared to their bulk counterparts. Pressure tuning of nanocrystals is a novel approach to designing, developing, and probing new nanostructured materials. At high hydrostatic pressure and/or deviatoric stress, nanocrystals may undergo structural transformations to other phases and coalesce into one-, two- and three-dimensional superlattices and mesostructures, potentially leading to new physical properties. Using lead chalcogenide (e.g., PbSe) or metal (e.g., Pt) as a model system, this project focuses on investigations of pressure-induced behavior of nanocrystals mainly using small-angle and wide-angle synchrotron X-ray scattering (SAXS and WAXS) coupled with diamond-anvil cell (DAC) techniques. Major tasks include: 1) synthesize series of lead chalcogenide nanocrystals of various particle sizes, morphology and capping ligands using wet-chemical and other methods; 2) characterize the obtained nanoparticle samples using powder X-ray diffraction, scanning and transmission electron microscopy and other methods; and 3) employ several high-pressure techniques including SAXS, WAXS, Raman, absorption and emission spectroscopies to determine pressure-tuned structural stability, phase transformations, mechanical and optical properties of random “amorphous” and assembled ordering nanocrystals. In particular, the combined in-situ high-pressure SAXS and WAXS techniques will allow examination of structural variations in both nanocrystals (atomic structures, WAXS) and their assembled architectures (mesoscale superlattices, SAXS). The obtained results will shed important lights on structural mechanisms underlying the formation of novel high-pressure nanophases and their assembled superlattices. This research is expected to open up a new direction in high-pressure nanomaterials science by exploring new phenomena and tuning mechanisms for a wide spectrum of nanoparticles and their building blocks. Examples of potential applications include catalysts, solar cells, optoelectronic and thermoelectric devices. Using pressure as a tool/variable, this research seeks fundamental understanding of the structures and properties of novel nanomaterials, and is tied to missions in DOE office of Science and NSF, to DoD, DHS, IC, and other DOE agencies, as well as to all the three themes of LANL's Materials Grand Challenge (defects and interfaces, extreme environments, and emergent phenomena), as well as MaRIE.

Benefit to National Security Missions
This project represents a research topic with great scientific value and tremendous potential for technological applications. Through the state-of-the-art in-situ high-pressure small- and wide-angle synchrotron X-ray scattering measurements of series of lead chalcogenide and metal nanocrystals, this work will shed important lights on structural mechanisms underlying the formation of novel chalcogenide and metal nanocrystals and their assembled superlattices at high hydrostatic pressure and/or deviatoric stress. More broadly, the obtained results will have applications/implications for controlled nanoparticle synthesis and for design and fabrication of novel structured nanomaterials with potential, enhanced or newly emerging properties. The use of pressure will enable systematic manipulation of the nanophases and their assembled architectures (e.g., interparticle spacing), thereby enabling tuning of their properties for specific applications. This research is expected to open up a new direction in high-pressure nanomaterials science by exploring new phenomena and tuning mechanisms for a wide spectrum of nanoparticles and their building blocks. Examples of potential applications include catalysts, solar cells, optoelectronic and thermoelectric devices. Using pressure as a tool/variable, this research seeks fundamental understanding of the structures and properties of novel nanomaterials, and is tied to missions in DOE office of Science and NSF, to DoD, DHS, IC, and other DOE agencies, as well as to all the three themes of LANL's Materials Grand Challenge (defects and interfaces, extreme environments, and emergent phenomena), as well as MaRIE.

Progress
During the past year, we have made tremendous progress in this project. Major achievements include:

Pressure-Induced Switching between Amorphization and Crystallization in PbTe Nanoparticles
Combining in situ high-pressure X-ray scattering with
transmission electron microscopy, we investigated the pressure-induced structural switches between the rock salt and amorphous phases as well as the associated mechanisms of their crystallization and growth in 6 nm PbTe nanocrystal. It was observed that rock salt PbTe nanocrystal started to become amorphous above 10 GPa and then underwent a low-to-high density amorphous phase transformation at pressures over 15 GPa. The low-density amorphous phase exhibited a structural memory of the rock salt phase, as manifested by a backward transformation to the rock salt phase via single nucleation inside each nanoparticle upon the release of pressure. In contrast, the high-density amorphous phase remained stable and could be preserved at ambient conditions. In addition, electron beam-induced heating could drive a recrystallization of the rock salt phase on the recovered amorphous nanoparticles. These studies provide significant insights into structural mechanisms for pressure-induced switching between amorphous and crystalline phases as well as their associated growth processes.

Self-Assembled PbSe Nanocrystal Superlattices and Their Energy Landscape
We systematically investigated the self-assembly behavior of PbSe nanoparticles with different sizes ranging from 3 nm to 10 nm, using synchrotron small angle x-ray scattering (SAXS) and wide angle x-ray scattering (WAXS) techniques. It is found that either body-centered-cubic (bcc) or face-centered-cubic (fcc) superstructure can be preferably formed based on the size and/or shape of PbSe nanoparticles. Additionally, by using different dispersion solvents (aliphatic hexane or aromatic toluene), we synthesized three types of PbSe NC superlattices—bcc, body-centered tetragonal (bct), and fcc—as confirmed by synchrotron SAXS. Through collaboration with Prof. Alex Navrotsky’s group at UC Davis, we have for the first time determined the energy landscape of self-assembled PbSe superlattice using solution calorimetry with hexane as the solvent. The calorimetric measurements reveal that the bcc superlattice is the energetically most stable polymorph, with the bct being 0.32 and the fcc 0.55 kJ/mol higher in enthalpy. This stability sequence is consistent with the decreased packing efficiency of PbSe NCs from bcc (17.2%) to bct (16.0%) and to fcc (15.2%). The small enthalpy differences among the three polymorphs confirm a closely spaced energy landscape and explain the ease of formation of different NC superlattices at slightly different synthesis conditions.

Future Work
In FY15, we will perform the following tasks: 1) Prepare long-range ordered lead chalcogenide supercrystals or “single supercrystals”, based on the experience gained during the past two years in colloidal nanoparticle self-assembly. These supercrystals will then be thoroughly characterized using the integrated small-angle and wide-angle X-ray scattering (SAXS and WAXS) techniques at CHESS, Cornell University. The measurements will yield complete sets of diffraction patterns in various orientations, which are needed to construct the three-dimensional (3D) superstructures of these mesoscale crystals. An important goal of this study is to understand the correlations between the atomic lattice structures and the nanocrystal superstructures within “single supercrystals”, and to discover/characterize resulting physical properties. 2) Extend our calorimetric experiments of lead chalcogenide nanoparticle superlattices from room temperature to high temperature. We have characterized temperature-induced phase transitions of nanoparticle superlattices using synchrotron X-ray scattering; the calorimetric measurements will allow determination of the corresponding energetics underlying these intriguing superlattice transitions at elevated temperatures. This work is a continuous collaboration with Prof. Navrotsky’s group at UC Davis, which has a world-leading thermochemistry lab. 3) Perform series of in-situ synchrotron SAXS/WAXS experiments on self-assembly processes of nanoparticles into superlattices using the newly developed setup at CHESS. The goal is to understand the roles of various factors such as solvent, ligand, and nanoparticle size/shape in the formation of resulting superlattices. 4) Analyze the SAXS/WAXS data collected in FY14, summarize the results and write papers for publication. We anticipate publishing 2-3 additional peer-reviewed papers in high-profile journals.

Conclusion
Through the state-of-the-art in-situ small- and wide-angle synchrotron X-ray scattering measurements of the se-
ries of lead chalcogenide nanocrystals, this research will provide important insights into rational design of related structured nanomaterials with enhanced or newly emerging properties. Specific results include: 1) development of novel routes/procedures for controlled synthesis of lead chalcogenide nanocrystals; 2) characterization of their compositions, sizes, shapes and surface structures; and 3) determination of the formation mechanisms and governing factors responsible for structural stability of high-pressure nanophases and their assembled architectures. We expect to publish 3-5 high-impact papers in peer-reviewed professional journals.

**Publications**


Introduction

There are thousands of examples of a transition at finite temperature from a magnetically ordered state to a magnetically disordered state. At such a classical phase transition, thermal fluctuations due to the finite temperature environment drive the transition. But, it also is possible theoretically to have a transition from magnetically ordered to disordered states at absolute zero temperature where there are no thermal fluctuations. In this case the transition is driven solely by rules of quantum mechanics. Though theoretically possible, there are a growing number of experiments suggesting that such a quantum-driven transition exists, but none of these examples can be explained completely with existing theory. Further, experiments during the last decade have found that an unconventional form of superconductivity trends to appear in the vicinity of a quantum magnetic transition, but the possible relationship between quantum fluctuations at this zero-temperature transition and unconventional superconductivity remains an outstanding question. Nuclear magnetic resonance (NMR) techniques are a particularly powerful probe of the nature of quantum fluctuations and their possible role in producing unconventional superconductivity and will be used to study a prototypical example CeRhIn5 whose magnetic transition can be tuned by applied pressure toward zero temperature where superconductivity emerges. The role of intentionally introduced disorder on the nature and effect of quantum fluctuations also is an important open question that will be addressed by systematically replacing Ce by La and In by Sn in CeRhIn5. These experiments will provide critical tests of theoretical models of quantum phase transitions, which ultimately should enable a predictive methodology for the discovery of superconductors for energy conservation applications.

Benefit to National Security Missions

Unconventional superconductivity holds promise for technologies that directly support DOE/SC energy missions. But, how and where that superconductivity might appear cannot be predicted. Empirically, experiments have shown that this superconductivity frequently appears as a magnetic transition is tuned to zero temperature, but the nature of the quantum excitations and how they might induce superconductivity are major unanswered questions. Fundamentally new understanding of the mechanism of unconventional superconductivity and its possible relationship to quantum fluctuations is needed to be able to predict how and when superconductivity appears. Success in this project will provide basic new understanding of materials and how quantum fluctuations induce new quantum states of electrons. With unconventional superconductivity also found recently in plutonium-based materials, superconductivity itself can be used to inform a much clearer perspective of states of matter than can arise from the electronic complexity of Pu. Understanding this complexity underpins the abilities to predict the performance of Pu-based fuels for nuclear energy production and the surety of nuclear weapons as well as the efficient management of Pu-waste.

Progress

Nuclear magnetic resonance (NMR) techniques have been used to make progress along three complementary paths: the study of quantum criticality in CeRhIn5, investigation of the nature of possible unconventional superconductivity in U2PtC2 and its possible relationship to quantum criticality, and the study of PuRhIn5, which is an isostructural Pu-analog of CeRhIn5. Progress in each of these areas is described sequentially.

CeRhIn5

In preparation for a search for pressure-induced quantum criticality in the presence of a modest magnetic field, two samples of CeRhIn5 were mounted with two orthogonal crystallographic orientations in a pressure cell and the assembly tested successfully to the target pressure of 2 GPa. Measurements of the NMR Knight shift, a measure of the spin susceptibility, confirm that
the shift has change relative to the known shift at atmospheric pressure, as we had anticipated. Also as expected, NMR measurements find no evidence of field-induced magnetic order at this pressure and at temperatures above 2 K. These preliminary experiments set the stage for an extension of these measurements to much lower temperatures (50 mK) and in fields to 12 T.

During the course of this project, collaborators found evidence for two magnetic quantum critical points in CeRhIn5 induced by magnetic fields of 35 and 50 T at atmospheric pressure. An interpretation of those discoveries requires assumptions about the nature of the magnetic order at these fields. Because NMR can detect the nature of the magnetic order, proposals were submitted to the National High Magnetic Field Laboratory in Tallahassee for NMR measurements to 30 T and at temperatures to as low as 300 mK. Those proposals were accepted and we carried out the proposed experiments under these very demanding conditions. The important preliminary conclusion is that a field of 30 T does not change the magnetic structure, but the ordered magnetic moment appears to have decreased by about 25%. This result is consistent with the proposed interpretations of field-induced quantum critical states in CeRhIn5.

U2PtC2
U2PtC2 has been known for nearly 30 years to be a superconductor below about 1.5K but the nature of the superconductivity has never been studied. Several NMR and Knight shift measurements were made on U2PtC2 at temperatures to 50 mK with the surprising conclusion that the superconductivity is highly unusual in which superconducting electrons form with parallel spin alignment. Additionally, analysis of the Knight shift shows that this superconductivity develops out of a state in which ferromagnetic correlations are particularly strong, raising the possibility that U2PtC2 is close to a ferromagnetic quantum critical point.

PuRhIn5
PuRhIn5 has exactly the same crystal structure as CeRhIn5, but instead of ordering antiferromagnetically like CeRhIn5 at atmospheric pressure, it is superconducting near 1.5 K. Our NMR experiments on PuRhIn5 show that its superconductivity also is unconventional, so called d-wave with zero net spin but finite orbital moment of superconducting electrons. The NMR relaxation rate above the superconducting transition temperature is consistent with proximity of PuRhIn5 to an antiferromagnetic quantum critical point. Indeed, similar measurements made on a sample in which a small number of In atoms are replaced by Cd find that superconductivity is replaced with antiferromagnetic order.

Future Work
Nuclear magnetic resonance (NMR) techniques will be used to search for field-induced magnetic order and its quantum critical point in the pressure-induced superconducting phase of CeRhIn5. These measurements will be performed at simultaneous extremes of pressures to 2 GPa, magnetic fields to 12 T and temperatures to 50 mK. To help interpret these experiments, measurements will be made with the applied field parallel and perpendicular to the tetragonal c-axis of these crystals. The compound CeRhIn5 is an excellent example of a system whose magnetic transition can be tuned by pressure to zero temperature and will be used as a prototype for testing theoretical models of the signatures for and consequences of quantum fluctuations for the formation of electronic states from them.

Conclusion
This project addresses the fundamental, unanswered question of what happens when a magnetic transition is tuned to absolute zero temperature. One possibility is that quantum fluctuations of the magnetic order at zero temperature produce an attractive interaction that creates an unconventional form of superconductivity or that these fluctuations induce some new, unanticipated quantum state. Success in this project will make significant strides in advancing our understanding of the consequences of quantum fluctuations that arise out of a zero-temperature magnetic transition.
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Introduction
Graphene and topological insulators are the most recent discoveries in material science, and represent the cutting edge of condensed matter physics. Among many applications, these materials are the most promising candidates to replace semiconductors in commercial electronics. They will make possible, for example, the creation of a microprocessor with orders of magnitude higher speed and almost no energy loss. Spin-orbit coupling in these systems represent a form of chirality, which is a property prevalent in nature. The study of the electronic and photonic chiral materials offers exciting opportunities for discovering interesting new physics and technologically important applications, including spintronics-based information processing, new material probe techniques, and Casimir force repulsion.

Benefit to National Security Missions
This project will impact LANL/DOE mission in basic energy sciences, materials, and nanotechnology, as it will develop new theoretical and numerical tools to describe some of the most exciting materials in condensed matter physics, including graphene, topological insulators, and topological superconductors. It also has the potential of attracting interest from external agencies, such as DARPA, that have shown recent interest in controlling Casimir forces and in energy harvesting.

Progress
Since Dr. Tse became a Director’s postdoctoral fellow (almost a year ago), he accomplished the following:

He studied spin dynamics and spin noise in 2D Dirac materials including transition metal dichalcogenides. He formulated the first rigorous theory for spin noise as observed from Faraday rotation and discovered the emergence of valley noise that uniquely arose from the new valley degrees of freedom. Together with Drs. Sinitsyn, Saxena and Smith (T-4), he wrote a paper which is under review in Physical Review Letters. This work also resulting in a new collaboration with the experimental group of Dr. Crooker (MPA) to measure the predicted spin and valley noise in 2D Dirac materials.

He studied near-field radiative heat transfer between 2D Dirac materials, including topological insulators and Chern insulators. This is work in progress with Dr. Dalvit, and a paper is being written for journal submission.

He studied the renormalization of optical properties and plasmon properties in multilayer graphene systems. Due to electron-electron Coulomb interaction based on the quantum kinetic equation, he had to take into account both the band-renormalization and excitonic effects on an equal footing. A paper is being written for journal submission. He developed a theory of excitons in 2D transition metal dichalcogenides using the quantum kinetic equation approach. This theory allows investigation of the effects of geometric Berry phases and their related topological effects on the exciton properties in these new materials. Work is in the final stage and an article will be written for publication.

He started to study the Coulomb drag between graphene sheets in the A.C. regime. He is formulating a theory for this problem based on the diagrammatic many-body perturbation formalism which will be used to study the A.C. Coulomb drag between graphene sheets. Work is in progress and preliminary collaborative effort has been established with Prof. Antti-Pekka Jauho (Technical University of Denmark), who is an expert in the field of Coulomb drag. He also has initiated a collaboration with Prof. MacDonald (UT Austin) on the D.C. Coulomb drag between graphene sheets in the quantum Hall regime. Preliminary results have been obtained and a draft of the manuscript for this work has been developed.

He also has an ongoing collaboration with Prof. Armitage from the Johns Hopkins University to understand the Faraday rotation experiments in topological insulators Bi2Se3. He is formulating a transport theory for these
materials to understand the effects of magnetic fields on the electron-impurity scattering rates in the topological insulator surface states.

In addition to the above research activities, he has also delivered four talks:

- Contributed talk on “Spin and valley noise in Dirac Materials” at the 2014 APS March Meeting
- Invited talk on “Spintronics with Dirac electrons” at the New York City College of Technology
- Invited seminar on “Magneto-optical and Magneto-electric Effects in Topological Insulators” at CINT
- Invited seminar on “Many-body renormalization in Dirac Electronic Systems: Optical Properties” at T-4 BLABS

He has contributed to the writing of two LDRD proposals that are currently under review.

**Future Work**

During year 2015, Dr. Wang-Kong Tse will focus his research on the theory of collective optoelectronic effects in Dirac semiconductors and grapheme. In collaboration with Dr. Diego Dalvit (T-4) and Dr. Nikolai Sinitsyn (T-4), he will explore magneto-plasmonic modes in graphene in the presence of a moderate magnetic field. The goal is to build the theory of collective states of Dirac electrons that emerge due to the synchronizing effect of a microwave field applied in resonance with Landau levels. We expect that such states in graphene will realize a new way to control a large number of quantum two-state systems (qubits) in solid state by purely optical means. In particular, we will explore the possibility of realizing quantum gates and observe a long sought superradiance phase transition. This specific goal will require theory who’s range of applications will extend to many other phenomena in Dirac materials, in particular, the chirality effects on plasmon modes in massive Dirac Bloch bands.

An additional goal for FY15 is the study of geometric phase effects on excitons in Dirac semiconductors. Excitons are optically created quasiparticles made of coupled electrons and holes. They are used for energy harvesting in solar energy applications. Due to unusual physics of Dirac electrons, these quasiparticles are expected to show new types of response to external electric and magnetic fields. Dr. Tse will estimate the possibility to observe such properties of Dirac excitons with LANL capabilities in high magnetic fields and optical spectroscopy.

He will also investigate the connection between quantum friction and Coulomb drag, develop a theory of AC Coulomb drag, and propose experiments to observe this phenomenon.

**Conclusion**

The expected results of this project is a comprehensive study of the transport properties of strongly spin-orbit coupled materials including topological insulators and superconductors, as well as nanostructures built from chiral materials such as graphene superlattices. Specifically, we will study how density-density and current-current correlation functions depends on the spin-orbit coupling, external magnetic fields, and electron-electron interactions. We will also perform research on the optical properties of chiral materials with the intention to elucidate how electromagnetic fluctuation-induced (Casimir) forces depend on the physical parameters of such systems, with the ultimate goal of determining optimal strategies for controlling the Casimir effect.

**Publications**


Introduction
The project goal is to optimize the synthesis conditions that promote the catalytic conversion of graphene into high yield few-walled (1-2 layers) carbon nanotubes (CNTs). The approach will overcome typical drawbacks of nanotube synthesis that include use of harsh chemical treatments of growth substrates and include the need for multi-step purification processes. These challenges will be overcome by using graphene sheets as an innovative new substrate for growth that allows one-step synthesis of composite materials. Growth can also be attained at low-temperatures (~200 degrees C vs the typical 800 degrees or higher) which is essential for enabling development of composites based on multiple materials with very different ranges of temperature compatibility. Another innovative aspect is to use dip-pen lithography capability for fine-control over placement and morphologies of metallic nanoparticle growth catalysts. Optimization of our growth processes will require variation and study of the influence of multiple growth parameters. These will include modulation of catalyst particle size, composition, and placement. We will also study the effects of variable temperatures and reactant gas composition and flow rates. The resultant synthesis will directly provide nanotube/graphene composites that will be studied for their energy harvesting and storage potential. Low temperature growth processes are anticipated to also allow the use of gold nanoparticles for growth as well, which will be the key to enabling development of nanotube-nanowire hybrids (not yet attained) of interest for optical and electronics needs. The knowledge gained in these first synthesis directions will also allow us to tailor synthesis conditions to pursue growth of other novel composite materials including carbon nanotube hybrids with complex metal oxides. Such oxide thin films form the basis for superconducting and multi-ferroic materials of technological interest. Interactions with nanoelectronic materials such as nanotubes can introduce emergent electronic behaviors that may enhance the properties of interest.

Benefit to National Security Missions
The work is directly relevant to DOE Office of Science interests in the fundamental science of and development of multifunctional nanoscale materials. The work will also probe the fundamentals of carbon nanomaterial interactions with other materials, also of interest to DOE/SC. The nanotube/graphene materials are of significant interest for energy storage and energy harvesting, giving the work mission relevance for both energy security and the environment (climate and energy impacts). The effort is also directly related to development and basic understanding of nanomaterials with ultimate impact on electronics, sensing, and imaging needs as well.

Progress
Efforts in the past year have focused primarily on project aspects associated with graphene generation and utilization and progress towards heterostructure development.

Chemical vapor deposition (CVD) capability for carbon nanomaterial growth
The CVD system for synthesis of carbon nano-materials was completely set up, is functioning, and related safety documentation (IWDs) are in place and updated.

Optimize the large area graphene growth and transfer process
Our approach for synthesizing high purity large area graphene on Cu foil using methane as the hydrocarbon source has been established. This flexible technique allows for graphene to be transferred onto virtually any substrate. We are characterizing the morphological properties of the graphene using optical spectroscopy and scanning electron microscopy. Raman spectroscopy is also used to determine the number of graphene layers present on the substrate. The challenge was to transfer large area graphene with minimal defects and completely dissolve the Cu foil. Various etching agents and heating treatments were explored to optimize the transfer process.
The large area graphene samples were also prepared for Han Htoon’s group for a collaborative project on the interaction between quantum dots and graphene surfaces. Graphene was transferred on glass and Si wafers prior to the spectroscopy/microscopy studies. Unique interactions with quantum dots are shown to establish localized charging of the graphene surface that introduces a plasmon response in the visible spectral region that then couples with the quantum dots to alter light emission properties. The work has resulted in a manuscript submitted for publication.

Large area graphene samples were also provided for a collaborative project with professor Alexandru Biris (University of Arkansas at Little Rock) on graphene-based multiplex approaches for detection of circulating tumor cell detection in blood.

Development of graphene-nanowire hetero-structures
This is a collaborative project with Jinkyoung Yoo. The aim of this work is to develop hetero-structures (graphene-coated nanowires) for lithium battery applications. A direct synthesis of graphene on the nanowires could be a potential approach to overcome the problem of volume expansion of nanowires that limits their useful lifetime in these applications. We have already demonstrated the deposition of the graphitic material on Ge nanowires. However, we would like to develop graphene encapsulated Si nanowires, since Si is less expensive and preferred over Ge. We have generated encouraging preliminary results that demonstrate for the first time the ability to grow a graphene-like coating on Si-nanowires. The result will be the subject of a patent application.

Synthesis of graphene nano-discs
The goal of this project is to synthesize nano-graphene structures and understand their optical properties. Nano-graphene discs with lateral dimensions between 30-200 nm were synthesized via chemical vapor deposition. We have shown the size and morphology of these nano-materials can be controlled by varying the synthesis conditions. The purified structures were functionalized with carboxylic groups via acid treatment and characterized by various microscopy and spectroscopy techniques. Surprisingly, strong absorbance features in the near-infrared spectral region have been observed for the first time in such nanographene materials. We are working with a theory collaboration to understand the origins of these novel optical behaviors and how they depend on surface chemical functionality.


Collaboration project with Vojtech Svoboda from Binery Scientific, Inc.
The aim of this project is to modify glassy carbon substrates using different carbon nano-structures (graphene, nano-graphene and carbon nanotubes) towards enhancing electron transfer from bound enzymes to the conductive electrode for biosensors. Deposition of graphene and nanographenes has been accomplished.

Future Work
Encouraging results on generating graphene/nanowire heterostructures and their potential high impact in energy storage applications makes them a focal point of future work. Additionally, there is significant potential for unique behaviors to arise from graphene interactions in complex oxide heterostructure interactions, making this area another focal point.

Graphene-nanowire hetero-structures
Our Ge-graphene nanowires will test systems for study of ionic transport and mechanical dynamics associated with electrochemical cycling as Si development proceeds in parallel. In-situ transmission electron microscopy (TEM), Raman, and electrochemical measurements will be applied to understand lithiation behavior and reaction chemistries to probe the role of graphene in overall anode performance. For the development of graphene/Si nanowire heterostructures we will explore different catalyst systems (e.g. Au nanoparticles or sacrificial thin film metal coatings deposited on the nanowires) paired with various nanowire morphological aspects (single crystalline vs. polycrystalline structure) for efficient hydrocarbon decomposition, carbon rearrangement and crystalline, large-area graphene sheet nucleation. Studies of the full parameter space will provide an understanding of heterostructure growth mechanisms and lead to optimized growth.

Complex oxide/ carbon nanomaterial heterostructures
We will establish heterostructures by combining ferro-electric and ferro-magnetic wide band semiconductors with graphene. The goal is to exploit the properties of both graphene and complex oxides and develop hybrid structures for device applications. Depending on the oxide properties, we will either deposit their thin films (with varied thickness or geometries) on graphene sheets or use them as a starting layer for the hybrid device. One of the first oxides to explore is ZnO. ZnO has unique electronic/optical properties, low cost, and shows promise in supercapacitor, sensor and thin-film transistor, applications.

Additional efforts will be applied in continuing the large

551
area graphene synthesis efforts to support external collaborations and growth of suspended small-diameter carbon nanotubes over void spaces for optical studies.

**Conclusion**
The primary technical goal is to develop novel synthesis approaches to improve the optical and electronic properties of few-walled (targeting 1-2 layers) carbon nanotubes. The methods we anticipate using will also result in generation of functional hybrid carbon nanomaterials of interest for energy storage, electronic, and multi-ferroic applications. These may include hybrid nanotube/graphene materials, nanotube/nanowire heterojunctions, and nanotube composites with complex oxide thin films.

**Publications**
Introduction
This project will focus on the development of alternating charge molecules for energetic materials applications. These alternating charge molecules are predicted to have very promising energetic material performance properties, and may have very interesting safety properties. There is a paucity of examples of these types of materials described in the literature, and therefore the basic scientific understanding and principles for synthesizing these materials are necessary. The materials will be very challenging to construct, however, due to their predicted performance properties, there is high potential for opening up a new area of research in the area of energetic materials.

Benefit to National Security Missions
The project focuses on the development of novel energetic materials with unprecedented performance, and potentially, safety. This topic is directly relevant to NNSA defense programs, science campaign 2 and to the DoD. Because the project will develop a fundamental understanding of the proposed materials, it will have a direct impact on expanding fundamental chemistry concepts.

Progress
In the past several months of the project, the postdoc was able to synthesize a key synthetic precursor to a tetrazine oxide target molecule. The postdoc has prepared and characterized the first energetic N-amino-N-oxide-1,2,3-triazole, by two routes that open this class of materials to synthesis from 1-amino-1,2,3-triazoles by hypofluorous acid oxidation, or from the amination of 1-(benzyloxy)-1,2,3-triazoles followed by debenzylation. The unique energetic material 1-amino-1,2,3-triazole-3-oxide (DPX2) possesses no undo sensitivities towards impact, friction, or thermal stimuli, indicating the potential utility as a general strategy in energetics design. The two different synthetic routes to the precursor molecule developed required 3 steps in one case, while the other pathway consisted of four synthetic steps. Subsequently, the student has prepared 1,2,3,4-tetrazine-1-oxide, the first non-benzoannulated member of this class of compounds, via a reaction that has not been utilized previously to reach this class of compounds. The molecule appears to be relatively unstable.

Future Work
The project will continue with efforts toward the synthesis of novel tetrazine dioxides. The chemistry and synthetic routes to these materials will continue as progress has already been made in synthesizing derivatives of the target materials. Optimization of the synthesis pathways will be a part of the studies for the second year as will discerning new synthetic pathways.

The tasks for the second year include:
- Optimization of the synthetic schemes developed in year 1.
- Proposal of new synthetic pathways toward the target materials.
- Attempt the synthesis of the target molecules using the new synthetic pathways.
- Characterize the synthesized molecules.
- Publish a journal article on the results of the studies.

Conclusion
While the high thermal stability of APNC systems is known, little is known about their mechanical sensitivities and the other molecular features affecting same. A fundamental understanding of these properties must be developed in order to design explosives of high performance and stability. The potentially unprecedented energetic performances of compounds of these types would lead to revolutionary effects in energetic systems as a result of higher energetic yields from smaller-sized devices, as well as new fundamental insights into factors.
affecting molecular stability.

**Publications**

Graphene Quantum Dots for Carrier-Multiplication-Enhanced Solar Cells
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Introduction
Quantum dots (QDs) are nanometer-sized crystals of semiconductors that offer many unique optical and electronic properties of great interest for use in solar cells. One such property is high-efficiency carrier multiplication (CM) whereby absorption of a single photon produces multiple electron-hole pairs, potentially increasing the current produced in solar cells. To date, the measured efficiencies of CM in inorganic QDs are not high enough to impact the power output of real devices. In this project, we will explore the potential of graphene-based nanomaterials. Graphene is a very strong absorber of light, and is highly conductive. Furthermore, recent theoretical calculations have shown that CM yields in graphene can greatly exceed those in inorganic solids. However, ordinary graphene cannot serve as an absorber in a solar cell, because it is a “semimetal” that has no band gap, which means it cannot produce a voltage in a device. It is possible to open the band gap by introducing confinement effects similar to those found in inorganic QDs, by making nanometer-sized graphene pieces, or graphene-QDs. Although the production of ordinary graphene is a rapidly developing field, the exploration of graphene-QDs is in its relative infancy. Our effort will start with existing techniques for making graphene, and modify them for the production of graphene-QDs, which will allow us to perform the first high-level spectroscopic studies of these unique materials, including especially the first measurements of CM efficiencies. Correlating CM yields with the structure of the graphene-QDs will allow us to optimize the material by further modifying the growth conditions, with the goal of approaching the theoretically predicted record efficiencies. This project will also study QDs made of other 2D semiconductors structurally related to graphene. Finally, we will explore the application of these materials in proof-of-principle PV devices.

Benefit to National Security Missions
This work is a fundamental study of a relatively new material class that has been predicted to have properties of great relevance to optoelectronic devices in general, and solar cells in particular. Specifically, we will produce and study nanometer-sized pieces of graphene. Graphene is a form of carbon consisting of individual sheets of graphitic carbon. Interest in graphene for use in electronic devices has exploded over the past decade, but studies of nano-graphene pieces, or graphene quantum dots (in which the effects of quantum-confinement will produce very different properties) are still only at the starting point. Our focus will be on studying and optimizing those properties of nano-graphene of direct relevance to applications in solar energy capture and energy efficient solid-state lighting. In this way, our work is directly tied to the LANL Science Mission in the Basic Understanding of Materials, and in the process will involve exploration of Fundamental Chemistry. As the work progresses into producing graphene devices, it will directly add to progress in the LANL Energy Security Mission, particularly in the area of Renewable Energy. As such, it will be of primary interest to various offices within DOE, including especially the Office of Science. It can also be anticipated that research into combining nano-graphene with other types of quantum dots will lead to new phenomena of relevance to other types of devices, including in biosensing and radiation detection. Thus, there may be long-term benefits to LANL efforts and eventually to federal funding agencies in these areas.

Progress
As per expectations, Oppenheimer Fellow Dr. Shaojun Guo joined our team at the beginning of July of last year. During his initial period of training (which was, as typical, roughly 1.5 months) Dr. Guo worked very hard to make sure that our laboratory was properly outfitted for the planned activities. This project revolves primarily around making nano-sized pieces of graphene, small enough to allow the effects of quantum-confinement to
induce a band gap into this nominally metallic material. Since we have never previously worked with graphene, it was expected that it would take some effort to transition our facilities for this new activity. To a large extent, he was able to use the glassware typical of our other chemistry efforts, and was able to acquire the few exceptions within a relatively short period of time. Indeed, one of the attractive aspects of this material and the method Dr. Guo has chosen to make it is its relative simplicity in terms of equipment. Thus, near the end of summer, he was already beginning to develop his approach to making graphene quantum dots (QDs).

In the Fall of 2013, Dr. Guo had produced nano-sized pieces of graphene, which as a signature of quantum confinement, exhibit emission at blue wavelengths. Initial studies of these materials showed relatively complex transient spectroscopic features, which suggested that further improvements in size-dispersity were needed before conclusive studies of the fundamental properties could be performed.

As this work continued through the remainder of the project year, Dr. Guo also expanded the project into production of nano-sized pieces of other semiconductors that, like graphene, also possess a two-dimensional “layered” structure. These include a range of chalcogenides, including sulfides, selenides and tellurides of molybdenum, tungsten, indium and tin. Characterization of these materials is still at a very basic level, but so far, a consistent uncertainty particularly with the molybdenum-based particles is the effect of the chosen method for “exfoliating” the bulk parent material. More specifically, when this process (which separates the individual layers of material that are weakly bound in the bulk solid) is done with the assistance of lithium, it has proven non-trivial to completely remove all the lithium ions, which has an unknown effect on the properties of the material.

As of yet, no evaluation has been performed on these materials regarding their “carrier multiplication” properties. Correct measurement of this phenomenon, in which high-energy photons produce more than one electron-hole pair per photon, requires detailed understanding of the basic dynamical optical properties of a given material, so the inconsistencies in the material must be alleviated first. Meanwhile, though, several of these materials are being studied via a new time-resolved photocurrent measurement technique to look for evidence of high yields of carriers generated through photon absorption.

These studies were only started in early June of this year, so there are no conclusions to be reported at this time.

**Future Work**

Oppenheimer Fellow, Dr. Shaojun Guo, was hired in July 2013, so the next project year begins roughly one month from now. Based on the successful production of quantum dots (QDs) based on both graphene and other two-dimensional semiconductors (including a range of transition metal sulfides and selenides), the second year will start with a focus on in-depth optical and structural characterization of these materials. This will be the principle activity of the first two quarters of the year, through the early parts of calendar year 2015. Specifically, we will be establishing the correlation between structure of these QDs, as determined by transmission electron microscopy and elemental analysis, and their static and transient optical properties, which will be probed using a range of tools available within the Nanotechnology and Advanced Spectroscopy Team (in C-PCS). Of particular interest are device-relevant phenomena such as non-radiative Auger recombination, which is a source of energy loss in both light-emitting diodes and solar cells, and carrier multiplication, a phenomenon that can convert the extra energy of ultraviolet photons into additional current in a solar cell. Within the latter part of the year, it is expected that the most interesting materials will be included in prototype devices for the evaluation of their transport properties (i.e., their ability to be used in devices that rely on the conduction of charges in, out and among the QDs). This is the first step in their use as the active material in real photovoltaic devices.

**Conclusion**

We will adapt existing graphene fabrication techniques to produce high-quality graphene quantum dots. We will then perform high-level spectroscopic study of these materials, including the first measurements of graphene-based “carrier multiplication” (CM), a phenomenon known in other quantum dots in which a single photon produces more than one electron-hole pair. While optimizing our graphene synthesis conditions, we will expand our studies to include synthesis and characterization of quantum dots of other two-dimensional semiconductors. Finally, we will fabricate “proof-of-principle” solar cells based on these materials to examine whether CM can impact the power output of real devices, a potentially field-changing question.
Introduction
Photosynthesis ubiquitously occurs in membranes. These lipid bilayers can be among the most crowded interfaces in nature with up to $\sim$70% of the total available area occupied by proteins. Further, the effective concentration of photosynthetic pigments can be as high as 1 molar. Despite this, photosynthetic charge separation proceeds with unprecedented quantum efficiencies that approach unity due to a high level of two- and three-dimensional organization. The energetics of the reaction is sufficient to oxidize water and drive cellular processes that ultimately reduce CO2 into carbohydrates. How do these organisms capture the energy of light with such high efficiencies but more importantly, how can the design principles be exploited? While the former question has been investigated over the past decades, the latter has been relatively unexplored.

Utilizing soft materials capabilities developed by our team along with micro- and nano-patterning technologies at the Center for Integrated Nanotechnology (CINT) we will investigate programmed organization of photosynthetic assemblies into two- and three-dimensional assemblies. We will investigate parameters effecting biohybrid assembly such as packing density, distance and orientation of light-harvesting (LH) and reaction center (RC) complexes and optimize the biophysical phenomena of energy transfer and charge separation in robust, long-life assemblies.

The ability to intricately organize and design biohybrid photosynthetic systems would have transformative impact across multiple fields. In the proposed research, controlled assembly of photosynthetic complexes would allow for more efficient light harvesting into the system while also elucidating the spatial parameters required for optimal assembly functionality. Lastly, the approaches described here can be extended to any variety of biomolecule (other proteins, DNA etc.) opening up additional applications in bio-sensors, bio-materials, and research platforms.

Benefit to National Security Missions
The work to be performed directly addresses needs within DOE and energy-related efforts and fundamental biomaterials research design. Success of the proposed work will result in necessary information in order to develop a new class of energetic materials capable of achieving a long-standing goal: harnessing the energy of the sun with the efficiency of natural photosynthetic assemblies and the stability of standard photovoltaics. Secondly, optimizing the bio/synthetic interface will have an impact far beyond energy science effecting arenas such as bio/chemical materials development and detection, sensor and prosthetic development and environmental remediation. Thus, the proposed research will generate opportunities within the confines of DOE as well as provide avenues for development within agencies such as DOD, IC, NIH and potentially more.

Progress
Research to date has focused on the design of artificial light-harvesting complexes that mimic two different classes of light-harvesting antenna found in nature and described below. Both examples of generated systems represent important advances in the design of artificial photosynthetic systems and will be utilized to generate multi-component, bio-inspired, and bio-hybrid photosynthetic arrays.

Polymeric supramolecular light-harvesting nanocomposites: This area of research has focused on the design of artificial light-harvesting assemblies inspired by membrane bound assemblies found in archaic bacteria (ie. purple bacteria). In natural systems, membrane proteins in a lipid membrane are utilized to coordinate bacteriochlorophyll (bchl) molecules in concise configurations that result in high-efficiency light-harvesting and energy transfer. While such a design is highly efficient, it is not optimal in materials design where such coordinated
strategies can be laborious and result in labile materials that are static in nature. Thus, the approach utilized in this study uses amphiphilic block-copolymers to provide a membrane environment in which it is possible to organize in a non-covalent fashion cofactors capable of performing efficient light-harvesting and energy transfer. Such a strategy has multiple advantages to the biological approach: polymers provide added stability over lipid membranes; polymers are tunable and responsive; results in non-covalent/coordinated assembly conducive to scalable materials design. Aaron Collins has validated this approach generating polymeric nano-composites consisting of two separate chromophores capable of efficient light-harvesting and energy transfer. Further, he has demonstrated that it is possible to make polymeric films from the bulk solution based nano-composites that exhibit enhanced energy transfer efficiency (>95%) indicating the versatility of the polymer materials approach. Such rates rival natural photosynthetic antenna.

Artificial Polymeric Chlorosomes: This area of research has focused on generating supramolecular light-harvesting complexes using polymers and chromophores as building blocks and mimicking the natural chlorosome antenna of green photosynthetic bacteria. The chlorosome antenna is unique within photosynthesis in that it utilizes pigment self-assembly instead of protein-pigment. Thus, it has naturally been of interest to the biomaterials community in that it utilizes an assembly strategy conducive to materials design. Chlorosomes are composed of a lipid that naturally form monolayers instead of bilayers, creating a hydrophobic pocket in which the pigments are allowed to undergo their self-assembly. As such, chlorosomes can consist of tens of thousands of pigments within the hydrophobic pocket and result in structures of ~100-200 x 50 x 20 nm in size, oblong cigar shaped structures, quite large for biological photosynthetic antenna. In nature, such a large structure packed with pigments is useful for the native bacteria which tend to grow in areas in which few photons of light reach and thus it is critical that each photon is absorbed.

In our design, Aaron has generated artificial chlorosomes using block-copolymers that are natural micelle forming polymers to induce formation of a similar hydrophobic pocket in which bchl c is allowed to self-assemble. Remarkably, artificial chlorosomes generated also appear cigar-shaped indicating the bchl c self-assembly, is potentially solely responsible for chlorosome shape. While this point may seem trivial, it will be of great interest and surprise to the photosynthetic community. Further, Aaron has found that he is able to tune the size of the structures over an order of magnitude by addition of small amounts of lipid. Also, the artificial chlorosomes have proven to be less permeable to some solvents than native chlorosomes and are currently being investigated for overall stability enhancements. Lastly, Aaron has demonstrated incorporation of multiple types of carotenoids that perform energy transfer to the bchl c molecules, similar to natural chlorosomes. Current work is focusing on including an energy transfer acceptor in the polymer membrane capable of receiving the photonic energy from the encapsulated pigments. This work is close to being written up waiting only on exhibited energy transfer to a feasible membrane acceptor.

Work thus far performed is consistent with the goals of the proposed research and represent novel approaches to generation of artificial photosynthetic materials. Future work will incorporate environmentally responsive block-copolymers that it is anticipated will result in responsive assemblies. It is our anticipation that both aspects of work will be published in high-impact journals and serve as components in multi-complex photosynthetic array design.

Future Work
Goals and tasks to be accomplished during FY15 include:

- Further development of artificial photosynthetic constructs
- Growth of green and purple bacteria for harvesting of individual photosynthetic components: requires initial cell culture growth, and isolation and purification of individual photosynthetic components
- Design of artificial LH/RC complexes using polymer/lipid and porphyrin based supramolecular assembly
- Development of initial 2D and 3D assemblies for characterization: requires demonstration of isolated photosynthetic assemblies and artificial photosynthetic assemblies into soft materials architectures
- Characterization of photosynthetic assemblies- i.e. stability, performance, communication (energy transfer, charge separation)
- Begin refinement of architectures to enhance stability/ performance
- Begin expression and growth of modified LH

Conclusion
The specific aims of this project are to: 1) Genetically engineer photosynthetic proteins and potentially bio-inspired artificial photosynthetic constructs for programmed assembly onto functionalized and patterned 2D and 3D architec-
tures; 2) Investigate parameters effecting the optimization of biohybrid assembly e.g. packing density, distance and orientation of light-harvesting and reaction center photosynthetic complexes; and 3) Systematically explore and optimize the biophysical phenomena of energy transfer/charge transfer in assemblies using an iterative design strategy. Results will have a tremendous impact in artificial photosynthesis, energy applications, and biohybrid design.

Publications
**Introduction**

Metals, like copper, conduct an electrical current easily because electrons are free to move; whereas, in an electrical insulator, like paper, there are no free electrons and insulators do not conduct electricity. Virtually all solid materials that we know are basically either metals or insulators. Recently, however, theory has predicted an entirely new type of material in which its interior is an electrical insulator (like paper) but its surface is a metal (like copper). Experiments have verified this prediction of a so-called topological insulator state where the metallic surface is ‘protected’ by rules of quantum mechanics. Because the topological insulator is so unusual, there has been an explosion of scientific research aimed at understanding conditions under which it can be studied and at imagining the technological implications of such a metal/insulator. So far, electrons in all known topological insulators are uncorrelated, that is, behave independently of other electrons that are present. Very recent theory has predicted that a new type of topological insulator might be possible in which the electrons are strongly correlated. If this theory of topological Kondo insulators were proven to be correct, it would open entirely new opportunities to understand and manipulate the remarkable properties of the inherently quantum mechanical topological state. The goal of this project is to test the validity of the predicted topological Kondo insulator state in the most promising material SmB6 by using a specific set of measurements to separate the surface and interior contributions to the properties of this material. These experiments will involve the development of new techniques to measure the thermoelectric power as a function of pressure and to use very high magnetic fields to determine the microscopic configuration of surface electronic states. As a further test of theory, similar experiments will be performed on a related material SmS.

**Benefit to National Security Missions**

The discovery and understanding of new quantum states of matter drive the frontier of materials physics and have the potential to open new routes to energy and security technologies for the Nation. This project explores and tests the theoretical proposal of a new quantum state, called a topological Kondo insulating state, that could lead to the additional discovery of exotic states of electrons that hold promise for new approaches to quantum computing and thermoelectric cooling.

**Progress**

The first year of this project focused on developing and optimizing experimental techniques that will be used to test the theoretical prediction of a topologically protected metallic surface state in Kondo insulators, such as SmB6. Initial tests of low-temperature, high-pressure, high-magnetic field techniques to measure electrical resistivity and Hall effect used the newly discovered Kondo semi-metal CeNi2As2 as an example. These experiments led to the discovery of a new paradigm of a pressure-driven quantum-phase transition in the low carrier-density limit. A comparison of results of these measurements with a series isostructural metallic Kondo lattice compounds shows that carrier density plays an important role in approaching the quantum-phase transition and in establishing the strongly correlated electronic ground state, an important lesson applicable to interpreting planned high-pressure experiments on SmB6. In particular, the low carrier density in CeNi2As2, which may be even more pronounced in topological Kondo insulators, could strongly influence the fundamental physics of materials such as SmB6 by exhausting the number of charge carriers necessary to form a Kondo-derived bulk insulating state in SmB6. This problem, called the Nozieres exhaustion problem, has not been considered in theoretical predictions of a topologically protected metallic surface state in SmB6. A draft manuscript has been written that summarizes these results.

Studies also have begun on the topological Kondo insulator SmB6. Motivated by the sensitivity of thermoelectric...
transport to the topology of Fermi surface, measurements of the thermoelectric power and Nernst effect on the (110) surface of SmB6 have been made at atmospheric pressure. These experiments show an unexpected difference between thermoelectric transport on the (110) surface and previously studied (100) surface. Initial measurements of the magnetic field dependence of the thermoelectric power at very low temperatures appear to find quantum oscillations, which are a measure of the microscopic electronic structure. If verified as quantum oscillations, these first of their kind measurements could provide an essential test of the topological nature of SmB6.

Future Work
The proposed existence of a topologically protected metallic surface that surrounds a bulk insulating interior of electronically correlated materials will be studied through thermopower and Nernst-effect measurements as functions of temperature, magnetic field, and applied pressure. In the next fiscal year, we will test the reproducibility of possible quantum oscillations in the thermopower of SmB6 discovered in the first year and use applied pressure to determine how the possible topological states in SmB6 and related SmS evolve as their ‘insulating’ bulk energy gap is tuned by decreasing their crystallographic volume. Such first-of-their-kind experiments will provide critical tests of theoretical predictions and expose the intrinsic nature of electrons in these materials.

Conclusion
This research will explore the possibility of an entirely new quantum state of matter, the predicted topological Kondo insulator state. If the prediction is verified, this work will set a new direction for the study of correlated electron materials, an area of research for which Los Alamos is well-known, as well as lay the scientific foundation for new technologies, ranging from quantum computing to thermoelectric cooling devices.
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Introduction
The remarkable materials, electronic, and optical properties of single walled carbon nanotubes (SWNTs) make them promising elements for advances in optoelectronics and photonic applications. Many first applications will likely be in thin film networked architectures. The intertube interactions inherent to such devices ultimately will limit SWNT performance. It is therefore necessary to gain a better understanding and control of such interactions towards optimization of optical response. In this effort, double walled carbon nanotubes (DWNTs) will serve as well-defined model systems for understanding intertube interactions. This project seeks to answer the following questions: Can the inner tube of a DWNT emit photoluminescence? If not, can chemical functionalization of the outer wall switch on such emission (photoluminescence)? These questions will be addressed by performing photoluminescence spectroscopy at the single tube level and on samples highly enriched in DWNTs. Switching on emission via chemical functionalization will be pursued using low-level covalent oxygen and diazonium functionalization. We will also probe the nature of the electronic and mechanical coupling between the two concentric constituents of the DWNT. This last goal will use Raman spectroscopy as a probe (also at the ensemble and individual tube levels). Of particular interest will be probing of potential Raman interference effects arising from mechanical coupling of the two constituent walls. The results will provide the first in-depth understanding of electronic and mechanical coupling and interactions and place DWNTs as unique model systems for understanding intertube interactions in networked devices.

Benefit to National Security Missions
Results of this project will have a direct bearing on developing optical and electronic properties of carbon nanotubes for photonic and optoelectronics applications and may also contribute to sensing and spectral tagging applications. As a result, this work will have direct relevance to the mission of the DOE-BES funded Center for Integrated Nanotechnologies (CINT) and the potential applications will be of interest to agencies including NIH, DOE, DHS, and DOD with potential impact on threat reduction and renewable energy missions. Our effort will also drive development and understanding of fundamental surface chemistry of low-dimensional materials supporting DOE goals for expanding fundamental understanding of functional nanomaterials.

Progress
The focus has been on the development of the ideal, all-semiconducting DWCNT samples for this study. As-synthesized DWCNT material, obtained from a collaboration with researchers from Shinshu University in Japan and Rice University in Texas, consists largely of DWCNTs of varying inner and outer-wall diameters mixed together with some SWCNT impurities. These SWCNTs have been suggested by some reports to be the source of the observation of optical emission in “DWCNT” samples. Even if one had DWCNT material consisting of 100% DWCNTs, the standard aqueous surfactant suspension method used to prepare dispersions of carbon nanotubes makes use of ultrasonication, which has been reported to produce some SWCNTs from DWCNTs by teasing out inner tubes out of DWCNTs. In order to make an unambiguous examination of the questions posed in the project description, we must be able to produce aqueous suspensions consisting of 100% DWCNTs.

To that end, we are using a recent breakthrough in nanotube separation science known as two-phase aqueous extraction (ATPE). Because nanotube synthesis cannot be controlled to a level that allows for the production of material with specific physical properties (diameter, chiral angle, electronic type), as-produced material is heterogeneous, requiring post-synthesis separation to produce highly pure, single species samples required for these measurements. The ATPE method relies on the partitioning of carbon nanotubes, suspended in a
mixture of surfactants, into two aqueous polymer phases of different hydrophobicity. The partitioning of the different nanotube species into the two polymer phases is controlled by the surfactant composition of the mixed micelles formed around the nanotube, effectively controlling the porosity of the nanotube surface with the aqueous environment and ultimately the hydrophobicity of the nanotube-surfactant complex. By tuning the surfactant composition with each cycle of extraction, separation of carbon nanotubes by diameter and electronic type has been achieved. We have produced two publications using the technique on SWCNTs over a diameter range 0.54-2.5 nm, which includes the diameters of both inner- and outer-wall constituent nanotubes within a DWCNT. This diameter-sorting ability should allow us to remove any SWCNT impurities inherently present in the DWCNT raw material or produced by the suspension process. Additionally, the electronic type modality allows us to sort DWCNTs by outer-wall electronic type producing 50% all-S-DWCNTs. This technique marries the abilities to produce samples of extremely high purity (single species), with high yield (both mass concentration and volume) and scalability.

Additionally, to modify the degree of interwall coupling between constituent nanotubes in a DWCNT, we will use chemical doping to modify the band structure of the outer-wall which should shift the electronic states under mild chemical functionalization conditions and completely destroy optical resonances under heavy functionalization. We have already demonstrated this tunable doping ability on SWNCTs using oxygen functionalization via the introduction of ozone and also with diazonium salts. Under mild conditions, SWCNTs were still able to emit while under more severe conditions, photoluminescence was quenched.

**Future Work**

We will use our developed (aqueous two phase) separation technique directly on the precious DWCNT material that we currently have with the goal of producing the all-S-DWCNTs necessary for this project. Starting with ensemble measurements first, we will perform photoluminescence excitation spectroscopy and resonant Raman spectroscopy to examine how the inter-tube interactions (ITIs) modify the optical states of the constituent tubes as compared to their SWCNT analogues. With such a highly pure, S-DWCNT sample, emission from DWCNTs should be possible to observe if present through PL measurements. Resonant Raman measurements should show how ITI affects the peak position and linewidth of the optical transitions, again as compared to SWCNTs. With such information in hand, we will then proceed with doping experiments using micro-PL and micro-Raman techniques to examine how the outer-wall, highly polar functionalization surface modification changes the excited state relaxation pathways of the inner tube, possibly through site-specific energy transfer. If such a demonstration could be made, then this would open the door for tuning intertube interactions in nanotubes for optics applications and photovoltaics as well as provide critical understanding to the photophysics of carbon nanotube assemblies.

**Conclusion**

The goal is ultimately to understand intertube electronic interactions as modeled by double walled nanotube optical behavior. Understanding the nature of such interactions will have impact beyond basic interest in the nano-photonics/materials communities. Beyond understanding how excited electronic states relax into light emission in a coupled nanotube system, these measurements should reveal ways that chemical modification of intertube interactions can improve optical properties in nanotube aggregates. Such chemical routes will enhance their potential for applications such as energy harvesting, sensing, imaging, optoelectronics, and as novel photon sources which strongly match the strategic directions of the Lab’s core missions.

**Publications**


Understanding and Controlling Magnetism in Multiferroics with THz Pulses

Rohit P. Prasankumar
20130812PRD3

Introduction

In ferromagnets, the magnetization can be controlled with an external magnetic field, an idea widely used, for example, in magnetic data storage. However, magnetic fields have some drawbacks: there are limitations to how fast they can be switched, they are inconvenient to use, and they consume extra energy. Much effort has thus been devoted to multiferroic materials, in which electric and magnetic polarizations exist simultaneously and can be coupled, enabling control of magnetism with an electric field.

Recently, there have been significant advances in the ability to synthesize these materials, which has led to much effort focused on increasing the magnetoelastic (ME) coupling, especially near room temperature. However, the microscopic origin of this coupling can vary across different classes of materials, and is not well understood. Low energy excitations (i.e. soft modes, magnons, etc.) are thought to play a key role in ME coupling, and therefore also offer a promising route to controlling it.

Here, we will use ultrashort optical and terahertz (THz) pulses to shed light on the microscopic origin of magnetoelastic coupling in different multiferroic materials (building on our previous work in this area). In these experiments, we will use these pulses to separately manipulate and probe the magnetic and electric orders in a given material, enabling us to, e.g., modify the magnetic order and probe the resulting changes in ferroelectric order, or vice versa. This will provide much insight into magnetoelastic coupling in multiferroics, which should extend our knowledge of their basic physics and also enable researchers to optimize them for applications.

Benefit to National Security Missions

The proposed experiments will provide LANL, as well as CINT, with the capability to investigate magnetoelastic coupling in multiferroic materials through selectively exciting the low-energy modes responsible for material functionality and probing their effects on this coupling. More generally, our effort to interface materials science with ultrafast terahertz (THz) and optical probes represents an essential element in the MaRIE strategy that connects the M4 facility to the Multi-Probe Diagnostic Hall. This work directly addresses the LDRD Grand Challenge in Materials, which underpins all three Laboratory mission areas. It also addresses several of the Grand Challenges for Basic Energy Sciences identified by the DOE Office of Science. We will work with the Program Director for Basic Energy Sciences to explore future funding opportunities within BES in the growing areas of ultrafast materials science.

Progress

The first step in this project was to build a high intensity source of femtosecond THz pulses. This was done by modifying an existing low-intensity THz setup to use a different generation crystal, with a tighter focus at the sample. The result is a very powerful tool for studying new materials, producing electric (E) fields of 100 kV/cm in single-cycle pulses centered at 1.5 THz, at sample temperatures between 2.5 and 500 K.

After testing and optimizing the setup, it was used to study the response of multiferroics. Rare earth manganite crystals were supplied by Sang-Wook Cheong at Rutgers University. These have magnetic dipole active antiferromagnetic resonances, or magnons, that overlap well with the generated THz spectrum. THz pulses provide both an ultrafast probe of the magnetization and a means of optically changing it. As a first experiment, 800 nm pulses were used to excite a HoMnO3 crystal, after which the THz pulse monitored the sample’s complex absorption. Optical-pump, THz-probe experiments almost always involve exciting electrons to the conduction band and probing their time-dependent transport. Surprisingly, in this case, no significant free carrier response was observed, and instead the pump induces changes in
the magnetism, which are directly seen as changes in the magnon absorption line. Specifically, the 800 nm pump energy excites d-electrons in Mn3+, which relax by transferring energy to phonons. The excited phonons heat the crystal lattice slightly (probably <1 K, depending on the pump energy), which slightly reduces the magnetic order in the sample. This heating takes a few picoseconds to occur. This work will be submitted for publication in the near future. In our next experiments it will be interesting to directly excite the magnon, or similar resonances, like electromagnons in TbMnO3, and probe the resulting changes in the ferroelectric order through second harmonic generation. Such experiments will be more feasible after the laser system is upgraded to have higher power, which is expected to happen in September.

The same THz experimental setup is also being used, in parallel, to do nonlinear transport experiments in manganites, and in particular under conditions where the transport is “polaronic”, or dominated by electron-phonon coupling. In these experiments, the THz pulse acts as a “voltage supply”, rather than to resonantly excite low energy modes in the samples. LCMO thin films made by Quanxi Jia’s group in CINT are used for these experiments. Upon propagation through LCMO, the THz pulse accelerates the holes. The acceleration of these carriers generates another electric field. This field emitted by the sample can be measured, which is proportional to the current induced by the driving THz pulse. Because the THz electric field is quite large, the transport could be very different from what is known from optical experiments with weaker fields, and from conventional electronics measurements. Our initial experiments in this direction indicate that 100 kV/cm may be a large enough E-field to explore this new regime of transport in manganites.

**Conclusion**

Multiferroic materials, in which magnetic and ferroelectric order can be closely coupled, offer much promise for a variety of applications in data storage, novel logic elements, and sensing. However, the mechanisms underlying this coupling are not well understood, limiting the potential of these materials. Here, we will use ultrashort optical and terahertz (THz) pulses to shed light on the microscopic origin of magnetoelectric coupling in different multiferroic materials. This will provide much insight into magnetoelectric coupling in multiferroics, which should extend our knowledge of their basic physics and also enable researchers to optimize them for applications.

**Future Work**

In the next fiscal year, we will initially focus on preparing our optical-pump, terahertz (THz)-probe results on HoMnO3 for publication. This will happen while we wait for our laser system to be upgraded to higher power, which should happen before the start of FY15. Once the system is upgraded, we will optimize our high intensity THz pulses for pumping soft mode phonons in the canonical multiferroic material, BiFeO3, which has attracted much interest due to its room temperature coexistence of magnetic and ferroelectric (FE) order. In particular, we will explore THz pump, second harmonic generation probe experiments, which will allow us to directly measure how photoexciting the soft mode phonon is linked to FE order. We will then perform similar experiments on the manganite TbMnO3, which is well known for its strong magnetoelectric (ME) coupling, albeit at low temperatures. This material possesses an electromagnon resonance that is directly linked to ME coupling, and the proposed experiments should thus shed much light on these phenomena. We will also perform similar experiments on multiferroic heterostructures, consisting of thin FE and magnetic films grown on top of one another to maximize the coupling between them; we have extensively used optical pump-probe spectroscopy to study these heterostructures, and THz pumping should give more insight into ME coupling in these systems.

Finally, we will extend our initial experiments on THz transport in thin manganite films to explore the role of polarons vs. free carriers in transport, particularly under high driving fields. This is a new regime of transport in these extensively studied systems, which should reveal novel physical phenomena. Overall, the proposed experiments should thus provide much insight into ME coupling in multiferroics and transport in colossal magnetoresistance manganites, with wide ranging impact in physics and materials science.
Introduction

Broken symmetries lie at the heart of almost all modern physics problems — from the broken rotational and translational symmetries in magnets to the rather subtle gauge symmetry breaking in electro-weak theory (the Higgs mechanism) and superconductivity. Sometimes the symmetry breaking is known to exist, yet its form remains a mystery. Two good examples of this are the hidden-order in a uranium-based superconductor, and the pseudogap in high-temperature cuprate superconductors. Both problems are grand challenges in condensed-matter physics and both remain unresolved decades after their discovery. Resolution requires the development of new symmetry-sensitive probes. Preliminary measurements on plutonium and uranium-based superconductors have enabled unique access to all of the elastic moduli, important because only with a complete set can basic symmetry changes at the phase transitions can be understood. Such measurements have not been made on a high temperature superconductor. Also planned are transport measurements to explore the Fermi surface in yttrium barium copper oxide.

Benefit to National Security Missions

The basic science addresses a grand challenge in condensed-matter physics—that of understanding the mechanism of high temperature superconductivity. Since 1987, this mechanism remains elusive. Recent work by us has dramatically advanced our understanding, but more studies using extreme magnetic fields and uranium and plutonium superconductors is needed to proceed to a complete picture.

Progress

Measurements were completed on the very important plutonium gallium cobalt superconductor and a new electronic excitation seems to have been discovered that sheds important light on physical processes that are outside the range of applicability of conventional electronic structure theory. The work has just been submitted to Nature.

Future Work

With our discovery of the pseudo gap as a thermodynamic phase in high temperatures superconductors, and the discovery of entropy sources in a plutonium superconductor that are outside the ability of electronic structure theory to understand, it is imperative that we determine the full elastic tensor of any high temperature superconductor through the superconducting transition, the pseudo gap transition, and in magnetic fields. In the first year, we have not succeeded in this because the very small detwinned single crystals we did measure were not in the geometric shape needed for such a determination. We cannot grow these crystals, but anticipate that they will be provided by the University of British Columbia.

We will also measure electronic transport in the yttrium barium copper oxide superconductors to explore the normal state transport properties with a goal to map the Fermi surface.

Conclusion

The work to date has already made important contributions to the understanding of the various phases of plutonium metal and alloys, uranium ruthenium 2 silicon 2 and plutonium cobalt gallium 5. Using 100 tesla magnetic fields, the measurements on the high temperature superconducting materials will be complemented by the very first measurements of the Fermi surface approaching the quantum critical point near optimal doping.

Publications

and Taillefer. Direct measurement of the upper critical field in cuprate superconductors. 2014. NATURE COMMUNICATIONS. 5.
Introduction

Fuels derived from biomass are a promising source of energy. Cultivating aquatic microalgae in open ponds can generate large quantities of biomass, and recently, Sayre et al. showed a remarkable enhancement in algal growth inside hydrogel polymer beads. Further improvements in hydrogel-confined algae growth rely on efficient light utilization. Photosynthesis is facilitated by absorption of blue and red solar photons by chlorophyll, but green photons are transmitted. Our aim is to increase algal growth by “optically activating” the hydrogel beads with 1) fluorescent inorganic quantum dots (QDs) and 2) metal nanoparticles (MNPs) that exhibit surface plasmon resonance (SPR). These inclusions will color-shift incident sunlight to wavelengths useful for photosynthesis (UV to blue, green to red), and screen algal cells from damaging UV radiation.

The intrinsic properties of single-domain nanoparticles, including quantum dot (QD) fluorescence and metal nanoparticle (MNP) surface plasmon resonance (SPR), can be finely tuned by controlling the particle size and shape. Furthermore, the placement and connectivity of such functional units can give rise to synergistic “emergent” inter-particle interactions and properties. The proposed effort will take advantage of the postdoc’s previous work where he developed a synthetic framework for building multi-domain hybrid nanoparticles. The synthetic strategies will be applied here to target “by-design” architectures comprising hydrogel-QD-MNP composites with optimal optical properties. We will synthesize new QD and QD-MNP hybrid nanostructures with hierarchical structure and functionality. Metal coupling can result in either quenching or enhancement depending on the physical separation between the MNP and QD (too close results in fluorescence quenching, too far yields no coupling). Precise placement of QDs and MNPs remains an open synthetic challenge and will be the focus of this effort, e.g., heterotrimers, dot-in-cage structures, and dot-in-tube structures. Thus, impact will be in both development of functional materials-by-design and in advancing our algal biofuels program.

Benefit to National Security Missions

DOE (basic and applied, EERE), DoD, NASA and NSF have all funded open or internal programs in algal biofuels, where NASA’s also aims to use the technology to treat waste water. DHS has reported on the potential impact that a successful biofuels program could have on addressing both national economic and environmental/energy security needs. Thus, it is now broadly recognized that algal biofuels development will be a key component in our future energy profile. To this end, our project aims to work with leading algal biofuels expert, R. Sayre (LANL B-11) in further enhancing the efficacy of algal production. We will establish novel materials strategies for optimizing light utilization by algae grown within a uniquely functional hydrogel matrix. In this way, the effort is wholly interdisciplinary, taking advantage of expertise in materials chemistry and bioscience at the interface between basic and applied energy science.

Progress

During the first 10 months of Matthew Buck’s tenure at LANL, he has made significant progress toward the synthetic research goals described in his proposal. To date, he has focused primarily on establishing a better understanding of the colloidal growth conditions that support fabrication of high-performance hierarchical nanostructures. In the case of the initial choice for the optically active nanoparticle for incorporation into hydrogel polymer beads -- the ultrastable CdSe/CdS core/thick-shell quantum dot (QD) -- Matt discovered that reproducibility in QD structure and performance could be significantly enhanced by controlling the quality of the core/shell interface (e.g., by careful handling of the cores prior to shell growth) and by controlling precursor addition at the shell-solvent interface. The latter entailed manipulating QD-QD dipole-dipole interactions to minimize the impact of particle assembly on the
shell growth process. Matt has also explored a novel core/shell/shell hierarchical QD system that has resulted in the remarkable property of dual suppressed-blinking emission (manuscript in preparation for Nature Materials). Here, he is able to achieve ultra-stable quantum photoluminescence for two distinct wavelengths from a single QD -- currently red and near-infrared -- as a result of manipulating materials interactions at the nanoscale in designed heterostructures. Further, toward the intended QD-metal nanoparticle hierarchical structures, Matt’s QDs have been enveloped in “spacer” silica shells. Finally, to date two approaches to creating QD-metal assemblies have been attempted -- self-assembly from solution and directed assembly using a scanning probe direct-write nanolithography system. Enhancement effects resulting from these hybrid nanostructures (i.e., metal-induced enhancements in radiative rates and emission efficiencies) are being studies in collaboration with others.

**Future Work**

Cultivating aquatic microalgae in open ponds can generate large quantities of biomass, and recently, Sayre et al. showed a remarkable enhancement in algal growth inside hydrogel polymer beads. Further improvements in hydrogel-confined algae growth rely on efficient light utilization. Our aim is to increase algal growth by “optically activating” hydrogel beads with 1) fluorescent quantum dots (QDs) and 2) metal nanoparticles (MNPs) that exhibit surface plasmon resonance (SPR). These inclusions will color-shift sunlight to wavelengths useful for photosynthesis (UV to blue, green to red) and screen algal cells from damaging UV radiation.

Given his experience during the first 10 months, the postdoc has become very interested in the “multi-domain” aspect of the QD hetero-structures, i.e., how within nominally a single nanostructure, it is possible to incorporate complexity to evoke emergent behavior through internal interface effects. His aim is, therefore, to continue to pursue novel chemistry and photophysical properties in core/multi-shell QD systems, including new non-toxic compositions with utility as color-converting phosphors in algae production. He envisions that the custom automated-synthesis system that will be installed by FY-end in the CINT Nanomaterials Chemistry Laboratory will facilitate the discovery process in the case of QD hetero-structure systems. With respect to MNP-QD couples, we will primarily pursue these through self-assembly approaches and collaborations with others using directed-assembly methods to create precision MNP-QD couples, e.g., via dip-pen lithography.

**Conclusion**

The project aims to incorporate optically active nanoparticles into hydrogel polymer beads, where the hydrogel matrices serve as an advanced growth medium for algae. The addition of the nanoparticles is expected to serve two functions: color-shift incident sunlight to wavelengths useful for photosynthesis (UV to blue, green to red) and screen algal cells from damaging UV radiation. The ability of the hybrid nanoparticle-hydrogel matrix to support enhanced algal growth will be tested in collaboration with LANL's Algal Biology Program’s R. Sayre and team.

**Publications**


**Introduction**

Strontium titanate (SrTiO3) is a foundational material in the emerging field of complex oxide electronics. While its electronic, optical, and lattice properties have been studied for decades, this non-magnetic semiconductor has recently become a renewed materials research focus catalyzed by the surprising discovery of magnetism and superconductivity at interfaces between SrTiO3 and other non-magnetic semiconducting oxides. The formation and distribution of oxygen vacancies, which donate two electrons for every one vacancy, is widely thought to play an essential but as-yet-incompletely understood role in these observations. Recent signatures of magnetization in gated bulk SrTiO3 have further galvanized interest in the emergent properties of this material.

To better understand how magnetization is created in these nominally non-magnetic complex oxide materials, we propose to build and use an ultrafast pulsed pump-probe system in the NHMFL optics lab. This wavelength-tunable setup will pump the sample with circularly polarized pulses and probe it with linearly polarized light. In a time-resolved Faraday rotation (TRFR) scheme, a magnetic field is applied to a semiconductor perpendicular to the direction of the light. The pump photo generates short-lived spins that are initially polarized along the direction of the pump beam, which then precess about the applied magnetic field. Because the spin precession, as well as the excited spin relaxation, alters the polarization of the linear probe light as a function of time between the pump and probe pulses, the spin relaxation dynamics can be measured by monitoring the probe polarization.

**Benefit to National Security Missions**

This project will build Laboratory capabilities in the areas of Materials Science, Emergent Phenomena, and Materials-by-Design, and also in novel measurement methods that enable new scientific discovery at LANL. It is based on the very recent discovery of a new Emergent Phenomena: optically induced magnetization in complex oxide materials. Our approach for developing ultrafast optical methods to time-resolve magnetization dynamics with sub-picosecond resolution goes well beyond the specific example of strontium titanate that will be investigated here and is applicable to a wide range of new materials in general. The experimental techniques that we will develop as part of this project will advance new Laboratory capabilities that underpin a wide variety of Laboratory missions related to Materials Science and Controlled Functionality in Materials.

**Progress**

Postdoc Bill Rice received his Director’s fellowship in October 2013. Since then, he has made progress on two fronts:

He has developed the experimental capability for Time-Resolved Faraday Rotation, which uses ultrafast pulsed lasers to directly monitor the temporal evolution of magnetization in materials. This is a complicated optical setup, involving femtosecond Ti:sapphire lasers and an Optical Parametric Oscillator to generate ultrafast optical pulses in the red-yellow-orange parts of the optical spectrum. He has this laser system working with our cryogenic instruments to measure samples down to temperatures as low as 1.5 Kelvin.

Now that the experimental capabilities are coming together, Bill has begun a systematic survey of intentionally-doped strontium titanate wafers (iron doped), and also we have started measuring thin film samples grown by molecular beam epitaxy. This work is currently underway.

Based on his recent paper in Nature Materials, Bill has also received invitations to present talks at several international conferences.
**Future Work**

Our immediate goals are (1) to examine this fast relaxation between the ground and excited state(s) and (2) to see if short-lived magnetization can be produced temperatures above 18 K. Tentative evidence suggests that three levels are coupled to a common ground state via circular polarization transition rules. A third goal, therefore, is (3) to perform wavelength-dependent spectroscopy to determine if multiple excited states exist and how/why they energetically split. Additionally, studies of magnetism at oxide interfaces, a “hot” topic in condensed matter physics, can also be investigated using this ultrafast system.

In collaboration with Quanxi Jia (MPA-CINT), we plan to investigate spin alignment and dephasing in SrTiO3/LaAlO3 heterostructures and other related complex oxide materials in order to shed light on how magnetism is produced at the interfaces of these non-magnetic semiconductors.

**Conclusion**

We expect to develop experimental tools (based on ultrafast pulsed lasers) that will allow us to “watch” -- in real time -- how magnetization develops and decays in so-called new ‘complex oxide materials’ such as strontium titanate (SrTiO3) and related compounds. Specifically, we will build and establish the technique of Time-Resolved Faraday Rotation (TRFR), which is an all-optical method using polarized pulsed of light that allows one to measure how magnetization develops on the timescale of atomic interactions: millionths of millionths of seconds.

**Publications**


Design Principles for High Performance Organic Photovoltaics

Aditya Mohite
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Introduction
In this project we will apply innovative interface modification techniques to alter the charge recombination rates across an organic solar cell interface in a bilayer organic photovoltaic device by incorporating a spacer layer with designed functionality. The photo-generated exciton after migration to the donor-acceptor (D-A) interface dissociates due to a strong built-in field setup by the energy level alignment of the donor and acceptor forming a charge transfer or exciplex state (electron is on the acceptor molecule, C60, and hole on donor P3HT). There is a strong tendency for the exciplex state to recombine, which leads to poor photocurrent and thus low power conversion of sunlight to electricity. A few monolayers of the spacer layers are expected to suppress the electron to recombine with the hole and promote the separated electron away from the hole to generate photocurrent. We will use three different types of spacer layers: (a) Insulator (LiF) (b) Oligomer molecules and (c) Heavy Atom. Each of these spacer layers will result in the suppression of the exciplex recombination using different mechanisms. For example, LiF will act like a tunnel barrier, where an optimum thickness of the barrier is expected to completely suppress back recombination. Similarly, in the case of Oligomers, ordering at the D-A interface will control the recombination rate and for the Heavy Atom case, the exciton lifetime is expected to be long due to enhanced spin-orbit coupling, which will impart some triplet character to the singlet state. These strategies are also expected to bring about a deep scientific understanding of interface photo-physical processes that will be universal for heterostructures interfaces created with nanostructures.

Benefit to National Security Missions
This project is in direct alignment with the DOE-BES sunshot initiative and Grand challenges addressed by the BES: By studying this, we will gain control over the transfer of charge and energy flow across interfaces and specifically learn to control the following:

- Reveal the design principles for the efficient conversion of light to energy
- Develop mesoscale devices starting from model systems
- Apply the fundamental understanding to practical architectures such as bulk heterojunctions (BHJ) for organic solar cells and also for other types of light to energy conversion applications.

Progress
Key accomplishments:

- Wanyi Nie has already fabricated organic solar cell devices and tested two interface modification strategies in a model bilayer device.
- The results show a dramatic improvement (500%) in the overall power conversion efficiency of an organic solar cell.
- Wanyi has performed measurements to understand the interface morphology and interface ordering to correlate the atomistic origin of the interface to the overall device performance.

Several characterization measurements and other interface modification strategies are currently being tested in other type of solar cell devices and other optoelectronic devices so that these strategies are universally applicable to any device where the charge transfer and energy transfer occur across an interface.

Future Work
We will use three different types of spacer layers: (a) Insulator (LiF) (b) Oligomer molecules and (c) Heavy Atom. Each of these spacer layers will result in the suppression of the exciplex recombination using different mechanisms.

In the coming year, we will incorporate these strategies
to demonstrate that these are universally applicable to enhancing the charge transfer process in a wide variety of material systems based on organic-inorganic and inorganic-inorganic interfaces. We will specifically try these strategies on perovskite solar cells, layered 2D heterostructures and also in oxygen reduction reaction (ORR) in fuel cells.

**Conclusion**
The success of this proposal will result in obtaining universal design rules that will guide the fabrication of high efficiency photovoltaics using nanostructure materials. These design principles will be applicable to several other applications such as organic light-emitting diodes (OLEDs), sensors, photo-catalysis, etc.

**Publications**
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Introduction
This project will focus on the development of novel energetic materials that are thermally stable but can be initiated through the use of unprecedented mechanisms such as photochemical or electrochemical stimulation to novel excited states. The research will focus on the synthesis of molecules with kinetic barriers large enough to prevent thermally induced detonation and excited states capable of bypassing those barriers in response to non-thermal stimulus (optical or electrochemical stimulation).

Benefit to National Security Missions
Los Alamos National Laboratory is a world leader in the synthesis and development of energetic materials. The design of a new class of explosives with controlled initiation properties has the potential to enhance safety and could have applications in detonator development and weapons programs. The proposed work will contribute to the Laboratory’s core missions of new energetic materials development and threat reduction science. The fundamental nature of the work could have an impact in the basic understanding of materials and chemistry.

Progress
Thomas began his post-doctoral position at Los Alamos on May 27th, 2014. Since his arrival, initial work has focused on completing required safety and security training. A number of promising technical leads have been identified and experimental work will begin in the lab wing of TA 9 in the coming weeks.

Future Work
Thomas completed training and began working at LANL in the last quarter of FY 14. The same work plan will continue in FY 15.

Tasks to be accomplished:
• Characterization of tetrazine ligands

Conclusion
The technical goals of the project are to produce new optically active energetic materials that respond to non-thermal stimuli. The anticipated impact will be in the area of controlled initiation of energetic materials for applications. Access to such materials will significantly enhance the safety and surety of many systems employing energetic materials.
Introduction
Understanding the growth mechanisms for one-dimensional (1D) semiconductor nanostructures, especially more complex 1D heterostructures including superlattice, core/shell, and dumbbell-like structures, is essential for the controlled synthesis of these novel architectures. Importantly, structural control is anticipated to enable properties control, where the ability to tune transport properties, charge separation efficiencies, and charge or energy transfer processes underpins a range of applications from energy conversion and storage to catalysis and photodetection. To date, however, controlled solution-phase growth of high quality and intentionally designed 1D heterostructures is still in the very early stage. Improved methods for establishing the structure-controlling mechanisms and, thereby, for increasing the pace of materials discovery and development are needed.

The work will take advantage of the postdoc’s expertise in glycol-based solution-assisted low-temperature refluxing processes for synthesizing tellurium-based semiconductor nano-heterostructures for thermoelectric applications, along with LANL’s new capability in in situ liquid-phase transmission electron microscopy (TEM). The latter will enable an unprecedented systematic assessment of nanowire and nanowire heterostructure formation real-time by direct imaging under the conditions of growth. Nanowires will be synthesized in the TEM flow cell, permitting direct assessment of the impact of reaction parameters on morphology, composition and interface evolution. This same technique can also be applied to studying corrosion processes and the impact of chemical or high-energy electron dosing on both growth and degradation of surfaces or three-dimensional structures, with relevance to MaRIE and stockpile stewardship. Finally, the nanowire materials produced will have direct relevance to energy harvesting (energy security, remote power generation) and cooling (e.g., spot cooling in electronics) applications, with fundamental understanding translatable to other nanowire materials systems that have potential applications in chem/bio sensing.

Benefit to National Security Missions
The work will advance fundamental understanding of nanomaterials growth mechanisms, which will enable new materials-by-design strategies. It will also advance our understanding of chemical processes that take place at nano/meso-interfaces and how these influence structure and ultimately function. Together, these contribute directly to DOE/SC, Basic Understanding of Materials and Fundamental Chemistry missions. It will also advance a new capability in liquid-phase transmission electron microscopy, propelling LANL to the forefront of this emerging and important research area. This capability will enable direct assessments (with enhanced efficiency and accuracy compared to ‘post-mortem’ assessments) of the impact of growth parameters on morphology, composition and interface evolution. This same technique can also be applied to studying corrosion processes and the impact of chemical or high-energy electron dosing on both growth and degradation of surfaces or three-dimensional structures, with relevance to MaRIE and stockpile stewardship. Finally, the nanowire materials produced will have direct relevance to energy harvesting (energy security, remote power generation) and cooling (e.g., spot cooling in electronics) applications, with fundamental understanding translatable to other nanowire materials systems that have potential applications in chem/bio sensing.

Progress
The postdoc arrived ~3 weeks ago and has completed all training, with the exception of one live course that will take place this Thursday. He is currently conducting background research, placing orders for materials & supplies, and attending team meetings.
Future Work
The postdoc will begin to address two project aims: (1) To understand the controlling variables in polyol syntheses that determine nanowire diameter and use this understanding to synthesize ultrathin sub-5 nm wires (currently a key synthetic challenge to access nanowires below 10 nm) and (2) To monitor the impact of molecular “capping agents” or reactive cations on the formation of core/shell or superlattice heterostructures, respectively. Together, these aims address a need in the fields of thermoelectrics and topological insulators for ultrathin bismuth or lead chalcogenide nanowires (e.g., Bi2Te3 or PbTe, respectively) and their heterostructures (e.g., where PbSe/PbTe superlattices were predicted by Dresselhaus (PRB 2003) to afford a game-changing thermoelectric figure-of-merit: ZT >6, if nanowire diameter could be controlled to <5 nm and segment lengths to only 2-3 nm).

The postdoc will synthesize nanowires in LANL’s transmission electron microscopy (TEM) flow cell, directly assessing the impact of reaction parameters on nanowire formation and growth progression. Post-synthesis methods for modifying single-composition nanowires into heteronanowires, either core/shell or axial superlattices, will also be studied. This will be facilitated by “pinning” nanowires to a solid substrate using a focused ion beam (FIB) technique to apply a metal “tack” to one end of the nanowire. The substrate will be put into the flow cell, and shell components along with reagents that allow tuning of interfacial and strain energies will be flowed past the pinned-down nanowires. Thus held in place, these wires will enable imaging over long times facilitating for the first time the observation of heterostructure evolution. Similarly, we will react pinned wires with cations to attempt conversion to superlattices by way of partial cation exchange (or a controlled Kirkendall effect), which can convert single-composition nanostructures into multi-composition hetero-nanostructures, including superlattice examples [Robinson et al. Science 317, 355 (2007)].

Conclusion
The project will advance the state-of-the-art in liquid-phase transmission electron microscopy (TEM). By pushing boundaries in terms of how the parameters and processes that influence nanomaterial’s growth are assessed, the project will also afford new mechanistic understanding that will enable ‘materials-by-design’ of complex, functional one-dimensional semiconductor nanostructures for applications from energy conversion and storage to catalysis and photodetection.
Photoactive Energetic Materials for Quantum Optical Control

Sergei Tretiak
20140668PRD2

Introduction
Understanding and controlling excited state dynamics (spatial energy transfer, excitation localization/delocalization, and/or charge separation) lies at the heart of all our efforts to design photoactive materials with desired functionality. Photoinitiation requires non-adiabatic (non-radiative) conversion of excess electronic energy into specific vibrational degrees of freedom mediated by the electron-phonon coupling. Excited states have varying electron-phonon couplings, and depending on their localization and energy, lead to different relaxation pathways. This structure provides a “landscape” for optical control (steering the outcome of a chemical reaction with light) based on which excitations are selected. Non-adiabatic excited-state molecular dynamics (NA-ESMD) simulations provide a detailed understanding of key photoinduced phenomena controlling competing interactions and relaxation pathways in complex materials.

Benefit to National Security Missions
The proposed work will increase the controllability of chemical dynamics by predicting and controlling the functionality of materials. The proposed work will further LANL’s reputation and prestige in quantum control and molecular design. Control of explosive initiation would be transformational for LANL’s core missions of stockpile safety and energetic materials.

Progress
Over the past year, significant changes have been done to the non-adiabatic excited state molecular dynamics (NA-ESMD) codes toward implementation of solvent contributions. A Polarizable Continuum Model (PCM) has been implemented. This allows us to conduct simulations of excited state dynamics in the presence of the simple solvent environment. We have also have been developing theoretical formalism on how to compute gradients along the excited state potential energy surfaces. Finally several numerical tests on representative molecules in solvent environment have been conducted and the results are now being summarized in an article to be submitted for publication.

Future Work
Our work will start with testing a prototype code incorporating solvent at the Polarizable Continuum Model (PCM) level, which is a critical step toward implementing an explicit solvent environment. Next a combined quantum mechanical and molecular mechanical (QM/MM) approach to treat large systems and include solvent and thermal bath effects will be developed. QM/MM is a much more accurate approach in which a system is divided into a quantum mechanical region and a molecular mechanical region allowing realistic modeling of dielectric media. Depending on the molecular system, different force fields will be interfaced with our existing non-adiabatic excited-state molecular dynamics (NA-ESMD) code. In terms of applications, photoactive energetic materials with controllable optical functionality will be studied. Specific vibrational degrees of freedom responsible for bond breakage, rapid decomposition, and the onset of the exothermic chain reactions relevant to explosive initiation processes in the surrounding material will be identified. Secondly, we will use the developed methodology to design and propose controllable materials. Detailed numerical NA-ESMD simulations to investigate photoinduced pathways, timescales, branching effects, and multiple product formation, which can be experimentally validated by ultrafast spectroscopy capabilities, will be performed. Possible photoinduced reaction coordinates and electron-vibrational relaxation pathways to elucidate mechanisms for optical initiation will be assessed. Thirdly, first principle electronic structure calculations will be used to quantitatively evaluate the nonlinear optical responses to understand excited-state properties and to provide design strategy for new photoactive energetic materials.
Conclusion
The proposed implementation of the quantum mechanical and molecular mechanical (QM/MM) approach will provide novel computational capabilities critical for understanding light-induced dynamics in many technologically relevant materials. Specifically, this will allow us to simulate large molecular systems where full ab-initio calculations are prohibitively expensive, and to describe systems that interact strongly with solvent environments. Such simulations have been done previously for the ground state but were never attempted for excited states due to computational complexity.

Publications
Ultrafast Carrier Dynamics in Novel Two-Dimensional Nanomaterials

Victor I. Klimov
20140675PRD3

**Introduction**

Semiconductor nanomaterials are a versatile materials platform that exhibit novel physical phenomena not found in their bulk counterparts. A detailed understanding of the physical factors controlling the electronic properties will allow for the development of materials with tailored electronic properties. Recent advances in synthetic methods have allowed for the synthesis of nearly atomically thin two-dimensional nanosheets comprised of molybdenum disulfide and diselenide (MoS2 and MoSe2). These direct gap semiconductors have already shown promise for use in next generation transistors as well as other electronic applications. However, the underlying electronic properties of these materials remain largely unexplored and unknown. To this end, we will explore the carrier dynamics in these materials with femtosecond spectroscopy. Experiments will elucidate the time scales of carrier relaxation, exciton binding energies, as well as the strength of multicarrier interactions. Due to the quasi-two-dimensional confinement of the electrons in the material, the Coulomb interactions between carriers are significantly enhanced relative to current semiconductor nanocrystals. The strong Coulomb interaction can give rise to room temperature excitonic phenomena and enhance multicarrier processes that are typically only observed at extremely low temperatures. The insights gained from this project will facilitate an understanding of the fundamental electronic properties of these materials.

**Benefit to National Security Missions**

**Agency Relevance**

The primary goal of this project is to explore the electronic properties of a new class of two-dimensional semiconductor materials. As such, the results will be valuable to the DOE’s Office of Science.

**Mission Relevance/MaRIE**

Since we are studying charge carrier interactions at extremely high densities in these two-dimensional semiconductors, the insights from this project could potentially benefit MaRIE.

**Scientific Discovery and Innovation/Basic Understanding of Materials**

Through ultrafast laser spectroscopy of these semiconductor nanosheets, we will establish the role of two-dimensional quantum confinement on intraband carrier cooling, Auger recombination and other multi-carrier interactions, significantly contributing to the basic understanding of these novel nanomaterials.

**Progress**

As of this report, the postdoc had only recently been hired.

**Future Work**

We are interested in further understanding the optical properties of MoS2 and MoSe2, a class of two-dimensional nanomaterials with a thickness of three atoms. The extremely thin materials facilitate increased interactions between charge carriers, which should result in novel physical phenomena. To gain insight into the new physics that arise in strongly confined two-dimensional materials we will utilize femtosecond transient absorption spectroscopy in conjunction with time-resolved photoluminescence experiments to probe the carrier dynamics. Through tuning of the power of the excitation beam, the dynamics of multicarrier processes will be measured. Due to the increased interactions between carriers we expect to find a corresponding increase in the multicarrier recombination rate, as well as potentially bound multiexciton states that are typically only observed at temperatures approaching absolute zero. Tuning of the probe wavelength across the spectra will allow for the relaxation process to be directly monitored as well as resolving the energies of higher-lying excited states. Saturation experiments will also reveal the degeneracy of the transitions, providing a detailed understanding of the energy level structures that lead to the
unique properties found in MoS2 and MoSe2.

**Conclusion**

These studies of MoS2 and MoSe2 nanosheets will elucidate how the precise shape and size of quasi-two-dimensional materials controls their optical and electronic properties. We expect that the two-dimensional character of charge carriers will enable increased interactions between carriers leading to novel physics. The insights gained from this research will further our understanding of the effect of dimensionality on electronic structure and dynamics.
New Room Temperature Multiferroic Thin Films Enabled by Strain Engineering

Quanxi Jia
20140676PRD3

Introduction
Multiferroic materials have attracted extensive interests owing to their potential technological applications as multifunctional devices. However, the single-phase multiferroic materials are rare because of the distinct nature of magnetism and ferroelectricity. Seeking nanocomposite multiferroic materials, therefore, becomes recent research focus. Strain engineering provides an important approach to yield new functional materials with novel properties. Very recently, we have demonstrated a new class of multiferroics (BiFeO.5Mn0.5O3 or BFMO) based on two partially miscible phases of BiFeO3 and BiMnO3 using epitaxial strain. Fully strained BFMO/LaAlO3 (LAO) superlattices with controlled layer thickness and periodicity could be a very promising way to realize new room temperature multiferroic materials. We will take the advantages of well-equipped capabilities at Los Alamos National Laboratory (such as laser molecular beam epitaxy, high resolution x-ray diffraction, transmission electron microscopy, and transport characterization tools) to systematically study the highly strained BFMO/LAO superlattice structures.

Benefit to National Security Missions
This project focuses on fabrication, properties, and microstructure characterization of advanced nanostructured superlattice with an emphasis on room temperature multiferroic materials. The proposed effort supports and strengthens the Laboratory’s core scientific capabilities essential to discovering, understanding, and exploiting emergent phenomena in materials. This project also directly addresses the Grand Scientific Challenge identified in the DOE BESAC report: how do remarkable properties of matter emerge from the complex correlations of atomic or electronic constituents and how can we control these properties?

Future Work
Fully strained BiFe0.5Mn0.5O3 (BFMO)/LaAlO3 (LAO) superlattices with controlled layer thickness and periodicity could be a very promising way to realize new room temperature multiferroic materials. The well-equipped capabilities at Los Alamos National Laboratory (such as laser molecular beam epitaxy, high resolution x-ray diffraction, transmission electron microscopy, and transport characterization tools) will enable us to carry out the following proposed tasks with success. Specifically, we will carry out the following tasks: i) using laser molecular beam epitaxy to create strained BFMO/LAO superlattices, where the strain will be controlled by either the layer thickness or the substrate material (or lattice parameter); and ii) using advanced structural probing tools and transport measurements to characterize the superlattices so that the structure-functionality relationship can be established at the end of the project.

Conclusion
This project focuses on fabrication, properties, and microstructure characterization of advanced nanostructured superlattice with an emphasis of room temperature multiferroic materials. We expect that the structure-functionality relationship of this new class of multifunctional materials can be established at the end of the project.

Publications
Introduction
Ferroelectricity and magnetism in solids have seemingly different origins. While magnetism is related to ordering of spins of electrons in incomplete ionic shells, ferroelectricity results from a delicate balance between long-range coulombic dipole-dipole interactions and short-range repulsive forces. Materials in which ferroelectricity and ferromagnetism exist simultaneously are known as multiferroic materials. Multiferroics can, in principle, enable novel and revolutionary future energy, sensing, and information technologies. However, ferroelectric ferromagnets are exceedingly rare.

The proposed research effort seeks to enable rational design of novel thin-film multiferroic materials. We aim to develop a design strategy to systematically navigate through the chemical space of magnetic perovskite oxides (ABO3 systems) using quantum mechanical computations in combination with thermodynamics based models and materials informatics. State-of-the-art computations will be used to explore and understand coupling between ferroelectricity and magnetism for a range of ABO3 compounds as a function of composition, strain and nominal charge states of A and B site cations. Advanced density functional theory based computations such as those with hybrid functionals (to appropriately account for the self-energy of a many-body system of electrons) will be used for a further careful investigation and validation of the identified promising material candidates with multiferroic behavior.

A key objective of this effort would be to assess the effect of crystalline cationic disorder on the magnetism, ferroelectricity and their coupling in perovskites. Crystalline disorder in magnetic perovskites is expected to strongly influence both the local magnetic structure as well as the polar phonon modes. However, the atomic scale mechanisms through which crystalline cationic disorder and multiferroicity couple in magnetic perovskites are not well understood at present and will be specifically targeted in this work.

Benefit to National Security Missions
This research is of direct relevance to the missions above as the ability to rationally design multiferroics will enable novel and revolutionary future energy, sensing, and information technologies in which the low power and high speed of field-effect electronics are combined with the permanence and routability of voltage-controlled ferromagnetism. This paradigm has the potential to mitigate the costs, risks and time involved in preparing and testing of multi-functional materials. Further, this research should yield insights into the fundamental factors underlying materials behavior, providing the basic understanding needed to further develop novel materials and material architectures for advanced energy applications. Finally, an atomic-level understanding of the influence of crystalline disorder on multiferroic behavior would directly translate to better device performance.

These goals are of direct relevance to the missions of DOE/BES and LANL, particularly the laboratory’s science pillar of Materials for the Future.

Progress
As of this report, the postdoc is awaiting to be hired.

Future Work
In the first fiscal year, our theoretical investigation will focus on two aspects. On one side, we will look at the effect of crystalline cationic disorder on ferroelectricity. On the other, high-throughput exploration of a range of stable (i.e. formable) perovskite at different levels of biaxial strain will be carried out. The biaxial strain will be imposed in a constrained bulk approach to mimic an epitaxially grown thin-film situation. Each of the chosen ABO3 compound would be required to meet several stability criteria dictated by charge neutrality (sum of the allowed nominal oxidation states of the A and B ions will be required to be +6 to balance the -6 oxidation...
state of the 3 O atoms), tolerance factor (based on empirical knowledge that the ionic sizes of the A and B cations have to conform to certain restrictions in order to form a stable perovskite structure), thermodynamic stability and non-zero band gap. A non-zero band gap constraint will be imposed for the initial level of screening, since a metal cannot sustain a macroscopic polarization induced as a result of ferroelectricity.

The systems that show significant macroscopic polarization will next be substitutionally doped with B-site magnetic cations. The B-site magnetic perovskite oxides are of particular interest, since the larger exchange coupling in their case results in much higher magnetic ordering temperatures as compared to that of A-site rare-earth systems such as EuTiO3. This round will begin by systematically performing optimizations of a twenty-atom unit cell of the cubic perovskite structure in the various possible ferroelectric distortions in combination with four possible magnetic configurations, namely the G-AFM, C-AFM, A-AFM and FM states. The generated database will then be analyzed by conventional and machine learning methods to learn for trends and identify promising material candidates.

Conclusion

We expect to systematically screen the chemical space of magnetic perovskites to identify promising multiferroics. The proposed research effort is expected to deliver new insights into the factors that govern coupling between ferroelectricity and ferromagnetism in perovskite materials. By systematically exploring strain-(polar) phonon coupling and spin-phonon coupling in a range of material systems, we seek to identify and understand mechanisms that control spin-phonon-strain behavior in these materials. An atomic-level understanding of the influence of crystalline disorder on multiferroic behavior would directly translate to a better device performance and an improved control over the functionality.
Introduction
This project will employ high brilliance x-ray sources to study the dynamic response of materials at the level of the crystalline lattice during shock compression. The ability to study highly deformed and strained materials during shock compression is only possible at a few facilities in the world due to the very short time duration of shocks and the necessity to have many x-ray photons during the shock. One capability in particular, the measurement of liquid and amorphous material structures, has only been demonstrated at one facility, the Linac Coherent Light Source (LCLS), which is the world's first hard x-ray free electron laser. X-ray free electron lasers have only been used to study shocked materials for a few years, and the intricacies of these types of experiments are just beginning to be understood. The data acquired will be able to inform our understanding of the basic processes by which materials undergo deformation and phase transitions, which may lead to the ability to design materials with specific functional properties, such as high strength or a high elastic limit.

Benefit to National Security Missions
This work addresses mission challenges in the NNSA defense programs relating to dynamic materials performance. These experiments will lead to a better fundamental understanding of materials and their response to dynamic loading conditions through deduction of the specific deformation mechanisms at work. The gains in fundamental material understanding have potential impacts on the defense programs mission by informing modeling efforts of the relevant mechanisms and material properties that should be parameterized to improve the fidelity of material models.

These experimental efforts are also directly relevant to the MaRIE signature facility because we are learning the important nuances of performing dynamic compression experiments on an x-ray free electron laser, one of the major drivers for building MaRIE. This research will help show the relevance of these material dynamics experiments to the weapons program and will help define the photon beam parameters for the MaRIE free electron laser.

Progress
As of this report, postdoc is awaiting to be hired.

Future Work
During the next fiscal year, we will analyze in situ x-ray diffraction data of the shock-driven phase transition of quartz to stishovite. This data should show the mechanism by which the atoms are rearranged into the stishovite crystal structure and will lead to a scientific journal publication. We will also analyze diffraction data of shock-driven phase transitions in H2O.

We will submit a beam time proposal to investigate the strength of shock-compressed metals using the Matter in Extreme Conditions instrument at the Linac Coherent Light Source (LCLS). If we are successful in receiving beam time for the proposed experiment, we will plan, prepare samples, and execute the experiment.

Conclusion
This project seeks to provide fundamental new insight into deformation and phase transition processes under shock-loading. The in situ measurements on the high pressure phase transition of quartz to stishovite will provide the first data on the lattice level response of this shock-driven transition and will be important to the geophysics community for understanding the dynamics of meteor impacts.
Quantum simulations: From superconductivity to nanoscale electronics

Eddy M. Timmermans
20110711PRD2

Abstract
This project developed a theoretical framework to guide and analyze ultra-cold atom simulations of nano-transport and of quantum many-body effects in superconductors. The cold atom systems exhibit physical similarity with quantum many-body systems and quantum many-body phenomena in condensed matter, nanoscale science, and quantum information. These quantum simulations use the highly accessible and controllable nature of one quantum system (here, a cold atom cloud) to create simplified analogs of complex materials and devices in order to gain direct theoretical and experimental insight into the underlying physical phenomenon. This project has developed schemes for the emulation of various superconductors in cold atom setups. These emulations can address issues that occur in systems that are inaccessible in traditional condensed matter settings. In particular, the project developed a unified theory of spectroscopic measurements on cold atom and superconducting systems in order to help understand the mechanisms of high-Tc superconductivity as revealed by cold-atom simulations. These studies also provided a starting point for the description of nonequilibrium effects in nanoscale electronic systems, which are systems of greater complexity, and led to the proposal of new measurement techniques capable of probing the cold atom systems. These measurements can elucidate the role of electron-electron interactions and dissipation in electronic transport – effects that are difficult to capture in traditional theoretical approaches to transport. The PD has characterized promising methods for extracting information from cold atom systems that may reveal the driving phenomena that underpin high-Tc superconductivity. Superconducting materials have the potential to revolutionize electrical power distribution, i.e., create more efficient means of distributing electricity that will be helpful in moving to green sources of energy among other things. Also, the PD investigated nonequilibrium and inhomogeneous cold atom systems in order to understand quantum effects in electronic transport, which is crucial in designing functional nanoscale devices.

Background and Research Objectives
The recent cold atom advances in engineering optical potentials allow the study of many-body quantum physics in highly accessible, nearly macroscopic systems. Contrary to conventional materials, ultra-cold atom “materials” allow for their interactions, lattice geometries, and spatial dimensions to be tuned by adjusting the magnetic field. This project consisted of two thrusts that benchmarked cold-atom simulations of superconductivity and nanoscale devices: (1) Building on past studies on spectroscopic techniques, the PD developed a unified description of probing techniques of superconductivity and cold atoms. (2) Starting from recent progress on non-equilibrium atoms in engineered potentials, the PD devised scenarios that connect electronic transport theories to ultra-cold atomic experiments. Superconductivity is one of the most significant discoveries in the 20th century. Nevertheless, impurities and material-dependent properties hinder the investigation of the mechanism for high-temperature (high-Tc) superconductivity. For example, conventional resistivity measurements show only a smeared transition from non-zero to zero resistance. Moreover, non-superconducting electrons coexist with superconductivity in high-Tc materials. Thus, researchers resort to advanced techniques such as Raman spectroscopy, which can detect the regions of the electronic phase space that are superconducting. However, those techniques lack a consistent interpretation and so far cannot unambigously identify superconductivity from the background due to impurities and disorder. Free of these latter effects, ultra-cold atoms provide new venues to explore high-Tc superconductivity.

Scientific Approach and Accomplishments
Using advanced quantum-mechanical methods the PD described the thermal equilibrium of many-body quantum systems such as one and two-component bosonic
cold atom mixtures [1-5] while including the effects of strong inter-particle interactions. In the one-component boson systems the PD addressed a long-standing issue of describing the interaction dependence of the critical temperature for Bose-Einstein condensation [2-5]. The PD found that competing phases could exist with different symmetry breaking characteristics and different critical temperatures. In two-component mixtures [2], two phases can persist at higher temperatures. Moreover, in cold atom systems, the inter-species interactions can be controlled by an external magnetic field. The PD then generalized the theory framework to include dynamical effects when the interaction is changed suddenly [7]. From the PD’s simulations we observed that the system develops interesting patterns reflecting the stable state after the change. This work may shed light onto multi-species superconductors and superfluids. The cold atom descriptions also provided a convenient starting point to address fundamental symmetry-breaking properties of fermion superfluids [8-9], possibly in the limit of maximal interaction [10-11], and of pseudogap states [12-14]. In work on nanotransport, the PD explored the interplay of interaction and temperature effects in cold atom [15-17] as well as nano- [18] and bio- [19-20] systems. The PD found that the heat transport properties of DNA molecules could change dramatically when DNA dissociates from its double-helix structure to two single strands due to high temperature [20]. The PD proposed a device that utilized this property of DNA. This device has a piece of DNA clamped by two metallic leads with different temperatures. By choosing different sequences or length of DNA, this device has thermal switching behavior at different temperatures. The PD published the design. Immediately after his publication, a European and a US group performed experiments and demonstrated the main effects.

**Impact on National Missions**

This work may bring a better understanding of high-Tc superconductors: materials with zero electrical resistance. These materials may have important energy applications in the future. If they can be used reliably they can eliminate virtually all the loss of energy that goes into resistive heating in the conductors that transmit the electrical energy. The research of this project may also advance the fundamental understanding of materials on the basic quantum level. Both goals are becoming focus areas for numerous sponsors including DOE and BES, for example, for applied and basic aspects.
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Abstract  

Metal-organic-frameworks are crystalline compounds consisting of metal atoms or clusters coordinated to organic ligands with extended structure in at least one direction. A unique potential of metal-organic-frameworks is to exhibit combinations of properties that might not be possible in purely inorganic and organic systems. This potential is realized by tailoring the polymeric ligand structures comprising the framework and the metal ion captured inside the framework to allow us to circumnavigate the mutually exclusive problem of achieving ferromagnetism and ferroelectricity in a single inorganic compound. We have studied structurally disordered metal-organic-frameworks which upon application of an external stimulus, i.e. temperature or pressure, result in a polar-ordered structure and ferroelectric behavior. Magnetic transition metals have been used to achieve simultaneous ferromagnetic ordering. A number of known structures have also been studied and optimized. Our work has resulted into new multiferroic materials exhibiting a strong magnetoelectric effect opening up a new class of materials with these highly sought after properties (Figure 1).

Background and Research Objectives  

The goal of this work was to discover new multiferroic materials, exhibiting a strong magnetoelectric effect by tailoring the metal-organic-framework structures. In a field dominated by materials that contain the toxic element lead, metal-organic-frameworks present new opportunities for the production of lead-free (i.e., green) multiferroic compounds customized for specific technological applications, including but not limited to data storage, photo-voltaic, sensors, and transducers. Devices using multiferroic behavior will be faster, smaller and more sensitive to their environment than present technology. New applications include: secure communication achieved by changing frequencies used to broadcast information in real-time, and the detection of steel moving under the ocean’s surface.

Scientific Approach and Accomplishments  

The main goal of this project of this project is the realization of giant coupling between magnetism and electric polarization in metal-organic-frameworks (MOFs) or hybrid inorganic-organic materials. This coupling is a much sought-after property necessary to satisfy the ever growing need for better data storage media and other functional properties otherwise not possible.

Metal-organic-frameworks are crystalline materials consisting of metal atoms or clusters coordinated to organic ligands with extended structure in at least one direction. A unique potential of metal-organic-frameworks is to exhibit combinations of properties that might not be possible in purely inorganic and organic systems. This potential is realized by tailoring the polymeric ligand structures comprising the framework and the metal ion captured inside the framework to allow us to circumnavigate the mutually exclusive problem of achieving ferromagnetism and ferroelectricity in a single inorganic compound. We accomplished this in (CH3)2CH2Mn(HCOO)3 a manganese formate framework in which Mn atoms are bridged together by the most basic carboxylate ligand formic acid. This framework contains disordered organic cations in the pores. It is the ordering of these cations that leads to net electric polarization in this material below 180K. Due the paramagnetic nature of the materials the magnitude of electric polarization can be enhanced by an applied magnetic field (Figure 1). This is an important breakthrough given that ferroelectricity and ferromagnetism are usually two mutually exclusive properties in a single phase material. In addition, we have made several key contributions to understanding the nature of coupling in these novel hybrid materials which will pave the way to develop even stronger room temperature magnetoelectric coupling, shown by our refereed journal articles. 1-6
In addition to the published work we have four additional manuscripts in preparation related to the above-mentioned achievements.

**Impact on National Missions**

Devices using multiferroic behavior will be faster, smaller and more sensitive to their environment than present technology. New applications include: secure communication achieved by changing frequencies used to broadcast information in real-time, and the detection of steel moving under the ocean’s surface. Room temperature magnetoelectric multiferroic materials can drastically improve our current technological capabilities across the spectrum of applications while adding new capabilities at the same time. Specifically, understanding the room temperature coupling between ferromagnetism and ferroelectricity is identified in the section of “Collective Phenomena” in Basic Energy Science’s Grand Challenge: “Complex Systems: Science for the 21st Century”. We have explored how tailoring ligand structures in metal-organic frameworks at nanometer length scales promotes coupling of ferromagnetism and ferroelectricity. This effort is directly relevant to BES’s Grand Challenge: “Nanoscale Science, Engineering and Technology Research Directions” -- namely to the effort in enhancing functionality through nanoengineering.

**Figure 1.** Polarization measured as a function of temperature and field. Sample exhibits dramatic magnetoelectric coupling.
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Probing the Structure of Superconducting States with Rotating Magnetic Fields
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Abstract
The heavy fermion phenomenon is one of the most striking examples of strong electronic correlations. Conventional superconductivity is mediated by lattice phonons, and electrons combine into Cooper pairs with both total spin and orbital angular momentum of zero (s-wave), i.e., the whole Fermi surface is gapped. In several classes of superconductors, such as Heavy Fermion Superconductors (HFS) and High Temperature Superconductors (HTS), superconductivity is believed to be unconventional, where the symmetry of the superconducting order parameter is lower than that of the underlying crystal lattice. For example, most of the HTS compounds were shown to have $d_{(x^2-y^2)}$ symmetry of the order parameter. This symmetry was identified via phase sensitive experiments based on Josephson tunneling, using corner junctions Superconducting Quantum Interference Devices (SQUIDs). There are many indications that superconductivity in HFS is also unconventional. In fact, the first superconductors unambiguously shown to be unconventional were the heavy fermions UPt3 and UBe13, which exhibited multiple superconducting phases (s-wave superconductors are single phase). It is widely believed that superconductivity in HFS is mediated by magnetic fluctuations provided by spins of the f-electrons of U, Pu, or Ce ions. Discovered at LANL, PuCoGa5, with superconducting transition temperature $T_c = 18K$, together with a related family of other Pu-based superconductors, provides a link between the HFS and HTS compounds, both in terms of transition temperature and the likely microscopic mechanism of superconductivity. So far, there have been no successful phase sensitive measurements performed on HFS materials, presumably due to device fabrication and materials’ surface difficulties. However, a different set of powerful tools to probe the superconducting gap structure is emerging, namely that of specific heat and thermal transport measurements in rotating magnetic fields. The development of these capabilities in a dilution refrigerator equipped with a horizontal-axis rotator insert and a superconducting magnet, thereby spanning the B-T phase diagram down to 20 mK and up to 14 Tesla, was at the core of this project. When completed, this will be a unique facility worldwide, that will take the current state-of-the-art of experiments to much lower temperatures and higher fields, and will lead to new discoveries in the uncharted territories of the superconducting phase diagram. Opening this phase space to experimental investigations will allow us to perform critical tests of existing theories of unconventional superconductivity in magnetic fields, which are instrumental for our understanding and the interpretation of experiments.

Background and Research Objectives
Heavy Fermion systems (HFSs) are excellent model systems to study the rich variety of strong correlations in electron systems, such as quantum criticality or superconductivity (SC). In contrast to the well understood phonon-mediated SC in the majority of the pure elements, with isotropic energy gap over the entire Fermi-surface, SC in HFSs is unconventional, and the order parameter (OP) has lower symmetry than the underlying crystal lattice. Despite the huge experimental and theoretical effort in the last 30 years, the mechanism leading to SC in HFSs is still largely unknown, and only solved in few rare systems. The knowledge of the symmetry of the OP plays an important role in understanding superconductivity, because it restricts the class of potential microscopic underlying mechanisms. In another family of strongly-correlated electron systems, the high temperature superconductors, this experimental question was addressed successfully by phase sensitive Josephson tunnelling spectroscopy. Due to the difficulties in device fabrication and surface preparation, these experimental tools up to date were largely not employed for HFSs. An equivalent powerful tool to identify unambiguous the symmetry of the OP is the combination of thermal conductivity and heat capacity measurements in rotating magnetic fields with sophisticated theoretical model calculations. The objective of this project was to develop
the capability to perform the thermal conductivity and heat capacity in rotating magnetic fields.

Scientific Approach and Accomplishments
Dr. Weickert used a number of experimental techniques to investigate correlated electron materials, including heavy fermion compounds, quantum magnets, and unconventional superconductors. Her main research objective was investigation of unconventional superconductors in rotating magnetic field at dilution refrigerator temperatures. Original idea was to use a mechanical rotator supplied by Oxford Instruments as one of the inserts for their dilution refrigerator system. Dr. Weickert explored the feasibility of using that rotator for specific heat measurements, and determined that the large amount of heating generated by the mechanical rotator makes the time required to cool the cell back to temperature of interest prohibitively large. She then initiated the purchase of the Piezoelctrics – based rotator from Attocube, and designed and built the support stage. She also designed modifications for the standard insert for the dilution refrigerator to accommodate the low resistance and high voltage requirements on the electrical leads used for operation of the Attocube rotator. She is building the thermal conductivity cell for this rotator, and fabricating and calibrating thermometers for this cell.

On the technical front Dr. Weickert championed the development (from scratch) of a modified relaxation calorimetry technique, particularly suited to measuring specific heat in radioactive samples as well as general samples with small specific heat. This project involved modeling the thermal behavior of a complete cell consisting of the platform with a heater, sample, and thermometer, and solving and understanding in detail the behavior of various components and heat flow between them. It also required assembly of measuring equipment and electronic components, and writing and integrating components of the Labview code, as well as making changes to the cryostat grounding and shielding to improve the signal-to-noise; basically taking care of all small details that bring big benefits in a very low temperature small signal environment. The relaxation calorimetry cell was used to successfully measure specific heat of high purity UPt3 sample (with the mass of about 1 mg), as well as the background specific heat of our cell (with specific heat of a fraction of a nJ/K), down to below 30 mK.

Dr. Weickert has also improved the Labview code used to control heat capacity measurement capability that utilizes a quasi-adiabatic method, and used it over the last two months to perform measurements on several quantum magnets systems, including Pr3Pd20Si6, BaNd2O4, and BaTb2O4.

Overall Dr. Weickert published 16 papers during her postdoctoral tenure at LANL, both with LANL and external collaborators. Of particular note is her work on fully-gapped superconductivity in co-doped Fe-based pnictide 122 superconductor[1,2] and her extensive work on the so-called DTN quantum magnet system [3-6].

Impact on National Missions
Dr. Weickert’s development of the modified relaxation calorimetry specific heat measurement allows us now to measure very small samples with higher precision and to lower temperatures, crucial for research in correlated electron materials, and particularly unconventional superconductivity, as the superconducting samples’ specific heat decreases either power law or exponentially as a function of temperature. This method is particularly useful for measuring radioactive samples, as in a standard relaxation calorimetry setup the heat generated by the sample flows between the sample and thermometer, and then to a thermal bath. This fundamentally leads to a temperature difference between the sample and the thermometer, clearly a problem for a measurement based on thermometry. The piezoelectric rotator, in a low temperature-high field environment will be a powerful method that will allow us to establish the symmetry and structure of the energy-gap in any superconducting material and opens a wide door for fundamental investigations of new classes of superconductors of currently high interest and visibility, like iron-based arsenides or Sr2RuO4.

On top of it, specific heat is a true thermodynamic quantity and directly linked to the entropy and free energy of a system. The capabilities described above are extraordinary tools to be involved in other potentially interesting areas of research of strongly correlated electron systems as well.
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Abstract
Silicon nanowires (SiNWs) have attracted much attention because of their great potential for nanophotonic and nanoelectronic applications. These quasi-one-dimensional (1D) nanosystems have unique properties that depend on their size, shape, and alignment. While time-integrated and time-resolved photoluminescence (PL) experiments have given some insight into the influence of these parameters on NW properties, these measurements have not had sufficient time resolution to resolve several important carrier relaxation processes in these systems, including electron-phonon coupling and inter/intravalley scattering. Therefore, there remains a lack of basic understanding of how light interacts with individual NWs on an ultrashort time scale, which is critical to fully realize their promise for various applications. Furthermore, to date, inhomogeneities in NW ensembles have made it difficult to unambiguously extract their underlying physics.

In this project, by isolating individual nanowires, we avoid complications resulting from the broad size and alignment distribution in nanowire ensembles, allowing us to use ultrafast optical microscopy to directly examine carrier dynamics and carrier velocities in single NWs with high temporal and spatial resolution in a non-contact manner. Moreover, we proposed to use a hybrid NW-nanoantenna structure in a terahertz (THz)-pump, optical-probe experiment to generate THz field strengths on the order of tens to hundreds of kV/cm at the antenna focus. This would enable us to directly initiate transient electron dynamics, allowing us to monitor the resulting carrier populations with ultrafast time resolution and observe novel phenomena such as the dynamic Franz-Keldysh effect.

The ultrafast optical experiments described here thus open pathways to directly study carrier dynamics and charge transport in quasi-1D nanosystems. This research has potential application to NW-based devices, optoelectronics, and sensitive photodetection on both the nanoscale and ultrashort time scales, which will contribute to institutional efforts in nanoscience at LANL.

Background and Research Objectives
An understanding of carrier dynamics in semiconductor nanowires (NWs) is attractive for a variety of potential electronic and optoelectronic applications, including photodetectors, electrically-driven lasers, nanoscale transistors, and solar cells. In particular, recent success in the fabrication of axial and radial NW heterostructures composed of one or more layers with different properties has enabled greater control of device operation for optoelectronics and solar cells. Since interfaces between different layers in heterostructured NWs strongly influence their properties and in turn device performance, it is important to observe carrier transport across interfaces in these quasi-1D systems.

The main goal of this work was to use ultrafast optical microscopy to examine carrier dynamics and carrier velocities directly in NW heterostructures, both through individual layers and across interfaces, with high temporal and spatial resolution in a non-contact manner. By photoexciting carriers at a specific position on the NW and varying the probe position, we could track electron and hole relaxation processes as these carriers propagate along the NW. Carrier velocities could then be extracted from the measured population at each position and the time taken for carriers to travel between points that are separated by a known distance. By tuning the pump and probe wavelengths in radially heterostructured NWs and by photoexciting only one material in axially heterostructured NWs, we could determine carrier velocities in the core/shell layers and understand carrier transport, respectively.

Moreover, to selectively track only electron dynamics in these NWs, we formulated the idea of using a hybrid NW-nanoantenna structure in a terahertz (THz)-pump,
optical-probe experiment. Since the NW volume is extremely small compared to the THz wavelength, an antenna structure is needed to enhance the THz field strength to produce a measurable signal level. While typical optical-pump/optical-probe experiments investigate both hole and electron dynamics created simultaneously using band-to-band photoexcitation, THz field strengths on the order of tens of kv/cm can directly photoexcite transient electron dynamics, which would allow us to monitor the resulting temporal evolution with ultrafast time resolution. This would then potentially enable us to observe novel phenomena such as the dynamic Franz-Keldysh effect, where a time-varying intense THz electric field can modify the band structure, as probed with an optical pulse tuned near the conduction band edge.

**Scientific Approach and Accomplishments**

In the first year of this project, we developed the technique of ultrafast optical microscopy (UOM), allowing us to track charge carriers through space and time in single semiconductor nanowires with high space and time resolution. Our first experiments demonstrated this capability on isolated Si nanowires (NWs), providing new insight into light-matter interactions in quasi-1D nanosystems that is unattainable from ensemble studies. Through performing polarization-and-spatially-resolved ultrafast optical spectroscopy, we demonstrated that carrier relaxation in single Si NWs is primarily governed by surface-mediated mechanisms and Auger recombination, with their relative importance depending on the NW size and morphology as well as the polarization and intensity of the incident light (Figure 1). Furthermore, our time-resolved optical experiments also enabled us to accurately extract device-relevant parameters such as the diffusion length and surface recombination velocity in a non-contact manner, which can be directly compared to known values from electrical contact-based methods. This work was published in Applied Physics Letters early last year [1].

Subsequently, by upgrading the spatial resolution of our system using high numerical aperture microscopic objectives, we could measure the time-resolved photoinduced change in transmission at a specific position (proportional to the carrier population at that point). Then, by varying the pump and probe positions along the NW axis relative to one another, we could measure carrier relaxation and track the carrier diffusion current along the NW at ultra-short time scales (Figure 2). A substantial difference was observed in these quantities for semiconductor nanowires with and without a “shell” (a thin layer grown in the radial direction on the semiconductor core); “bare” NWs exhibited much faster carrier relaxation due to carrier trapping in surface states, while the growth of a shell passivated these states and enabled carriers to propagate for much longer distances along the NW axis. This in turn enabled us to map space-and-time-dependent carrier dynamics in core/shell NWs, revealing strong acoustic phonon oscillations, and allowed us to directly map the axial diffusion current in different NWs. Importantly, these results essentially correspond to a “textbook” case of carrier diffusion in one dimension after impulsive excitation, which could not be previously observed using conventional contact-based methods for studying minority carrier transport in semiconductors, such as scanning photocurrent microscopy (SPCM) or electron-beam-induced current (EBIC) analysis. This work was published in Nano Letters late last year [2].

In the last year of this project, we developed a two-dimensional (2D) smart pixel detector to create an ultrafast optical wide field microscope (UOWFM), capable of rapidly acquiring wide field microscopic images with high temporal- and spatial-resolution. As compared to most optical microscopy measurements, which are nearly always performed in a time-integrated mode, our ultrashort pulsed laser-based technique provides femtosecond temporal resolution over a broad energy range. This is realized by combining wide field optical microscopy and ultrafast optical spectroscopy.

As a first step, we acquired time-resolved images of a gold-patterned amorphous silicon film and a single silicon nanowire (NW) to demonstrate the validity of this novel concept. Two different femtosecond laser systems were used to study these different samples, demonstrating the versatility of our approach. In both cases, we used a unique 2D smart pixel detector array (provided by Heliotis AG) with a 50X (0.50 NA) objective and a zoom lens with variable magnification to image these materials. This 2D array detector performs with sensitivity comparable or better to that of a conventional single pixel detector in these experiments, which allows our UOWFM system to behave like a `lock-in’ camera; essentially, this technique allows one to “look” through an optical microscope with extremely high time resolution. The time-resolved optical images of a single Si NW acquired using UOWFM thus provided valuable insight into carrier dynamics with sub-micron optical resolution, while time-resolved images of a patterned Si film (Figure 3) demonstrated our ability to capture information over a large area within a short acquisition time. Importantly, our nanowire imaging results show that our technique works for very small targets with sub-micron spatial resolution, which should be very helpful for nanomaterials research, particularly given the rapid image acquisition time. This work was published in Optics Express earlier this year [3].

Overall, ultrafast optical wide field microscopy combines
the non-contact nature and spatial resolution of conventional optical microscopy with the temporal resolution of ultrafast spectroscopy to rapidly and sensitively acquire spatially and temporally resolved images of nearly any sample. Furthermore, ultrafast optical wide field microscopy can, in principle, be used to acquire time-varying images of almost any material that can be imaged with a conventional optical microscope, and can thus be expected to have many future applications in a variety of physical, chemical, and biological systems.

Finally, in pursuit of the goal of selectively photoexciting and tracking electron dynamics in single Si NWs, we built a time-domain terahertz (THz)-probe spectroscopy system, based on an amplified 1 kHz laser, and designed a special hybrid plasmonic NW-nanoantenna device structure that will enable us to study the response of individual semiconductor NWs after both optical and THz photoexcitation. This THz nonlinear spectroscopy capability can be applied to a wide range of problems in photonics and electronics, advancing both fundamental science while potentially impacting engineering applications. Dr. Seo was selected for a position at the Korea Institute of Science and Technology, which prevented us from pursuing these directions further although it was clearly a positive outcome for her. We expect to continue exploring these directions in the near future, likely in collaboration with Dr. Seo.

Impact on National Missions
This research has developed the new capability of ultrafast optical microscopy, which is a general technique that can be applied nearly any biological, chemical, or physical system. The generality of this technique therefore makes it quite interesting to several programs within the DOE Office of Science, and could also appeal to other programs within DOE, DOD, NIH, and NIST. In addition, the understanding of carrier transport across interfaces in nanowires gained here will have a significant impact on solar cell and solid-state lighting applications, as well as the use of these nanowires as high speed nanoscale transistors. Finally, the goals of this project align well with the “Basic Understanding of Materials” mission, and to a lesser extent, the “Renewable Energy” mission at LANL.

Our future work will include further optimizing the 2D array detector for this unique application and applying this technique to track space and time varying processes in a variety of systems. This will contribute to LANL’s leadership in nanoscience and nanotechnology while supporting the collaboration between LANL and Sandia National Labs (through the Center for Integrated Nanotechnologies). Finally, this forefront science and capability development will attract high quality staff and collaborators to LANL.
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Abstract
Recently, the world’s first ultrafast pump-probe angle-resolved photoelectron spectroscopy (tr-ARPES) facility for f-electron research was constructed at LANL. This tool is ideally suited for ultrafast self-energy measurements due to the ability to directly measure the quasiparticle lifetime on a femtosecond timescale in a pump-probe setup. Such measurement is impossible with a usual, “static” ARPES. Dr Meng was able to build on the initial success and explore the nature of the heavy fermion state by utilizing tr-ARPES as a main research tool coupled with ARPES and many-body effective temperature modeling of the electronic structure. Dr. Meng focused on perhaps the most intriguing correlated case among uranium-based intermetallics, the hidden order system URu2Si2, and on the typical uranium – based heavy fermion material, UPd2Al3. Another aspect of the ultrafast dynamics was explored by Dr. Meng in USb2, where he combined ARPES with ultrafast reflectivity, to unveil novel band renormalization mechanisms. This effort resulted in peer-reviewed publications over the last two years, including two papers in Physical Review Letters. The successful utilization of new experimental and theoretical capabilities for ultrafast self-energy extraction and dynamic spectral properties of coherent excitations in f-electron materials enhanced the expertise in materials design and characterization at LANL.

Background and Research Objectives
Exotic and unexpected physical properties, like unconventional superconductivity, the heavy fermion state, or the elusive “hidden order” phase of URu2Si2, emerge from many body interactions in f-electron systems. The perplexing mystery of the Hidden Order, a complex state achieved below 17.5K in URu2Si2, continues to attract attention of physicists worldwide. At the transition temperature URu2Si2 shows signs of ordering, with no indication of what the order parameter might be, hence the term “Hidden Order” was coined. The second system of interest, UPd2A3, is a heavy fermion system with relatively large hybridization gap, where measuring the quasiparticle dynamics provides access to information about emergent electronic coherence. In the case of USb2, a unique combination of ultrafast reflectivity and ARPES was used to visualize the strongly momentum-dependent and multiple band renormalization effects resulting from interactions of the electronic subsystem with both phonons and magnons. Dr. Meng, working with LANL team and international group of collaborators contributed to above questions mostly by combining two tools: time-resolved angle resolved photoemission (TR-ARPES) and synchrotron-based high resolution ARPES and utilizing ultrafast reflectivity in collaborative effort aimed at detailed temperature dependent studies of quasiparticle dynamics.

Scientific Approach and Accomplishments
The high resolution angle-resolved photoemission spectroscopy experiments performed by Dr. Meng were designed to probe deep into the hidden-order state of URu2Si2, utilizing tunable photon energies with sufficient energy and momentum resolution to detect the near Fermi-surface (FS) behavior. The results revealed (i) the full itinerancy of the 5f electrons, (ii) the crucial three-dimensional k-space nature of the FS and its critical nesting vectors, in good comparison with density-functional theory calculations, and (iii) the existence of hot-spot lines and pairing of states at the FS, leading to FS gapping in the hidden-order phase.

This work was published in Physical Review Letters. In an effort to understand the role of complex interactions between electrons, phonons and magnons, in forming the fine details of electronic band structure in USb2, Dr. Meng used, in collaboration with LANL researchers, the ultrafast optical spectroscopy. Here it was observed that two charge gaps open at low temperatures (45 K), arising from renormalization of the electronic structure. Analysis of data indicated that one gap is due to hybridization between localized f-electron and conduc-
tion electron bands, while band renormalization involving magnons leads to the emergence of the second gap. This work, also published in Physical Review Letters and in Journal of Electron Spectroscopy, shed light on the complex electronic structure emerging at the Fermi surface in f-electron systems.

**Impact on National Missions**

This work relates directly to Basic Understanding of Materials through research of material properties with time-resolved and angle-resolved photoemission. It is also related to MaRIE by exploring the extreme ultrafast time-domain of quasiparticle dynamics in the investigated materials. The ultrafast research in connection with correlated materials research constitutes an important part of the current DOE/BES investment at LANL, and allows us to explore future funding opportunities.
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Fabrication of an All-Carbon Solar Cell

Andrew M. Dattelbaum
20120732PRD1

Abstract
This work aimed to explore the use of a new nanoscale material, graphene oxide, in clean energy applications, such as solar cells and fuel cells. We found that graphene oxide could be chemically modified to enhance its properties, in particular, for potential applications in hydrogen fuel cells. We prepared membranes of graphene oxide that were 20 microns (um) thick and incorporated them into hydrogen/air fuel cells. We found that reacting the graphene oxide material with ozone (O3) allowed us to prepare membranes with improved properties. Given the almost limitless pathways graphene oxide may be functionalized and its relatively easy preparation, we believe this work could lead to new carbon-based membranes for fuel cell as well as other applications.

Background and Research Objectives
Graphene oxide (GO) is formed by reacting oxygen with graphite. A schematic picture of graphene oxide is shown in Figure 1. GO consists of a single, atomic layer of carbon atoms that are bound to oxygen atoms. So, it is ~1nm thick (z-directions), but can be hundreds of microns long (x and y directions), so you can imagine that GO looks like a flat rectangle. GO has some very interesting properties, which are being heavily investigated, which we described in a recent review article published during this LDRD project.1 The GO flakes can be suspended in water and then filtered to form a thick (~20um) free standing membrane. We also know that these hydrogen atoms, i.e., protons, can move through the thick films, which makes these films ionic conductors. Ionic conductors are an important part of several clean energy producing devices, such as hydrogen fuel cells. For this project, we also took advantage of the chemical reactivity of GO, which is due, in part, to all the added oxygen atoms attached to the carbon backbone. Without these oxygen groups, the carbon backbone is stable (like graphite) and is hard to modify. We believed we could functionalize the graphene oxide while it was suspended in solution, then filter the functionalized material to make a film to improve its ionic conducting properties. Such improvements should lead to a better membrane for fuel cell applications.

Scientific Approach and Accomplishments
We made free standing films of graphene oxide before and after exposure to ozone. We used ozone to increase the oxygen content on the carbon backbone, because the oxygen groups help with ionic conduction. In this case, more oxygen groups should lead to better ionic conduction properties. We characterized our materials by a variety of techniques including solid-state nuclear magnetic resonance (NMR), which can tell us how well our ozone reacted to GO. We also obtained images of GO and ozonated GO via transmission electron microscopy with atomic level resolution that showed significantly more oxygen atoms on the GO surface after exposure to ozone. We then tested the films in hydrogen/air fuel cells as schematically shown in Figure 2. We demonstrated that the fuel cells built around films exposed to ozone had improved properties compared to fuel cells built around GO films.

The enhancement in the ionic conductivity of the films after exposure to ozone likely originates from chemical structure and morphology changes in GO caused by ozonation. A higher content of oxygen containing functional groups on graphene should offer more hopping sites (conduction channels) for protons. We also observed a decrease in GO flake size and an increase in pinhole density in films made with GO exposed to ozone. The pinholes can afford additional pathways for proton hopping or diffusion through the bulk films, leading to higher protonic conductivity. This work demonstrated the ability to improve the ionic conduction properties of GO using relatively simple chemical methods, which opens up many new research directions. The ability to further optimize the structure of GO in solution prior to forming free standing films should lead to its use in a variety of applications. This work was published in Angew.
Chem. Int. Ed. (impact factor 13.734) and was selected as a Hot Article by the editors of the journal.

**Impact on National Missions**

This work impacts the Energy Security mission of Los Alamos National Laboratory (LANL). The ability to develop new materials to improve energy producing devices that do not require foreign oil is a national security issue. Further, this work may impact clean energy solutions to reduce green house gas emissions. In addition, LANL has a goal to be a premier materials laboratory with several large programs in the area of nanoscience, for example, the Center for Integrated Nanotechnologies (CINT) is a DOE-BES user facility that is jointly operated by LANL and Sandia National Laboratory. This work was done, in part, using the facilities available at CINT.

**Figure 1.** Schematic of the structure of graphene oxide.

**Figure 2.** Schematic of a GO film incorporated into a polymer electrolyte fuel cell. Inset: photographic images of freestanding GO and ozonated GO (OGO) membranes made from the same batch of GO.
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Non-equilibrium Transport in Nanoscale Thermal Energy Harvesting

Jianxin Zhu
20120737PRD1

Abstract
Energy waste is a severe bottleneck in the supply of sustainable energy to keep the modern economy running. According to the U.S. Energy Use in 2013 estimated by the Lawrence Livermore National Laboratory, nearly 60% of energy is wasted. Therefore, in addition to focusing on the development of emerging renewable energy sources, it is equally beneficial to address the challenge on how to re-utilize these waste energies. This project is aimed to address the interplay between the heat, the most common form of energy waste, and the electronic and spin degrees of freedom through low-dimensional systems. It provides a theoretical underpinning for driving electronic and spintronic devices by heat. We studied the mechanism behind heat diodes, negative differential thermal conductance, and the corresponding effect associated with the spin degrees of freedom.

Background and Research Objectives
Energy harvesting and waste is a great bottleneck in the supply of energy resources to a sustainable economy. Besides developing carbon-free green energy sources, the global energy crisis can be alleviated by enhancing the efficiency of energy utilization. We are now at a new age of control energy and matter at nanoscale. Such nanoscale control creates unprecedented opportunities to directing and conversion of energy in order to achieve the greater energy sustainability. Among various forms of energy, heat, electricity and light are three conventional ones. Unlike electrons, the carriers of heat (phonons) are just quantized vibration modes that possess no mass or charge. Nowadays, a significant amount of energy is wasted in the form of heat. It will have a huge technological impact to find a way to harness the thermal energy to drive electronic and spintronic devices. Therefore a fundamental understanding of non-equilibrium transport of electrons/phonons/spins at nanoscale, the interplay between them as well as their coupling to photons, becomes critical. The goal of this project is to gain such an understanding by considering the nonequilibrium transport through low-dimensional systems. The prototypes of these low-dimensional systems are the junctions consisting of two or multiple layers of materials or quantum dots in contact with electrical or thermal reservoirs.

Scientific Approach and Accomplishments
To achieve the above goals, we applied various theoretical tools including Kelydesh Green’s method, rate equations, and scattering theory. Significant progress was made in understanding the conversion and transport of energy and information.

We developed a thermal transport theory based on scattering wave approach for various interface systems, including normal metal or topological insulator and superconductor interface [1]. By applying the interfacial heat transfer formula, we uncovered several anomalous thermal properties, such as thermal energy’s Klein tunneling, asymmetric Kapitza resistance and negative differential thermal resistance. We also discovered a new class of Hall-like effects. That is, the asymmetric Andreev reflection is able to induce the electric and thermal Hall-like effects in anisotropic superconductors. These findings could have potential applications for the smart energy control in various hybridized mesoscopic systems. We uncovered the fundamental effects of geometric phase and topological bands in several scenarios of energy transport [2]. Main results include: Geometric phase effect can provide additional channel for energy transfer, thus enhances the transfer efficiency; Topological bands of magnons can transfer the energy and spin information robustly and non-dissipatively; The complex bands of nonequilibrium open systems can be clarified by the braid groups and process topological phase transitions: the braid phase transition. These uncovered fundamental effects have potential applications for efficient energy transport and harvesting.

The Spin Seebeck effect is a new phenomenon that
temperature bias can produce a pure spin (without electric) current and an associated spin voltage. We have uncovered the intriguing rectification effect and negative different conductance for spin Seebeck effect (see Figure 1) [3,4]. In this way, the spin Seebeck diode and transistor are now within our grasp. As another model system, we have recently studied the spin Seebeck effect across an insulating magnetic junction [5], in which thermal-spin conjugate transport is assisted by the exchange interactions between the localized spin in the center and electrons in metallic leads. We have shown that in contrast with bulk spin Seebeck effect; the figure of merit of such nanoscale thermal-spin conversion can be infinite, leading to the ideal Carnot efficiency in the linear response regime. We have also found that in the nonlinear spin Seebeck transport regime, the device possesses the asymmetric and negative differential spin Seebeck effects. This nanoscale thermal spin rectifier, by tuning the junction parameters, can act as a spin Seebeck diode, spin Seebeck transistor and spin Seebeck switch, which could have substantial implications for flexible thermal and information control in molecular spin caloritronics. We expect our findings will act as new methods facilitating the functional use of heat and opens a new possibility of spintronics and spin caloritronics.

Impact on National Missions
Our project has been focused on the energy harvesting and information transfer. It has addressed many fundamental questions underlying the operation of electronic and spintronic devices by harnessing the heat waste. The project is aimed to uncover the basic working principles for realizing or enhancing the Seebeck effect (thermoelectricity) and spin Seebeck effect (spin caloritronics). The project is fully aligned with the national research direction of a Secure and Sustainable Energy Future. It should have a positive impact by providing a theoretical underpinning on the thermal energy harvesting for electronic and spintronic devices. It has brought in new research direction and capability into the lab in the energy research frontier.
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Abstract
The goal of this project is to explore the feasibility of increasing power conversion efficiency of solar cells using nonlinear optical effects. A specific focus is on up-conversion of infrared (IR) low-energy sub-band-gap photons into higher-energy above-gap excitations. This is a promising approach to harvesting a low-energy portion of the solar spectrum, which would otherwise “leak” through a solar cell. In principle, it can boost the power conversion efficiency of solar cells to above 50%, a considerable increase compared to a standard 31% limit. Here we investigate up-conversion via Auger recombination whereby two lower-energy excitons are converted into a single high-energy, hot exciton. In quantum dots (QDs), Auger decay is characterized by extremely short time constants (sub-100-ps) that are orders of magnitude shorter than those of radiative decay. Therefore, its efficiency is essentially unity if a multiexciton state is created in a QD. However, a number of challenges complicate application of Auger up-conversion in solar energy. A fairly low intensity of solar radiation precludes efficient generation of multiexcitons in regular QDs due to their moderate absorption cross-sections. Further, extremely fast intra-band relaxation causes up-converted hot carriers to quickly lose their energy on a picosecond timescale. In this project, we show that engineered thick-shell PbSe/CdSe QDs can help overcome these challenges. These nanostructures feature enhanced absorption cross-sections, highly efficient Auger recombination, and low rates of intraband relaxation. We use them to demonstrate efficient up-conversion of IR radiation not only with pulsed but also steady state radiation at incident intensities achievable with a moderately concentrated sun light.

Background and Research Objectives
The energy delivered by sun in one hour onto earth’s surface is sufficient to fulfill the global needs of the humanity for the entire year. Currently available solar technologies, however, have limited efficiency, which is one of the major factors preventing their widespread use. A fundamental source of energy losses in a solar cell is its transparency towards solar radiation on the redder side of the solar spectrum, specifically for photon energies below the band gap (Eg) of the active absorbing material (Figure 1a). Methods such as stacking semiconductors with different energy gaps within a photovoltaic (PV) device (i.e., tandem cells) or the incorporation of a partially filled band within the energy gap of the absorbing material (so-called intermediate-band cells) have been explored for improved harvesting of these lower-energy solar photons. Another major source of energy loss is associated with the rapid cooling, or thermalization, of hot charge carriers generated by photons with energies well above Eg (Figure 1a). Concepts for mitigating thermalization losses involve either hot-electron extraction for increasing photovoltage (in hot-carrier devices) or use of impact ionization to increase photocurrent. In the latter process, Coulombic collisions of hot photoexcited carriers with electrons within the valence-band excite them across the energy gap, generating additional electron-hole pairs. This results in increased photocurrent that can potentially boost the power conversion limit of solar cells from ca. 30% to more than 40%.

A potentially interesting but largely unexplored approach to mitigating the transparency loss involves the use of up-conversion of sub-band-gap photons into above-band-gap excitations, which, in principle, can boost the power conversion efficiency to above 50%. The original objective of the project was to utilize the enhancement of a two-photon absorption (2PA) by plasmonic resonances in hybrid semiconductor-metal nanostructures (Figure 1b). This mechanism, however, requires extremely high instantaneous intensities, typical of short femtosecond (fs) laser pulses but not accessible in a continuous-wave regime even with strong concentration of solar radiation. Specifically, based on results of our numerical modeling we concluded that the practical enhancement of the photon-absorption coefficient due to plasmons...
was of the order of 10 to 100, while applications in solar energy would require the enhancement by a factor of ca. 108. Additionally, long-term stability of the semiconductor-metal nanostructures was found to be poor especially under continuous exposure to light. Therefore, we decided to explore alternative approaches to up-conversion.

One such potentially viable approach is Auger up-conversion in engineered core/shell QDs. Specifically, appropriately designed structures can capture via this process photons with energies as low as a half band gap of the shell material if the core band-gap is also approximately half that of the shell (see Figure 1c). This up-conversion process relies on Auger recombination, whereby two lower-energy core-localized excitons are converted into a single high-energy exciton residing in the shell. By extracting the carrier directly from the shell prior to its relaxation into the core, one can in principle obtain the open circuit voltage defined by the shell band gap (E_g,shell) and at the same time boost the photocurrent due to photons from the E_g,shell/2 to E_g energy range, which would normally be discarded by the solar cell.

![Figure 1](image)

**Scientific Approach and Accomplishments**

To test the feasibility of Auger up-conversion we have developed a new type of core/shell QDs that comprise a small PbSe core overcoated with an especially thick CdSe shell. We synthesize these nanostructures by a cation-exchange method. First, large monocomponent PbSe QDs are fabricated (radius R of ca. 4 nm), and then a CdSe shell of a controlled thickness (H) is prepared by exchanging Pb for Cd in the near-surface layer of the dot. This procedure maintains the total size of the structure, therefore, the increase in the thickness of the CdSe shell is accompanied by the reduction of the core size. As the H increases, the first excitonic peak in the QD absorption spectrum blue-shifts and becomes wider and weaker, up to the point (H > 2.5 nm) when it is no longer distinguishable (Figure 2a; black line). At the same time, the quantum yield of the core IR emission increases from ~0.3% for the core-only samples to ~5.5% for the thick-shell samples. The thin-shell QDs exhibit broad and structureless visible photoluminescence (PL), originating, most probably, from the surface defect states. As the shell thickness increases, the visible emission gets stronger and narrower. It also progressively redshifts until it reaches ~650-680 nm for the 2.8-nm-thick shell samples (Figure 2a; green line). The visible PL quantum yields increases with increasing H and is ~0.1% for the thickest shell samples. Performing an effective mass modeling of the structures, we assign the IR band to the 1Se-1Sh transition while the visible band to the 1Se-2Sh transition (Figure 2b). The energy of the 2Sh state is above the valence band edge of CdSe, and therefore, the corresponding hole wavefunction extends across the entire volume of the core-shell QD. This is in contrast to the 1Sh state, which is tightly confined to the core. Transition energies calculated from our model agree very well with the experimental data, especially for the large-core QDs.

We have studied nonlinear absorption properties of the QDs described above by monitoring visible up-converted emission excited with the IR fs laser pulses that are in the range of optical absorption of the PbSe core. Quadratic dependence of the visible emission intensity on excitation power confirms a two-photon excitation mechanism. The measured two-photon absorption cross-sections are about one order of magnitude larger than those of core-only CdSe QDs and reach values up to ~3×107 GM. We explain such an increase in the cross-sections by resonance enhancement effect due to core absorption, which is further enhanced by Auger-assisted up-conversion. The latter effect is activated when two or more holes are excited in the core. In this case, the energy released during Auger recombination of one of the holes with a conduction-band electron is transferred to the other core-localized hole. In our specially designed structures, this energy is sufficient to promote a hole to the shell region where it can recombine radiatively with an electron, producing visible PL. The quantum yield of this emission is directly proportional to the time of hole re-capture by the core. To evaluate this
time we have conducted time-resolved, streak-camera studies of visible emission using 400 nm excitation with 100 fs pulses.

For the moderate fluencies (the average number of excitons per QD, \(<N> < 10\) the emission spectrum almost does not change with \(<N>\) and is similar to that of bulk CdSe. The PL dynamics is also very similar to dynamics measured for the bulk samples. As the excitation fluence increases, the spectrum gets broader, and the second peak appears at shorter wavelengths (~600 nm). The intensity of the original peak scales linearly with excitation fluence up to \(<N> \sim 60\), while the 600-nm peak intensity is slightly super-linear with the log-log slope of ~1.3. The dynamics of the initial peak does not change with the excitation fluence, while the dynamics of the 600 nm peak is fluence-dependent. Both can be characterized by a biexponential decay with the time constants of ~20-30 ps and ~300 ps. As the excitation fluence is increased the ratio of the amplitudes of the two components (fast-to-slow) remains constant (~10) for the 650-nm peak and decreases from ~40 to ~5 for the 600-nm peak. We attribute the initial fast component to hole capture by the core, while the slower component to radiative decay of shell localized holes. Based on these measurements, the hole capture time is around 20-30 ps. This time constant is significantly longer than characteristic times of intraband relaxation in standard monocomponent PbSe QDs (~0.3 – 1 ps), which leads to a great enhancement of “hot” visible PL in our core/shell structures.

In order to prove that the efficient Auger up-conversion is realized in these core/shell QDs we studied samples that were engineered to either support or do not support Auger up-conversion based on considerations of energy conservation. In the first type of samples, the difference between the shell and the core band-gaps is greater than the core band gap, while in the second smaller. In our measurements, the intensity of visible PL was monitored as a function of pump pulse duration which varied between ~100 fs and ~10 ps (Figure 2c). PbSe QDs are known to have strong 2PA, and therefore a fairly intense up-converted emission is expected for short pulse durations (τpulse). The 2PA signal should depend linearly on the inverse of pulse duration, and therefore, is expected to decrease with increasing τpulse. Indeed, our measurements indicate this trend for pulse widths less than 300 ps (Figure 2c; red symbols). For longer pulses, however, we detect an additional contribution which is pulse-width independent. This contribution is consistent with a signal due to Auger up-conversion. Indeed, it disappears in samples that do not support this process because of energy conservation requirements (Figure 2c; blue symbols).

Another piece of evidence for efficient Auger type up-conversion is provided by our studies of visible PL as a function of pump intensity. In Figure 2d, we show the results of these measurements for both pulsed and continuous-wave (cw) excitation regimes. The 2PA mechanism is expected to be operative only in the pulsed mode. On the other hand, Auger up-conversion should be active under both excitation regimes. Indeed, the measurements demonstrate that our core/shell structures show strong up-converted PL signals of similar intensities for both pulsed and steady state excitations. These results exclude the 2PA mechanism and directly point towards the process of Auger up-conversion.

Figure 2. a) Engineered thick-shell PbSe/CdSe QDs (2.2 nm, 1.8 nm) exhibit strong absorption (black line) and dual-band emission in the IR (red line) and the visible (green line). b) The IR band originates from radiative recombination of a delocalized electron with a core-localized hole (red arrow), while visible emission involves a shell-localized hole (green arrow). c) The up-converted emission intensity as a function of inverse of pulse duration for QD samples that either support (red symbols) or do not support (blue symbols) Auger up-conversion based on energy conservation. d) Experimental demonstration of Auger up-conversion using the regimes of pulsed (black symbols) or continuous-wave (cw) (red symbols) excitation. Inset: the emission spectra recorded using either above- (black line) or below-(red line) band-gap excitation.

Impact on National Missions
The conducted studies represent the first experimental demonstration of a new approach to converting sub-band-gap IR radiation into higher energy excitations via Auger up-conversion in engineered QDs. This approach can serve as a potential enabler of third-generation PVs with the efficiency exceeding that of a traditional Shockley-Queisser limit. Due to its large promise, the topic of Auger up-conversion was recently included as one of the research directions in the program of the Center for Advanced Solar Photophysics recently re-renewed by the Office of Science
of DOE. In addition to their potential for PV applications, novel core-shell PbSe/CdSe QDs explored in the present project exhibit a number of other unusual and useful properties such as dual-color emission comprising two widely separated bands in the IR and the visible. This property can be utilized for realizing dual-color probes in two-photon bioimaging or ratiometric sensing of chemical environment. All of these potential applications are of direct relevance to LANL and DOE missions in a range of areas from clean energy and energy efficiency to homeland security.
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Abstract
A wide range of activities have been carried out to investigate the carrier dynamics and device physics of Ge/Si nanowire (NW) structures, and explore the potential of NW devices in a number of application fields. In the area of solar cells and energy harvesting, we have utilized a finite-difference time domain simulation framework to simulate the absorption process and carrier dynamics in radial p-n junction NW array for solar cells. Simulation results have provided a complete perspective on the dependence of performance on device geometry, and suggested optimal designs for experimental realization. In the area of nano-electronics, advanced control over material synthesis and nano-fabrication enabled the realization of high performance Ge/Si core/shell NW field effect transistors (NWFETs) and a thorough assessment of their electronic properties. We have experimentally demonstrated a tremendous advantage of Ge/Si core/shell NWs over many nanoscale structures which commonly suffer from performance degradation due to severe surface effects when the bulk volume to surface ratio decreases with size. With the epitaxial Si shell confining holes in the narrower bandgap Ge core, the carriers are protected from detrimental surface scattering processes, thus, having an enhanced mobility which is independent on NW diameters. The advantages of core/shell NW structure were further exploited with a novel transistor design based on a cylindrical Ge quantum well confined in concentric silicon barriers. NWFET performance optimization was pursued by miniaturizing channel length for faster speed and lower energy consumption. Using in situ TEM, we have successfully controlled the solid-state reaction of Ni with Ge/Si NWs, achieving a 2 nm short semiconductor NW channel sandwiched between the metallic NiGe/NiSi electrodes. In addition, the broadening of NW growth and fabrication capability has allowed for the realization of novel NW devices in thermoelectrics and lithium ion batteries.

Background and Research Objectives
In recent years, NW research has achieved excellent progress in both understanding and controlling of the growth dynamics and materials’ quality. These provide a solid foundation for the development of NWs in traditional electronic, opto-electronic devices, as well as emerging devices for energy applications such as solar cells, lithium ion batteries, and thermoelectric devices. At nanoscale where the surface area becomes significant over bulk volume, such devices could be severely affected by the surface or material imperfection, which can alter the carrier dynamics and physics of the device operation. Revealing and optimizing carrier dynamics in nanoscale devices remains a fundamental and technological challenge that hampers their applications despite their great promise for higher speed, lower power consumption, and higher efficiency, etc.

The goal of this work is to achieve a comprehensive understanding on carrier dynamics at nanoscale and to identify novel physics intrinsically related to small dimensions in order to provide insights for nano-device design and optimization. This work provides a robust assessment of the fundamental limits of NW devices as well as enables the realization of novel device configurations for novel applications.

Scientific Approach and Accomplishments
This work entailed a large variety of tools and skills which enabled comprehensive studies of different aspects of NW structures and devices. Theoretical modeling tools such as FDTD Solutions of Lumerical Inc. and Atlas simulator of Silvaco Inc. were utilized to simulate the light absorption/propagation process, electronic band profiles, and carrier dynamics in NW devices. NW materials were grown using a low pressure chemical vapor deposition (CVD) system, and were characterized by scanning electron microscopy (SEM) and transmission electron microscopy (TEM). Extensive research on growth condition optimization has resulted in new...
configurations of NW heterostructures in axial and radial directions. NWs qualified in structural characterization with SEM and TEM were then fabricated into devices for various application purposes. This fabrication process involved a large combination of tools and systems at CINT such as HRTEM and in-situ thermal annealing under TEM, e-beam/photo lithography, Scanning electron microscopy/Focused Ion Beam (SEM/FIB), metal deposition by e-beam evaporation and sputtering, plasma-enhanced chemical vapor deposition (PECVD) and atomic layer deposition (ALD) of high-k dielectrics, inductively coupled plasma (ICP) dry etchings of Si, Ge and dielectrics, and thermal oxidation furnaces. The combination of high quality materials and advanced fabrication techniques has resulted in accomplishments of several studies, some of which are highlighted below:

**Arrayed NW solar cells: Absorption process and device physics**

The radial p-n junction Si NW array has been considered an attractive candidate for cost-effective solar cells. The highlight of the design is the combination of the array collection of NW for enhanced light trapping and absorption and the radial p-n junction geometry that allows efficient collection of photo generated carriers. We have investigated the light-matter interaction in Si NW arrays using finite difference time domain (FDTD) framework. The absorption process as a function of array geometry (pitch size, material occupation factor) and NW dimension (length, diameter) was systematically studied and showed good agreement with experiments. We have succeeded in simulating a special effect due to a unique geometry that was observed experimentally. Due to the facet selective growth, the deposition of a thin Si shell on the sidewall of etched Si pillar resulted in a spherical structure on the top of the NW. The structure, the so-called match head, acts as a micro-lens that converges light into the center of the wire. FDTD simulation indeed shows stronger absorption in the case of match head, which justifies the high quantum efficiency achieved experimentally on NW array with match head.

**NW field effect transistors: systematic performance assessment**

NWs are an attractive candidate for new generation field effect transistors due to their unique configuration that allows effective electrostatic coupling between gate control voltage and the carrier conduction channel. High performance Si/Ge NW FETs have been demonstrated, but so far, little work has been reported on the device physics and experimental proof for the advantages of the Ge/Si core/shell structure over standard Si or Ge NWs. A large number of Ge/Si core/shell NWs with different diameters were processed into FETs and characterized to extract the size-dependence of FET performance (Figure 1). Our study is the first to experimentally reveal the diameter-independent hole mobility of the Ge/Si core/shell NW structure. While other nano-systems suffer from degraded mobility with reduced size, the experimental constant mobility in the Ge/Si core/shell NW system is a strong affirmation for the advantages of the core/shell NWs over other nanosystems. Comparison between Ge/Si core/shell and Ge NWs exhibited a factor of 5-fold increase on-current, which is shown to be due to mobility enhancement in core/shell NWs. The comprehensive analysis of transistor performance in the diameter dependent context allows us to associate the enhanced transistor figures of merit with the processes due to the presence of the Si shell: 1) carrier accumulation and 2) mobility enhancement, which have been proposed in previous studies but are clearly validated and firmly distinguished here.

**Gate All Around Ge/Si Core/Shell NW FETs: Improved electrostatic coupling**

In order to improve the device performance with better electrostatic coupling between the gate voltage and the conducting channel, we have developed a process for a gate all around NWFET. We developed a process for the conformal atomic layer deposition in a short pulse duration and a small number of pulses using trimethyl(methylcyclopentadienyl) Platinum(IV) precursor. This is accomplished by cycling tri-methyl aluminum for an optimal number of cycles to facilitate nucleation of Pt on pre-deposited HfO2 dielectric. Figure 2 shows the resultant gate all around the Ge/Si/HfO2/Pt core/multi-shell NW with Ni2Ge/NiSix dielectric. The transfer curves with VSD = 100 mV are shown in Figure 3. Reliability of these devices remains an issue, likely due to the aqua-regia etch used to open the source/drain regions extending underneath the Pt gate. The transfer curves with VSD = 100 mV are shown in Figure 3. Reliability of these devices remains an issue, likely due to the aqua-regia etch used to open the source/drain regions extending underneath the Pt gate. The transfer curves with VSD = 100 mV are shown in Figure 3. Reliability of these devices remains an issue, likely due to the aqua-regia etch used to open the source/drain regions extending underneath the Pt gate. The transfer curves with VSD = 100 mV are shown in Figure 3.

**Quantum well in a wire FET: a novel device structure for improved performance**

As shown in the previous study in the section above, the optimization of NWFETs is limited as all performance metrics are controlled by a single knob: the NW’s diameter (Figure 3b). Large NWs have more charge accumulated near the NW’s circumference, thus having higher on-current but also suffering from worse off-regime characteristics due to the larger volume to be depleted. This is in contrast to ultra-thin body planar FETs (Figure 3c) where the on-current is dictated by the device width (W), and the off-characteristics are governed only by the device depth (t). A solution for this disadvantage is the cylindrical quantum well in a nanowire (CWIN) design consisting of a Si/Ge/Si core/multi-shell with a Ge conduction channel and a thin Si outer shell for surface protection (Figure 3a). In this design,
the on-current is controlled by the perimeter of the Ge shell, while the off-current is only affected by the thickness of the Ge layer, because the inner Si core is already depleted, requiring no extra effort to turn off the transistor. The challenge for this design resides in the materials growth, as an island-like growth mode rather than conformal coverage was reported for the deposition of Ge on Si NWs due to the large lattice mismatch (4%). We have developed the growth conditions for conformal deposition of Ge shell on the Si core. Extensive structural analysis under TEM reveals that the Ge is initiated with island mode on {113} facets of the [112] Si NWs (Figure 4a), then the islands coalesced with longer deposition time to form a uniform conformal shell (Figure 4b). This study provided the first in-depth investigation on the evolution of the nucleation and deposition of Ge on Si NWs, especially, with strong evidence on facet-selective nucleation.

Aiming to create ultra-short (<10 nm) channel length FETs for higher speed and lower power consumption, solid-state-reaction between Ni and Ge/Si core/shell NWs is utilized to create a NiGe (or Si)/Ge(Si)/NiGe(Si) metal/semdiconductor/metal with controlled size. Thermal annealing provides kinetic energy to Ni atoms to penetrate into Ge/Si semiconductors and create metallic NiGe/NiSi layers with high electrical conductivity, which can serve as drain and source for the un-reacted Ge/Si semiconductor channel in FETs. Developments in device fabrication allow us to integrate FET device structures on a 50 nm thick Si3N4 membrane in order to monitor and control reaction mechanism in-situ with HRTEM. Reaction between Ni with Ge/Si heterostructure exhibited completely different reaction behaviors/mechanisms that have not been observed in Ni-Ge or Ni-Si reactions. Despite NiGe having a lower nucleation energy barrier than NiSix, we observe that the NiSix nucleates first and leads the reaction along the axis of the NW compared to Ni2Ge (Figure 5a). Without appropriate management of this problem, it establishes a limit over which ultra-short channel devices in Ge/Si core/shell NWs could be realized. By removing the Si shell locally under the Ni contact to promote Ni2Ge formation, simultaneous propagation of the Ni2Ge and the NiSix was accomplished as demonstrated in Figure 5b. Abrupt Ni2Ge/NiSix-Ge/ Si-Ni2Ge/NiSix metal-semiconductor-metal heterostructured NWs are achieved here with ~ 14 nm unreacted Ge/Si core/shell gap, and the technique has been successfully utilized to demonstrate 2 nm Ge/Si gap in the heterostructured NW.

Thermoelectrics of superlattice-nanowire

High-efficiency thermoelectric (TE) materials are important for power-generation and solid-state refrigeration. The ultimate figure of merit for a thermoelectric material is the ZT number, which is the product of the absolute temperature T, the power factor (S2σ, where S is the Seebeck coefficient and σ is the electrical conductivity) and the inverse thermal conductivity (κ). Superlattice designs have been shown to significantly improve the thermal power factor as well as to reduce the thermal conductivity for an overall optimization of ZT. Recently, NWs were added to the potential candidate list thanks to the reduction of thermal conductivity, attributed to the enhanced phonon scattering at the NW surfaces. Marrying the two architectures to form a superlattice NW with combined advantages has been theoretically addressed and is of great interest for experimental realization. We have pursued two approaches to realize such superlattice structure with the Ge, Si NW system.

In the first approach, we utilized the CVD system to grow NWs with alternating sequence of Ge and Si, and achieved the first 100% compositional modulation Ge/Si superlattice NWs grown by VLS mechanisms. Another approach is to create the semiconductor/metal superlattice from bottom up NWs. Multiple Ni pads were deposited across a NW, then the solid-state reaction was controlled via thermal annealing, forming a superlattice structure consisting of alternating semiconductor/nickelide segments. The novelty of this structure is the large compositional and crystalline mismatch at the metal/semiconductor interfaces. Moreover, the Schottky barrier at the metal/semiconductor interface offers a way to decouple the electrical and thermal conductivities, as the electrical conductivity can be modulated relatively independently by adjusting the doping concentration, thus altering the effective barrier height for electrical transport. Our superlattice NW devices have been successfully fabricated, and are now being measured by our collaborators at CINT, Sandia and NMSU.

Impact on National Missions

This work lies at the heart of solar cell technology and low power transistor devices, both of which tie well with the DOE and DOD energy agenda. New understanding on carrier dynamics, device physics of Ge/Si core/shell NW systems provides a robust assessment of the fundamental limits and potential of NW devices, and may inspire new research directions in the area of photovoltaics. The universal physics can also be applied to understand and better utilize other materials systems. Novel NW geometries and device configurations developed in this work have exhibited great potential for low power, high speed electronic, opto-electronic and energy harvesting devices.
Figure 1. (a) High resolution transmission electron microscopy (HRTEM) images of Ge/Si core/shell NWs illustrate precise control of Si shell thickness from 1 to 4 nm with step of 1 nm. (b) Schematic diagram and Scanning Electron microscopy (SEM) image of the NWFET device structure and (c) Extracted hole mobility from ~100 devices shows a constant mobility for Ge/Si core/shell NW-FETs over a total diameter range from 15 to 50 nm. Compared to reference Ge NW-FETs, Ge/Si core/shell devices possess ~5 times larger mobility.

Figure 2. (a) SEM image of a gate all around Ge/Si core/shell nanowire FET with NiGe/NiSi source/drain regions, and cross-section schematic along the length of the nanowire device. (b) Cross-sectional TEM image across the Pt gate region. (c) Transfer curve of a gate all around device at V = 100 mV.

Figure 3. CWIN design (a) with two degrees of freedom possessing the advantages of 1D NW design (b) and ultra-thin body (c). High resolution TEM (d) shows perfect misfit dislocation at the Si/Ge core/shell interface enabling thick Ge shell deposition.

Figure 4. Cross-sectional TEM of Ge/Si core/shell NWs: (a) short growth time with Ge island nucleated in {113} facets, ad (b) long growth time with conformal coverage of the Ge shell around the Si core.

Figure 5. (a) Leading NiSi interface in conventional and (b) simultaneous NiGe/NiSi interface propagation in our approach.
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Abstract
The organization of dissimilar classes of nano-, micro-, and mesoscale materials into well-defined macroscale structures with complex and tunable functional behavior represents the next frontier of materials science and engineering. Nature serves the purpose of inspiration by providing a catalog of smart materials featuring emergence of stimuli-responsiveness and multifunctionalities. This project explores a novel approach to the construction of metal-containing biopolymers via supramolecular assembly. The site-specific incorporation of metal-ligand centers into biopolymers not only introduces rich opto-electronic, redox, magnetic, and chemical functionalities but also plays an important role in directing higher-order structural hierarchy. Our overarching objective is to develop new biomaterials technologies by using coordination chemistry to instruct protein-protein docking interactions. The proposed R&D approach was applied toward 1) the guided assembly of polypeptide structures and lattices, and 2) the control of biological reactions and signaling pathways. In cellular processes, protein-protein assembly interactions are directed by the superposition of many weak forces spread over large surfaces, making the design and control of synthetic higher-order structures a tremendous challenge. On the other hand, metal-ligand coordination can be highly directional, specific, and mostly under thermodynamic and kinetic control. We used a combination of site-specific incorporation of metal ions, post-translational conjugation, and unnatural amino-acid modifications to create stable metal-coordination sites on protein surfaces to provide crosslinking units for metal-mediated assembly of supramolecular structures. Applications of resulting materials include the use of such metal-linked protein arrays as templates for nanofabrication in the areas of biosensing, photovoltaics, and electronic/photonics devices. Additionally, the sacrificial and reversible nature of the metal-ligand bonds in these metallo-biopolymers can find practical applications in self-healing, regenerative, and autonomous (nano)materials.

Background and Research Objectives
The extensive use of polygalacturonic acids and alginates in textiles, food, and biomedical industries is based on the high electrostatic charges of the polysaccharide structures and their ability to form multilayer gel-like structures in the presence of metal cations. Evidently, ideal information-rich materials should be able to translate positional and orientational orders beyond the single-molecule level to the next hierarchical level. This project introduces a designed motif of higher-level biopolymer structures where helical polypeptide chains strongly associate by specific sequestration and binding of metal ions. Not only do metal centers bring their rich optical, electronic, and redox capabilities to such biopolymers but also they can play the role of dynamic cross-linkers by assembling multiple polymer strands together. Similarly, secondary structures can be conceived of in the context of the so-called “egg-box model” by replacing intra-strand hydrogen bonds with site-specific placement of metal-based cross-linkers. Metal-ligand interactions can capture all the salient features of protein-protein interactions (specificity, directionality, symmetry, and reversibility) on a much smaller surface than needed by non-covalent interactions. The reversibility of metal-ligand coordination also allows for the self-correction necessary to produce assemblies with long-range order. Importantly, chemical control and tunability are inherent in this approach, as metal-directed self-assembly is dependent on external stimuli and can be dictated by the choice of metal ions and binding motif. The potentiality of resulting novel materials is determined by the tunability of specific functionalities and stimuli-responsiveness, as well as the dynamic nature of the supramolecular metallo-biopolymers.

Scientific Approach and Accomplishments
A central goal of our work was to construct a library of metal-biopolymer complexes by combining the rich information content of biopolymers with the tunable redox, optical, magnetic, and catalytic properties of metal-
ligand units. Metals can be introduced into biopolymers in three different ways: tethering to the polymer backbone as a preformed metal-ligand complex (class I), coordination with a ligand-biopolymer conjugate via a “plug and play” approach (class II), or direct coordination with groups intrinsic to the biopolymer (class III). As summarized below, we have pursued and successfully demonstrated each of these strategies through synthesis and characterization of metallo-biopolymer assemblies based on elastin-like polypeptides (ELPs). As a class of biopolymers based on the amino acid sequence of elastin, ELPs are composed of repeats of the pentapeptide motif Val-Pro-Gly-X-Gly (where X can be any amino acid other than proline). These genetically engineered polymers can be designed at the DNA level to precisely control their structure and properties. A hallmark feature of this type of biopolymers is their phase transition, a property that can be genetically manipulated by design. ELPs exhibit aggregation and conformational changes that are sensitive to environmental conditions and, in aqueous media, can undergo a reversible phase transition within a narrow temperature range. For the ELPs used in this work, the composition of the polymer construct and sample conditions have been such that the critical transition temperature (Tt) lies around 25 °C.

Based on a comprehensive literature survey on bioconjugation chemistry, we have implemented different methods to take advantage of our new ligand units functionalized with -NH2/-COOH groups (R) complementary to the biopolymer side-chain functionalities suitable for carbodiimide coupling chemistry. In both classes I and II, the successful introduction of metal-ligand components into specific biopolymer sites has been confirmed by nuclear magnetic resonance (NMR), gel electrophoresis, and time-dependent monitoring of the bioconjugation reactions using mass spectrometries (electrospray ionization and matrix-assisted laser desorption/ionization).

In class I, we have systematically modified substituent groups on complexes of transition metals with poly(pyridyl ligands to modulate their electronic properties and strong metal-to-ligand charge-transfer (MLCT) absorptions across the visible spectral region. We have developed a suite of transition-metal complexes in which one fixed bidentate ligand having conjugation sites partnered with various other ligands (LL) to achieve improved photophysical and redox properties that can be tunable by medium conditions, such as pH or solvent. After successful conjugation with polypeptides, we confirmed that MLCT absorptions are retained in the formed conjugated assemblies (Figure 1A). Electrochemistry by differential pulse voltammetry (DPV) revealed that the redox potential of the metal-ligand component is perturbed significantly upon conjugation (Figure 1B). However, the most striking result was a 3-fold increase in the metal complex-based photoluminescence intensity (Figure 1C) upon the biopolymer coacervation above the transition temperature (Figure 1D). This unique, interesting behavior is in sharp contrast with the typical temperature-dependence of luminescence in homogeneous solutions. Upon carrying out extensive structure-property studies, we have surmised that this coacervation-induced effect is due to an increased rigidity and structural restriction imposed on the metal-ligand component by the microenvironment of the coacervated biopolymer.

In class II, we have adopted a “plug and play” approach where the side-chain length of R groups of a terpyridine unit has been varied systematically to procure a spectrum of reactive ligands with variable exposure to metal coordination. The ligand-functionalized side chains were capable of readily binding to a series of lanthanide ions, giving luminescent biopolymer solutions and thin films with Eu3+ (red), Tb3+ (green), or Dy3+ (blue) (Figure 2). The photoluminescence spectra of these assemblies cover the entire visible range, raising the possibility of generating different colors and the combination of these into others, including white light. From the synthesis of easily accessible and versatile building blocks, we have also fabricated near-infrared (NIR) hybrid materials containing covalently bonded complexes of tris(dibenzoylethionate)Ln (Ln = Er, Nd) in terpyridine-functionalized ELPs. The spectroscopically characterized hybrids exhibit the NIR luminescence of Er3+ and Nd3+ ions by intramolecular energy transfer from the triplet state of ligands to the resonant emissive state of the central lanthanides.

Another exciting accomplishment was the development of a method for constructing hybrid organic-inorganic nanocomposites (class III) from recombinantly expressed ELPs as the bio-organic component and calcium or copper ions as the inorganic component (Figure 3). By taking advantage of the recently created libraries of ELP derivatives, our team has shown not only the formation of flower-like nanocomposites with metal ions but also that the morphology of these hierarchical structures with high surface-to-volume ratios has proven to be dependent upon the temperature of growth, as characterized by scanning electron microscopy (SEM) and other techniques. Whereas nanoflowers grown from the highly soluble ELPs at 4 °C (below Tt) displayed larger petals with a more expanded morphology, those formed from aggregates at 37 °C (above Tt) featured nanosized petals in a more closed morphology as a result of coacervation and thus higher density of nucleation centers for growth of metal-phosphate nanocrystals. X-ray diffraction (XRD) studies further confirmed the chemical composition of crystals to be monetite.
(CaPO3(OH)), a more attractive form of calcium phosphate that can be more readily resorbed in clinical applications of biomaterials that require rapid integration of implants or grafts. Therefore, beyond the simple creation of beautiful structural nanopatterns, biopolymers can emerge as useful platforms toward the highly desirable control of morphological features in the development of functional near-natural materials for applications such as tissue engineering and (bio)catalysis.

We have then studied the behavior of metallo-biopolymer assemblies in two classes of materials: hydrogels and thin films. Hydrogels are water-swollen polymer networks that have found applications ranging from biological scaffolds to super-adsorbent materials. Hydrogels have also garnered attention because they display unique mechanical properties and are capable of mimicking extracellular matrix environments (ECMs). ELP-based hydrogels are especially interesting due to their dynamic nature, with distinct morphologies as a response to temperature. For instance, ELP hydrogels have shown different pore sizes upon swelling of water at temperatures below and above the phase transition Tt of the ELP (Figure 4A and 4B). We have exploited this change in the microenvironments of ELP hydrogels by incorporating optically and redox active units via bioconjugation or simple doping. We next showed that the distinct thin-film morphologies of ELPs (Figure 4C and 4D) can be enriched with novel optical and electrochemical properties brought about by the synthetic active components. We expect that the methods established by this work for preparation of optically and electronically active, biodegradable and sustainable polymer matrices will lead to further development of a broad new class of advanced (bio)materials with emerging properties.

**Impact on National Missions**

This research supports our national missions by providing advancements toward the development and fundamental understanding of novel materials for energy and environment sciences and technologies. With the development of biopolymer-based functional (nano)materials and their target applications in the areas of renewable energy, biosensing, regenerative medicine, optical and electronic devices, and self-healing systems, this research is highly relevant to the DOE (SC/BES), DOD (DARPA), and DHHS (NIH), in addition to possible deployment and utility to NASA and Intelligence missions. DHS and DTRA also have a vital interest in biodegradable polymers and wound-healing biocompatible materials, which represent an underlying theme in this work. Therefore, through the creation of capabilities and involvement in this new field, our project can lead to funding opportunities from several government agencies. This research also ties directly into LANL’s missions through the “Materials for the Future” Science Pillar, in addition to its alignment with our DOE’s Center for Integrated Nanotechnologies (CINT) missions in nanoscience and nanotechnology.

![Figure 1. Metallo-biopolymers from conjugation of metal-ligand complexes (class I) and emergent properties of integrated assemblies.](image1)

![Figure 2. Metallo-biopolymer conjugates from a plug-and-play strategy (class II) and resulting photoluminescence covering the visible and near infrared spectral regions.](image2)
Figure 3. Metallo-biopolymer composites (class III): SEM images of flower-shaped nanostructures grown from the mixtures of an ELP, CaCl2, and PBS incubated at 4 oC (A) and 37 oC (B), and from the mixture of an ELP, CuSO4, and PBS incubated at 4 oC (C) and 37 oC (D).


Figure 4. Morphological differences of ELP hydrogels and thin films: SEM images of swollen hydrogels incubated at 4 oC (A) and 37 oC (B), and thin films incubated at 4 oC (C) and 37 oC (D).
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Tuned Optical Properties of Low-Dimensional Carbon Nanomaterials for Energy Harvesting

Stephen K. Doorn
20120766PRD3

Abstract
Fine tuning of graphene/CNTs with well-designed chemical functionalization would open up a pathway for incorporation of these materials into large area, inexpensive, flexible energy harvesting electronics. In this project, we gained fundamental understandings on their optically excited states and relaxation dynamics, which contributed in clarification of the competition between charge and energy transfer and recombination in these materials. The obtained information is crucial in determining their potential for photovoltaics thus providing insights into design of novel energy harvesting devices utilizing the unique optical properties of low-dimensional carbon nanomaterials.

Background and Research Objectives
Low-dimensional carbon nanomaterials such as graphene and carbon nanotubes (CNTs) offer intriguing optical properties which can potentially be incorporated into energy harvesting applications. However, their implementation requires in-depth understandings of the materials’ optical properties such as the fundamental nature of the optically excited states and their relaxation dynamics. Furthermore, tuning of these states by chemical doping will provide flexibility to device design. The primary aim of this research was to evaluate the potential of oxygen doping of these materials for charge/energy transfer processes at the core of photovoltaic needs by first understanding the nature of their optical states, and to demonstrate their ideal chemical structures for photovoltaics. We aimed to answer the question: “Can effective functionalization strategies lead to unique optical properties of graphene oxide and CNTs for energy harvesting applications?”

More specifically, with similar origins for optical properties based in oxygen doping, optical properties of graphene oxide (GO) and oxygen doped nanotubes may display parallel behaviors that lead to better understanding of optical response in both. We planned to perform steady-state and time-resolved optical studies on these materials. Our objective was defining how chemical modification alters optical response. Direct imaging and spectroscopy at the single nanotube and even dopant-site level was planned to clarify the surface mobility of oxygen dopants, how these states interact with the mobile excitons, and what are their surface dynamics.

Scientific Approach and Accomplishments
Our two research thrusts of i) graphene and ii) CNTs (carbon nanotubes) were conducted in parallel to facilitate the understanding of the underlying origin of the oxygen doping induced optical states in low-dimensional carbon nanomaterials. Details of scientific approach and accomplishments made for each thrust are as follows:

Graphene
Based on the results we obtained on graphene oxide (GO) single nanosheet optoelectronic devices in the first year of the project, we have shifted our focus on slightly different two-dimensional atomically-thin nanomaterials called transition metal dichalcogenides (TMDs). There was no change in the goal of the project, which is to understand the core photophysics of the low-dimensional nanomaterials during energy harvesting device operations. However, we have chosen TMDs as materials of our focus due to their intrinsic band gap in the visible wavelength range in sharp contrast to graphene based materials such as GO. The presence of appropriate band gaps that aligns well with the solar spectrum is ideal materials property for energy harvesting devices such as photovoltaics (PVs). State-of-the-art electron beam lithography and thin film metal deposition capabilities at the Center for Integrated Nanotechnologies (CINT) were used for the fabrication. Single nanomaterial device fabrication requires time and effort compared to the assembled film counterpart; however, the obtained information is free from averaging effects, which is essential for the fundamental study of the device. Device characterization using Scanning Photocurrent Microscopy
(SPCM) provided photocurrent distribution of the material with high spatial resolution. The SPCM characterization was then correlated with complementary optical properties such as photoluminescence (PL) mapping measured at the same positions. The results showed clear correlations which gives us insight as to how to design efficient low-dimensional atomically-thin nanomaterials based energy harvesting devices including PVs. Specifically, regions of strong photocurrent intensity matched well with two ends of the areas producing high PL, indicating that the origin of photocurrent is most likely the region where Schottky barriers are formed between TMDs and the metal contact electrodes.

**Carbon Nanotubes (CNTs)**
We have obtained detailed understanding of the fundamental nature of unique CNT optical properties achieved via controlled oxygen doping. More specifically, we have performed low temperature PL studies on individual oxygen-doped SWCNTs and correlated with electronic structure simulations (collaborative work with MPA-CINT and T division scientists at LANL). We demonstrated that different chemical adducts can co-exist on a single SWCNT (ether-d, ether-l and epoxide-l) and that each of them yield sharp emission peaks from localized deep trap states pinned at the dopant sites with different potential depths and stability/abundance. Additionally, oxygen doping brightens dark states near the E11 state through defect-induced symmetry breaking. Interaction between pinned excitons and one dimensional phonons leads to asymmetric broadening of deep trap emission peaks. Exciton pinning also increases the sensitivity of the deep trap to the local dielectric environment, leading to a large inhomogeneous broadening. More importantly, our study provided conclusive evidence that oxygen dopants indeed create traps deep enough for localizing excitons at room temperature. This localization prevents non-radiative collisional recombination of excitons. Emission of photons from such localized states could particularly be useful for room temperature single photon generation. These findings and analyses bring a new level of understanding to the electronic structure and chemical nature of oxygen dopant states, thus laying the foundation to utilize doping as a generalized route for wavefunction engineering and direct control of carrier dynamics in SWCNTs, with a view toward enhanced light emission properties for photonic applications including low-dimensional carbon based energy harvesting devices.

**Impact on National Missions**
Fundamental understandings on optically excited states and relaxation dynamics of chemically functionalized low-dimensional carbon nanomaterials that were gained in this project made significant contributions in clarifying the competition between charge and energy transfer and recombination in these materials, which is crucial in determining their potential for photovoltaics. The results provide insights for design of novel energy harvesting devices utilizing the unique optical properties of low-dimensional carbon nanomaterials, and makes an important contribution to LANL's mission on sustainable energy as well as to the world's energy needs. The same insights apply to sensor materials for a number of national security missions.

**Publications**
Enhanced Structural Robustness in Metal/Nonmetal Nanocomposites using Bio-inspired Structure Design

Nathan A. Mara
20120769PRD3

Abstract
Nature is full of inspiring examples for nano-composites that combine organic and inorganic components to build hard tissues like bone, enamel and mollusk shells. These biological systems have an inherent higher structural robustness, often despite the brittle nature of their constituents. Their remarkable robustness stems from the inelastic deformation of the organic phase that allows the material to redistribute the stress around the strain concentration sites (such as a notch or defect in the composite). This renders the material ‘notch insensitive’ thus preventing their unpredictable failure from imperfections. In the last 2 years of my LANL Director’s Postdoctoral Fellowship we studied metal-nonmetal nanocomposite systems following biologically-inspired design that would exhibit a considerably improved mechanical performance, beyond the limits imposed by traditional disciplines. Recent work at LANL had already demonstrated the significantly higher flow strength and ductility of metal (Cu)-nonmetal (Pd-Si metallic glass) nanolaminate composites, which can be deformed to layer thickness reductions greater than 75% by cold rolling or bending, and exhibit high flow strengths (≈ 900 MPa) with only 10 volume% of glass and tensile ductility of 3%. A bio-inspired layered sandwich design of these structures (current approach at LANL) is expected to result in a significant enhancement in their fracture toughness without compromising the strength. Such nanocomposites were synthesized using physical vapor deposition techniques using systems such as copper metal and titanium nitride (TiN) ceramic amorphous. Novel nanoindentation techniques were developed to understand the mechanical response of such layered materials. A key parameter explored was the measurement of crack growth resistance in these structures, which was achieved through micro-scale notched bending tests. A basic understanding of the processing-structure-property relationship and deformation and fracture mechanisms were explored.

Background and Research Objectives
This report is divided into two parts. The first part discusses the synthesis of the layered nanocomposites of a metal (copper) and a non-metal (titanium nitride (TiN)) using physical vapor deposition techniques following bio-inspired design of sandwich structures. This part also includes the initial microscale mechanical characterization of these nano layered composites.

A major accomplishment of this project was the development of novel techniques for investigating the mechanical response of materials at very low (micrometer to sub-micrometer) length scales. This is detailed in the second part of this report, which describes a unique method of characterizing the local mechanical behavior of layered materials using spherical nanoindentation stress-strain curves.

Scientific Approach and Accomplishments
Grain size dictates strength in nanocrystalline Cu-TiN multilayered nano-composites.
A primary scientific interest in nanolayered composites stems partly from the fact that their constituent phases present large differences in strength, elastic modulus and ductility. In particular, it is of great interest to explore the possibility of enhancing the strength of the composite by the inclusion of a ceramic material, while retaining some amount of ductility from the metallic phase. A further motivation stems from prior research in metal-metal nano-layered composites where the composites recorded extraordinary strengths and ductility when the layer thickness is of the order of a few nanometers. At these length scales, the interfaces between the two materials constituting the multilayer assume an increasingly important role in determining the mechanical behavior as they comprise a more significant volume fraction of the multilayer [1].

Typically a decrease in the layer thickness is expected to strengthen the mechanical strength of the composite.
There are however no relevant studies on how these relationships may change if there exists a lower (than h) length scale of interest in these materials, such as a lower grain size, inclusions, precipitates etc. This motivates the present study where we investigate the mechanical behavior of a metal ceramic Cu-TiN multilayer system as a function of its decreasing layer thickness, but with the added caveat that the grain size in both the Cu and TiN this system is nano-crystalline, and smaller than the layer thicknesses studied.

Unlike Al-TiN samples reported earlier in [2], the Cu-TiN samples do not show any prominent columnar structure (Figure 1). Instead the grains are observed to be nanocrystalline and the grain size is typically smaller than the layer thickness. Note that the grain sizes are the smallest length scale of interest in the samples, i.e. they are smaller than the measured individual layer thicknesses.

These observations are in sharp contrast to those reported for Al-TiN, where the multilayers showed grain sizes of 75-120 nm for a 9 nm thick Al layer, which increases to 0.3-0.6 μm as the Al layer thickness increases to 250nm [2]. Thus for the Al-TiN multilayer system the smallest length scale of interest is expected to be the layer thickness, which is significantly smaller than the Al grain size.

Two features are apparent when comparing the hardnesses of Al-TiN vs. Cu-TiN in Figure 2: (i) the Al-TiN samples show a Hall-Petch-type dependence of hardness on the bi-layer thickness for λ ≥ 50 nm. (ii) On the other hand the Cu-TiN samples show an almost constant value of hardness, around 5 GPa, irrespective of the bi-layer thickness.

The uniaxial compression responses of Cu-TiN and Al-TiN (Figure 2b and 2c) show a trend similar to the hardness values. Thus the flow strengths of the Cu-TiN multilayers remain more or less constant (2.5-2.9 GPa) as the individual layer thicknesses are changed from 5 to 50 to 100 nm. On the other hand the Al-TiN multilayers show an almost 1 GPa increase (from 2.5-2.7 GPa to 3.5-3.6 GPa) as the layer thickness decreases from 50 nm to 5 nm.

The in-situ observations in SEM during the micro-compression experiments show the following features for the thicker Cu (100 nm) – TiN (100 nm) and Cu (50 nm) – TiN (50 nm) layer thickness micro-pillars the following observations can be made from the in-situ movies: (i) The thicker Cu (100 nm) – TiN (100 nm) pillars show a predominantly elastic response up to a stress of ~2.6 GPa. Tests stopped at this point (Figure 2d) show that cracks have formed at the TiN layers at these stresses. (ii) The observations are strikingly different for the thinner Cu (5 nm) – TiN (5 nm) micro-pillars (Figures 2f and 2g). In this case no cracks are visible till ~30% strain. Other tests done to higher strain levels do not show any visible cracks till ~50% strain, whence significant barreling has already occurred. In all these tests the highest stresses reached are ~2.9 GPa at around 1% strain. At these stresses the Cu (5 nm) – TiN (5 nm) pillar deforms by the formation of a shear band, and the deformation behavior is reminiscent of plastic flow of a metallic pillar. The formation of the shear band and the extensive plastic deformation of the thinner Cu (5 nm) – TiN (5 nm) micro-pillars are suggestive of a co-deformation response between the metal and ceramic components in this system.

Both the hardness measurements and the micro-compression flow strengths in Cu-TiN indicate a lack of any strengthening mechanisms in this system as their layer thicknesses are decreased. This is in sharp contrast to the Al-TiN system where we observe a Hall-Petch-type behavior at larger bi-layer thicknesses λ ≥ 50 nm and possible confined layer slip of dislocations below λ < 50 nm [2]. These findings suggest that there is lower length scale of interest in the Cu-TiN samples, which is expected to be the nano-crystalline grain size in these samples as shown in the TEM micrographs. This study thus points to the importance of accounting for features such as the grain size in these layered materials when attempting to explain their mechanical response.

**Probing nanoscale damage gradients with spherical nanoindentation**

Materials with modified surfaces – either as a consequence of a graded microstructure, or due to an intentional alteration of the surface such that its physical, chemical or biological characteristics are different that the bulk of the material – are of increasing interest for a variety of applications ranging from enhanced wear and corrosion resistance, superior thermal and biomedical properties, higher fracture toughness, and reduced stress intensity factors etc. [3]. Quantifying the resulting property gradients poses a significant challenge, especially when the changes occur over small (sub-micrometer) depths. In this chapter we present a novel indentation approach which, together with the corresponding local structure information obtained from electron backscatter diffraction (EBSD), allows us to probe nanoscale surface modifications in solid materials and quantify the resulting changes in its mechanical response.

Among the experimental techniques available at these length scales, nanoindentation, with its high resolution load and depth sensing capabilities, shows the greatest promise due to its non-destructive nature, ease of experimentation (only a polished surface prior to ion irradiation is needed) and versatility [4]. In particular, using spherical indenters, our recent work [5] has demonstrated the feasi-
bility of transforming the raw load-displacement data into meaningful indentation stress-strain curves. These indentation data analyses methods have captured successfully the local loading and unloading elastic moduli, the local indentation yield strengths, and certain aspects of post-yield strain hardening behavior in various polycrystalline metal samples. More specifically, the use of these indentation stress-strain curves makes it possible to analyze the initial loading segments of spherical indentation — before the indentation itself imposes additional local plastic deformation and alters the local microstructure and its properties. This has enabled the measurement of the local indentation yield strengths in individual grains of deformed polycrystalline metallic samples [6], and across their grain boundaries [7], which in turn can be related to percentage increases in the local slip resistances from their fully annealed conditions. Here, we apply these methods to indentations on ion-irradiated metallic materials, and compare their relative mechanical behavior to the unirradiated state.

One of the main advantages of nanoindentation techniques is that it allows a systematic study of the local mechanical responses at different length scales, accomplished by simply varying the indenter tip radii. As an example the table in Figure 3d shows the approximate indentation depth (ht) and the corresponding contact radius (a) and the depth of the indentation zone (which scales as 2.4a) at yield in annealed tungsten for 4 different indenter radii. A proper choice of indenter size can thus match the volume probed by nanoindentation (Figures 3a and 3b) to the depth of radiation-damaged (or any other surface-modified) region of interest (Figure 3c). Furthermore, the ability to make a large number of measurements on a given sample surface also has the potential to provide quantitative information on the variance of properties in the irradiated layer.

Figures 4a-4c show spherical nanoindentation measurements reported recently [8] on annealed (not irradiated) and He ion-irradiated samples of electro-polished tungsten using indenters tips of different radii. All of the measurements reported in these figures were for grains whose surface normals were very close to [100] directions. These grains were purposely selected to avoid the need to correct for the effect of the lattice orientation at the indentation site in comparing the different measurements presented in these plots.

The indentation stress-strain curves from the irradiated samples revealed several interesting features. Strikingly, none of the measurements (including the measurement with the smallest indenter tip Ri = 1 µm, Figure 4a) revealed any pop-ins (cf. the measurements on the annealed samples which clearly show pop-ins for the measurements with the smaller indenters). This is consistent with the expectation that the ion-irradiation introduces a large density of defects in top surface of the material (e.g., radiation induced defects such as dislocation loops, He bubbles, etc.) that can help set up highly potent dislocation sources without any need for pop-ins. Another obvious consequence of these new defects introduced by irradiation is that the Yind values in the irradiated samples are higher than the corresponding values in the annealed samples.

As mentioned earlier, upon ion-irradiation the metal surface is modified by a thin radiation-damaged layer (see Figure 3a), and investigations with different indenter radii can help ascertain the depth and severity of this damage. The post-yield measurements on the He-irradiated near (001) grain with the 1 µm radius indenter tip (see Figure 4a) indicate a zone of very high strain hardening (within a short range 0.03-0.1 of indentation strains) followed by a regime of near stress saturation [9] with a slight softening in stress from 11.6 to 10.5 GPa. The contact radius in this test was estimated to range from ~32 nm at Yind to ~200 nm at an indentation strain of 0.1 (end of hardening zone) to ~500 nm at the end of the test (indentation strain of 0.2). The indentation stresses at a ~500 nm were still significantly higher (10.5 GPa) in the irradiated sample as compared to the annealed material (6.2 GPa) tested with the same indenter. These observations indicate that the damage layer due to irradiation extends to depths of the order of 500 nm (assuming that the active indentation zone size is at least of the order of the contact radius a, see Figures 3a-c). On the other hand, the corresponding measurements with the Ri = 10 µm indenter tip (Figure 4b) show an initial post-elastic zone of a high strain hardening (from an indentation strain of 0.02 to 0.045) followed by a regime of marked softening. Intriguingly, the softening regime brings the indentation stress values in agreement with the values measured with the same indenter on the annealed samples. These measurements suggest that the initial hardening regime for the Ri = 10 µm indenter is attributable to the plastic deformation induced by the indenter in the irradiated top layer, while the later softening regime is attributable to the expansion of the plastic zone to the undamaged annealed region below the irradiated top layer. Support for this hypothesis comes from the estimated values of the contact radius in this measurement. The contact radius for the Ri = 10 µm indenter after irradiation is estimated to be ~260 nm at Yind, ~500 nm at the peak indentation stress level, and a*~1.5 µm at the end of the test (Figure 4b). These measurements suggest that the irradiated layer in this sample is of the order of 500 nm.

The measurements shown in Figures 3-4 demonstrate the viability and tremendous potential of the spherical inden-
tation stress-strain curves in investigating the changes in the mechanical response of nuclear materials with radiation-damage.

Impact on National Missions

The work done in this project is directly aligned with the grand challenges and scientific issues outlined in the BESAC report of DOE, Office of Science titled “Directing matter and energy: five grand challenges for science and the imagination” and the Basic Research Needs (BRN) workshop series, specifically: Advanced Nuclear Energy Systems (ANES); and Materials Under Extreme Environment (MUEE).

Some specific scientific questions from these reports that are pertinent to this LDRD project are:

- How do we make hard matter that heals damage or defects?
- How mechanically strong can we make materials yet keep them light-weight?

Development of scientific principles of designing materials from the atomic scale for predictable performance at extreme conditions such as high stress, high radiation dose, etc. also supports the mission of LANL’s MARIE and DOE-NE.

![Figure 1](image1.png)

**Figure 1.** Cross-sectional TEM of the (a) Cu (50 nm) – TiN (50 nm) sample and (b) Cu (5 nm) – TiN (5 nm) sample with corresponding diffraction patterns from the same films. (c) Microstructural details and measured mechanical properties of the Cu-TiN and Al-TiN multilayered films.

![Figure 2](image2.png)

**Figure 2.** (a) Hardness vs. (bilayer thickness) for Cu-TiN (orange filled circles) and Al-TiN (blue open diamonds). The bilayer thickness values are marked for each data point. Comparison of the uniaxial compression response between (b) Cu-TiN and (c) Al-TiN as a function of varying layer thicknesses. Micrographs taken from the SEM micro-compression experiments showing the deformation morphology of (d) and (e) the thicker Cu (100 nm) – TiN (100 nm) micro-pillars and (f) and (g) thinner Cu (5 nm) – TiN (5 nm) micro-pillars at varying strain levels.

![Figure 3](image3.png)

**Figure 3.** (a) Upon ion-irradiation, the metal surface is modified by a damaged layer, which causes a change in its mechanical response as compared to the bulk of the sample. (b) Logarithmic strain field (along the indentation direction) for a spherical sample with indentation depth, h, contact radius, a, and indentation zone ~2.4a. (c) Radiation damaged zone in W by He on W.
indenter in the indentation zone (~2.4, where \( r \) is the contact radius) close to the indentation yield. Both the contact radius, and hence the volume probed by indentation, can be controlled with a proper choice of indenter radii. This approach is thus ideally suited for measuring any mechanical changes in the material surface layers, such as probing the (c) damage caused by He irradiation on a tungsten sample. (d) Table showing indentation depth \( h \), contact radius \( R_i \) and indentation zone size (~2.4) at yield for W using 4 different indenter radii.

* For the 1000 \( \mu m \) radius indenter, the response was all elastic up to \( h \sim 200 \text{nm} \) (instrument limit).

Figure 4. Comparing the indentation stress-strain responses between annealed (orange curve) and irradiated (black curve) W grains of near (001) orientation for three different indenter tip radii (a) 1 \( \mu m \), (b) 10 \( \mu m \) and (c) 100 \( \mu m \).
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Photoactive Energetic Materials for Quantum Optical Control
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Abstract
Our theoretical development has allowed us to simulate large molecular systems where full ab-initio calculations are prohibitively expensive, and to describe systems that interact strongly with solvent environments. Such simulations have been done previously for the ground state but were never attempted for excited states due to computational complexity. Thus this work increases the controllability of chemical dynamics by predicting and controlling the functionality of materials.

Background and Research Objectives
Understanding and controlling excited state dynamics (spatial energy transfer, excitation localization/delocalization, and/or charge separation) lies at the heart of all our efforts to design photoactive materials with desired functionality. Excited states have varying electron-photon couplings, and depending on their localization and energy, lead to different relaxation pathways. This structure provides a “landscape” for optical control (steering the outcome of a chemical reaction with light) based on which excitations are selected. Non-adiabatic excited-state molecular dynamics (NA-ESMD) simulations provide a detailed understanding of key photoinduced phenomena controlling competing interactions and relaxation pathways in complex materials. The overarching goal of the project is to develop a combined quantum mechanical and molecular mechanical approach to treat large systems and include solvent and thermal bath effects and to apply this method to multiple molecular systems.

Scientific Approach and Accomplishments
During 8 mos. of project duration, significant changes were done to the underlying codes toward implementation of solvent contributions. In particular, several new algorithmic developments were accomplished. For example, so-called min-cost algorithm was implemented and was tested on several molecular systems [1]. This allowed us to avoid artifacts in the modeling of excited state non-adiabatic dynamics in the regions congested with the high density of excited states [1].

Impact on National Missions
Our implementation of a combined quantum mechanical and molecular mechanical (QM/MM) approach provided novel computational capabilities critical for understanding light-induced dynamics in many technologically relevant materials. Overall our work has advanced LANL’s expertise in quantum control and molecular design.
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Abstract
Polymeric memory materials store information in the form of high (ON) and low (OFF) current states instead of the charge state stored in silicon memory devices and possess the advantages of low-cost, solution processability, flexibility, and three-dimensional stacking capability for practical utilization. In this proposal, we strive to achieve synthesis of polymers consisting of nanographene whose optical and electronic properties are tunable depending on the nanographene size, molecular structures and heteroatom incorporation. The as-synthesized polymers are tailored to have electronic structures that exhibit volatile and non-volatile memory properties.

Background and Research Objectives
Graphene, which consists of atom-thick sheets of carbon organized in a honeycomb structure that resembles chicken wire, has attracted tremendous attention from both academic and industrial sectors due to its long-range-conjugation, yielding extraordinary thermal, mechanical, and electrical properties. In recent years, some simple electronic devices based on graphene have been fabricated. However, graphene tends to aggregate in solution and in the solid state, giving rise to a great technical challenge in the fabrication of graphene-based devices by spin- or blade-coating a solution in organic/aqueous solvent.

On the other hand, quantum confinement and edge effects are found to be more pronounced in nanographenes (NGs) from which many new fascinating phenomena are expected. NGs have been successfully prepared by various methods. However, depending on the synthesis, the physical properties of NGs vary widely; thus, their application in optoelectronic devices have become a great challenge. The major area where NG has shown promise is luminescent materials for bioimaging, single electron transistors, light-harvesting assemblies, and electron-transporting materials in photovoltaic devices. The size-dependent band gap of graphene and large optical absorptivity are particularly interesting for its application as a photosensitizing material in photovoltaic devices.

Recently, polymeric memory materials have achieved dramatic progress since first reported by Sliva et al. in 1970. Compared with conventional inorganic memory materials, polymeric materials offer advantages in their ease of miniaturization and tailorable energy levels through structural design. Moreover, polymeric memory materials store information in the form of high (ON) and low (OFF) current states instead of the charge state stored in silicon memory devices and possess the advantages of low-cost, solution processability, flexibility, and three-dimensional stacking capability for practical utilization. In this project, we sought to synthesize polymers consisting of nanographene whose optical and electronic properties are tunable depending on the nanographene size, molecular structures and heteroatom incorporation. The as-synthesized polymers are tailored to have electronic structures exhibiting volatile and non-volatile memory properties.

Scientific Approach and Accomplishments
We have synthesized a series of novel triaryl amine (TAA), which consisting of nanographene flakes. The synthesis of TAA is through a multi-step organic synthesis; we start with halogenation of triphenyl amine, followed by Sonogashira coupling reaction, Diels Alder reaction and then Suzuki coupling reactions. This will lead to TAA dendritic precursor, which was then exposed to an excess of FeCl3 in a dichloromethane/nitromethane mixture, yielding the TAA-based nanographene. The structures and properties of the completely fused TAA have been determined by X-ray, 2D X-ray, MALDI-TOF MS, UV-Vis, fluorescence and FT-IR spectroscopy. These novel TAAs reveal crystalline structures resulting from self-assembly driven by pi-pi interaction between two nanographene flakes. We have also demonstrated po-
potential applications of these new materials toward optical and energy devices.

In addition, we have demonstrated prove-of-principle that 2D conjugated polymers consisting of donor and acceptor in the polymer backbone can be used for memory device applications. Combined theoretical and experimental studies of our donor-acceptor conjugated systems, similar to the proposed nanographene systems, reveal volatile and non-volatile memory properties by rational design of molecular structures with desired electronic properties. We have demonstrated a strong correlation between resistive switching properties and molecular structures through controlling the stability of the charge transfer (CT) complex. Our results suggest the feasibility of tailoring the memory device properties through controlled synthesis of conjugated systems with backbone and side chains allowing fine-tuning the energetics and degree of conjugation. This work has been published and featured in Journal of Materials Chemistry as back cover article.

Impact on National Missions
Our proposed synthesis promise ways to control NGs with size-dependent band gap, optical absorptivity, and charge transfer functionality. Success of this proposal is likely to generate a new class of exotic materials with emergent functionality previously not accessible through fabrication methods. The integration of functional NGs into clean energy technologies could bridging the gap between basic research and commercialization of graphene based energy devices. Further developing NG and NG-based materials will strengthen our leadership role in NG research, which has strong ties to laboratory missions in the areas of exotic materials and energy security.
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Nuclear and Particle Futures
Illuminating the Origin of the Nucleon Spin

Ivan M. Vitev
20130019DR

Introduction
Nucleons (protons and neutrons) are not fundamental constituents of matter, but are instead made up of quarks and gluons, the elementary particles of the strong interaction. There is compelling experimental evidence that the sum of the quark and gluon intrinsic angular momenta only contributes ~1/3 of the total proton spin. Thus, the majority of the proton spin is unaccounted for, which has been referred to as the “proton spin crisis”. The missing fraction of the spin is likely carried by the orbital angular momentum of the quarks and gluons. The long-term goal of this project is to develop the experimental capability to measure the spin of the proton in terms of contributions from the spins of the quarks, gluons and their orbital angular momentum. An equally important goal is to understand the relative significance of these spin contributions in the theory of strong interactions, Quantum Chromodynamics (QCD), and how they manifest themselves in reactions with polarized proton beams and/or targets. To this end, we will determine the momentum distribution of quarks inside the proton, transverse to the proton momentum, from which one can deduce whether quark orbital motion contributes significantly to the proton spin.

To determine the distribution of quarks and gluons within a nucleon, we will carry out the world’s first measurement of the production of two simultaneous leptons (electrons or muons) from a polarized proton target bombarded by a high-energy proton beam. From a detailed analysis of the azimuthal distribution of such di-leptons, one can deduce properties of the polarized nucleon structure. In particular, we will measure both the sign and magnitude of the quark Sivers distribution, which is expected to be zero if the quarks have no orbital angular momentum.

Benefit to National Security Missions
This work is central to the FY13, FY14 LDRD Strategic Investment Plan of Nuclear and Particle Futures. Building upon our existing strategic partnership with Fermilab (E906, MiniBoone and LBNE), this project will strengthen our fundamental science capabilities, bring new high-luminosity polarized target technology to LANL and provide a “major physics thrust to follow current commitments to RHIC”. This project will maintain LANL’s leadership position in the field of spin physics and produce the world’s most accurate polarized Drell-Yan measurement in proton-proton reactions. Our project is a timely and direct response to the DOE Milestone (HP13) to “test unique QCD predictions for relations between single-spin phenomena in p-p scattering and those observed in deep-inelastic scattering”. We anticipate that this LDRD project will result in DOE Office of Science funding for a LANL-lead spin physics program at Fermilab. Our integrated experimental and theoretical program will allow us to lead in a major advance in understanding the polarized nucleon structure through the only U.S.-based dedicated polarized DY experiment. Providing a polarized target to FNAL will greatly enhance Fermilab’s capabilities and provide a much needed user facility for spin physics. Our target will also be able to polarize ND3, thus enabling one to extend the spin physics to polarized neutrons. Furthermore, developing and testing particle detector technology at high luminosity will directly benefit MaRIE, a LANL institutional priority. This detector development is also of fundamental importance to nuclear detection for applied missions like nuclear nonproliferation. Such detectors often operate in a high background environment.

Progress
Experimental Progress
During the current FY we tested the 140 GHz microwave tube at University of Virginia (UVa). The tests revealed that, while the tube is working, the power output is too low due to age. We have submitted a Purchase Order (PO) for a new tube. We have completed the technical evaluation of the pump package needed for the refrigerator and submitted a Purchase Request. As a result, a PO
has been awarded to Oerlikon-Leybold and the pumps will be in Los Alamos on 9/1/2014. The magnet is currently at Oxford Instruments and the Co-PI will visit Oxford June to finalize all the modifications necessary for refurbishing the magnet and change the orientation of the coils. We have modified the magnet power supply to adhere to today’s electrical safety requirements and have successfully setup and furnished the Testlab for all the necessary work. We are currently in the process of setting up a Memorandum of Understanding (MOU), which will define the statement of work UVa will perform on the cryostat to modify it for the new magnet geometry. We have also purchased a chiller, which will be used to keep the microwave tube at constant temperature. During this FY we have completely redesigned the Nuclear Magnetic Resonance (NMR) system with state-of-the-art components and built a prototype. We will take this prototype to the UVa testlab in July and will test it with a polarized target under running conditions at 1K and 5T. We have held the first collaboration meeting at Fermilab (FNAL) and had an in-depth discussion with FNAL management, including the director, where we laid out the path forward.

Theoretical Progress
Kang, Vitev and Xing studied the Quantum Chromodynamics (QCD) evolution of the Sivers effect in both semi-inclusive deep inelastic scattering (SIDIS) and Drell-Yan production (DY). For the first time, we identified a suitable spin-independent non-perturbative Sudakov factor in the evolution formalism, which leads to a good description of the world’s experimental data on the transverse momentum distributions in SIDIS, DY lepton pair, and W/Z production. With this Sudakov factor at hand, we performed a global fitting of all the experimental data on the Sivers asymmetry in SIDIS from HERMES, COMPASS and Jefferson Lab. We made detailed predictions for the Sivers asymmetry in DY lepton pair production in the kinematic region relevant to our DR experiment at Fermilab, that can be compared to the future data to test the sign change of the Sivers functions between SIDIS and DY processes and constrain the sea quark Sivers distribution. We developed a global fitting package, which could be used to analyze data in the future once it becomes available. Gupta, Yoon and external collaborators are calculating the Sivers and Boer Mulders transverse momentum distribution functions of the nucleon using simulations of Lattice QCD using clover-on-clover ensemble at a lattice spacing a=0.11 fm with pion mass of 330 MeV. These results will be compared with those from a domain wall-on-domain wall ensemble at a=0.084 fm and pion mass of 300 MeV. They are also investigating (i) dilution, (ii) preconditioning using hopping parameter expansion, (iii) truncated solver method, (iv) isolation of low modes and (v) multigrid methods to improve the signal in the calculation of disconnected diagrams. Lee and collaborators published a rigorous proof of the equivalence of traditional perturbative QCD and soft-collinear effective theory (SCET) methods of resummation of large logarithms and new ways to improve the accuracy of predictions using both methods for cross sections in momentum-space, e.g. e+e- event shapes or Drell-Yan kT distributions. The paper was reviewed as “remarkable, likely to become a classic.” Recently we hosted a student, Zhang (Arizona), with whom we showed that soft functions for e+e- dijet event shapes, deep inelastic scattering (DIS) thrust, and Drell-Yan cross sections are equivalent to two loops. This makes possible up to next-to-next-to-next-to-leading logarithmic (NNNLL) resummed accuracy in predicting these cross sections.

Future Work
Experiment
The 5T superconducting magnet modifications will be completed at Oxford Instruments in the UK, shipped to the US and tested at LANL. The University of Virginia will construct and deliver the refrigerator and target stick to us, where it will be installed in the magnet. The ROOTS pump cooling system will be attached to the refrigerator. A 140GHz microwave system will be completed and attached to the target stick. The frozen ammonia target material will be irradiated at NIST. Then the assembly of the entire polarized target will be completed at LANSCE. Using our just completed NMR system, we will operate the polarized target and measure the proton polarization. Once a sufficiently high polarization can be maintained, the target system will be disassembled and shipped to Fermilab to be installed in the E906/1039 experimental hall. Several additional NMR modules will be produced and installed in the experimental hall.

Theory
We will implement QCD evolution and perform global analysis for the Collins spin asymmetry measured at SIDIS and e+e- experiments. With a much larger range of Q2, we will be able to constrain better the evolution formalism and in turn give even more precise predictions for our DY experiments. We will continue to simulate and analyze 323x96 clover-on-clover ensemble generated at a=0.11fm with Mpi=330MeV at JLab. These results will be compared with those from a 323x64 DWF-on-DWF ensemble at a=0.084fm and Mpi=300MeV being simulated at NERSC. We will continue to develop and accelerate methods to calculate disconnected diagrams. We have established a collaboration with U. Arizona to push forward the applica-
tion of SCET Rapidity Renormalization Group techniques to transverse-momentum-dependent and generalized parton distribution functions. We will define and compute these PDFs in perturbation theory and study their evolution to at least next-to-leading-log accuracy and compare with pQCD and alternative approaches.

**Conclusion**

Through a synergy between theory and experiment, we will make a fundamental advance in our understanding of the origin of the nucleon spin. In a strategic partnership with Fermilab, we will carry out the world’s most accurate measurement of di-lepton production from a polarized proton target bombarded by a high-energy proton beam. We will develop state-of-the-art theoretical and computational tools necessary to interpret the experimental results that will directly lead to a major breakthrough in our understanding of the structure of matter and the theory of strong interactions.
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Introduction
The next generation Palomar Transient Factory (PTF-II) is poised to revolutionize the field of time-domain astrophysics with great potential for future discovery, especially in the area of explosive phenomena. This project will conduct the first systematic search for supernova shock breakout events and other explosive transients on time-scales of less than a day. In order to succeed, PTF-II must automatically identify actionable information from the torrent of imaging data, classify emerging events, and optimize the follow-up strategy. To address this challenge, we will develop an autonomous event broker that integrates cutting edge machine learning algorithms with high performance computing infrastructure. Our classification engine will be based on Bayesian belief networks and ensembles of decision trees. Follow-up optimization will employ mutual entropy minimization and dynamic scheduling of available instruments.

A major innovation of PTF-II is Spectral Energy Distribution Machine (SEDM), a low-resolution spectrograph that will enable rapid spectral classification of all interesting transients detected by the photometric pipeline. Our event broker will identify “young” supernovae and enable rapid follow-up observations with high-energy observatories in time to get a glimpse of the shock breakout.

We will also carry out extensive radiation hydrodynamics calculations of transient emission from hot shocks over a wide range of astrophysical scenarios to interpret PTF-II observations, inform transient classifiers, and test the performance of simulation codes in a critically important range of physical conditions. Our goals is to build and publish a suite of ~100 explosion models with time-resolved spectra and synthetic light curves at ~100 epochs. A detailed comparison of these models with observed light curves will provide valuable constraints on the structure of the supernova progenitor stars and lead to a better understanding of stellar deaths.

Benefit to National Security Missions
This project will build a new astro-informatics competency to address growing national needs in Space Situational Awareness (SSA), develop new capabilities for the Weapons Program, and test them using actual observations. We will combine observation, theory, and computation to explore the physics of cosmic explosions and contribute to a high-impact time-domain sky survey. This project will position us for a future role in the Large Synoptic Survey Telescope (LSST) survey and will open new opportunities for a major involvement in NASA missions and dark energy investigations identified in the strategic plan of the DOE Office of Science. We will develop novel algorithms for classification and tracking of celestial objects relevant to Space Situational Awareness programs aimed at sponsorship by NASA, Department of Defense, and other WFO organizations. Our models of supernova shock breakout and other explosive transients will test Advanced Simulation and Computing (ASC) capabilities in the critically important regime at the transition between diffusion and free streaming using both flux diffusion and implicit Monte Carlo codes. Ultimately, our nuclear nonproliferation efforts depend on satellite assets that are increasingly vulnerable, driving the need for Space Situational Awareness.

Progress
First iteration of Real/Bogus transient classifier for iPTF (version RB3.x) has been completed and deployed at NERSC supercomputing center since July 2013. A new user interface has been created to allow all iPTF collaborators to examine RB3.x scores for candidate transients detected by the imaging pipeline each night. Together with our collaborators at JPL and Caltech we are working to complete and install the second iteration of the algorithm and software this summer. We verified that spectral classification tools for determining the type of supernovae discovered by iPTF are capable of dealing with host galaxy contamination. Preparations are underway to deploy this system when SEDMachine instrument
beging regular operations this summer.

The software infrastructure for Event Broker has been significantly extended. The system now includes a selection of classification algorithms: Bayesian belief networks, support vector machines, random forest (decision trees), and sparse representations with learned dictionaries. All major components of the Event Broker except follow-up optimization now have working implementations: VOEvent translation of incoming XML messages, context gathering using local and external databases, preliminary event classification, and archiving. The system can now be connected to data streams from RAPTOR instruments and high-energy transient localizations from GCN. With the exception of follow-up optimization to be developed in the third year of the project, we demonstrated an end-to-end flow of events through this distributed system by “replaying” archived imaging data from RAPTOR-P wide field survey. We are currently working on data visualization interface that will be completed by the end of FY14.

Simulation and modeling effort is progressing in parallel. The library of simulated explosions now includes 30 time-evolving models, each characterized with 100 spectra that cover the interesting time interval. The public online database supernova.lanl.gov now includes an interface that allows users to plot light curve predictions for various photometric bands popular among observers. About half of existing models are already available for viewing using this new interface. An important milestone was the study of the effects of the thickness of the hydrogen envelope on supernova shock breakout and light curves that can be observed by the Swift satellite. The results were presented at the workshop “Transient Universe as Seen by iPTF and ZTF” in Stockholm, Sweeden, and submitted for publication in The Astrophysical Journal. Several papers have been published on explosions of some of the first stars to form in the Universe and transients caused by pair instability. Another study that resulted in three papers (2 published and 1 submitted) showed that bright optical transients associated with gamma-ray bursts may originate from synchrotron inverse-Compton emission from electron positron pairs and self-absorption effects at very high energies (GeV).

The work on data intensive computing led to the development of a new distributed database architecture and working prototype for time-resolved photometric measurements from massive sky monitoring surveys. The data is partitioned according to the Quad Tree Cube (Q3C) indexing scheme that allows rapid storage and retrieval of measurements covering a random patch of sky. Physical storage is then mapped to a set of PostgreSQL database servers, each holding a fixed set of Q3C cells. The cells have fuzzy edges, i.e. measurements near their edges are replicated in neighboring cells, so that the data can be clustered and queried locally, without crossing server boundaries. This allows a linear scaling for the most time consuming data manipulation tasks. We also invented a progressive hierarchical clustering algorithm for building long photometric time histories that does not require issuing unique object ids or frequent updates. This eliminates a very constraining performance bottleneck and the need for cumbersome book keeping. These results were presented at the Databases in Networked Information Systems 2014 workshop in Aizu, Japan.

**Future Work**

In FY15 we will implement the third and final iteration of the Real/Bogus transient classifier (RB3.x) and train the algorithm on updated training data. We will also complete our spectral supernova classifier and begin processing data from the new SEDMachine spectrograph. The architecture and software infrastructure of the event broker will be further extended and tested on real data. The main focus of this thrust will be the development of automated follow-up optimization algorithms for the event broker and implementing a follow-up marshal. After we finish the data visualization portal, we will demonstrate a complete end-to-end flow of transient alerts through this distributed system. Initially we plan to connect live data streams from the next generation RAPTOR-P telescope array and high-energy transient localizations from GCN. The next step will be to exchange transient localizations between RAPTOR and iPTF and trigger follow-up observations based on inferences made by our event broker.

The simulation and modeling work will focus on building the final set of 100 models of explosive astrophysical transients and making the entire library of models available for viewing in supernova.lanl.gov database. Our science goals are to study dependence of explosion phenomenology on progenitor parameters such as mass and the amount of mixing in the stellar interior, and to model interesting iPTF events. The graphical interface will be extended to include plotting of multi-color light curves using filter sets for major photometric sky surveys and overplotting real measurements uploaded by users. A stretch goal is to include simple matching of models to a user-supplied set of measurements.

Data intensive computing work will proceed in parallel. We will run performance tests on the new photometric database based on Q3C indexing/partitioning and demonstrate the scalability of this approach on a data intensive computing and storage cluster.
Conclusion

Time-domain astrophysics and the science of cosmic explosions are at the forefront of modern astrophysics. The Palomar Transient Factory (PTF) has emerged as the world leader in the exploration of cosmic explosions and the most successful precursor to multi-petabyte sky surveys of the future such as the Large Synoptic Survey Telescope (LSST). The main goal of this project is to develop information technology and data intensive computing infrastructure for the next generation PTF and open the domain of short time-scales (less than 1 day) for exploration by deep wide-area surveys.
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Introduction
An electric dipole moment (EDM) measures the separation of positive and negative charges within a system and is an extremely sensitive probe of physics beyond the standard model, the accepted theory of elementary particles. The neutron EDM (nEDM) is said to have “killed more theories than any other single measurement.”

This LDRD project is a joint experimental and theoretical project to probe new sources of time reversal violation (T violation) with the nEDM. Using the LANSCE (Los Alamos Neutron Science Center) Ultracold Neutron (UCN) source, we will develop a new nEDM experiment with a sensitivity goal of 3x10^-27 e-cm, a 10-fold improvement over the current limit. More specifically, we will upgrade the existing UCN source which is expected to result in a 10-fold performance increase. In addition, we will build a prototype nEDM experimental apparatus. With the upgraded UCN source and prototype nEDM apparatus, we will demonstrate that it is possible to perform an nEDM experiment with a sensitivity of 3x10^-27 e-cm. Note that the UCN density is the key parameter that is necessary for reaching the sensitivity goal.

At the same time, to match the anticipated experimental improvement, we will perform a comprehensive model-independent analysis of T violation beyond the standard model (BSM) and we will pioneer first-principles calculations of the matrix elements, essential in extracting and bounding the underlying BSM sources of T violation from EDM measurements.

The goal of this LDRD project is to reduce the technical risk of a full-fledged nEDM experiment at LANL with sensitivity of 3x10^-27 e-cm.

Benefit to National Security Missions
The proposed research is central to both the LANL (Los Alamos National Laboratory) nuclear physics program and the future of the US (United States) program on fundamental symmetries in nuclear science. The proposed upgrade of the UCN (Ultracold Neutron) source is in line with the 2010 LANL NPAC (Nuclear, Particle, Cosmology, and Astrophysics) strategic plan that recommended development of a medium scale facility, and will benefit other experiments such as a neutron lifetime experiment, which received a strong community endorsement in a recent international workshop. Furthermore, completion of the proposed experimental tasks will provide a viable alternate approach to the high-risk SNS (Spallation Neutron Source) nEDM (neutron electric dipole moment) experiment, which has a large P division involvement. This will also lead to project funds coming to LANL if a decision is made to go forward with this new nEDM experiment.

In addition, this project will strengthen an already existing successful synergy of theory and experiment in fundamental neutron physics. This is a unique strength of LANL across US laboratories. This LDRD (Laboratory Directed Research and Development) will establish LANL T-division as one of the main US centers for nucleon matrix elements computations with lattice QCD (Quantum Chromodynamics). This will put a solid basis to seek additional external funding, through the channels of DOE (Department of Energy) Nuclear Theory topical collaboration centers as well as SciDAC grants in both High Energy and Nuclear Physics.

Additionally, the UCN source improvement will benefit fundamental neutron physics experiments, actinide sciences, and detection technology.

Progress
Experimental Work
UCN source upgrade: We have modeled the new ultra cold neutron (UCN) source using MCNP6. Our focus was to optimize the geometry of the source as well as the material for the cold neutron moderator. First various necessary scattering kernels for MCNP were obtained,
including solid deuterium, cold polyethylene, solid methane, and mesitylene. Then we varied various parameter of the source geometry, including the diameter and height of the solid deuterium volume as well as the thickness of the cold neutron moderator, for each of the cold neutron moderator material. Our near-final conclusion is that liquid methane or warm solid methane is the ideal cold neutron moderator for this purpose. This is because the ultra cold neutron production cross section in solid deuterium has a peak at 6 meV, which corresponds to a temperature of 70 K, and also solid deuterium itself has an effect of cooling the cold neutron flux. At the same time, engineering design for the new UCN source progressed. The internal valve design was complete. The engineering design for the main cryostat is near completion. It is waiting for the final conclusion of the MCNP simulation as well as information on the possible beam heating.

**UCN guide components:** We have finished setting up for the test of the superconducting magnet, which will be used as the spin polarizer for the UCN. A preliminary guide layout was completed. A detailed study is being conducted using a monte carlo simulation study.

**nEDM prototype apparatus:** A preliminary design for the 199Hg comagnetometer test system is complete. We are currently in the process of procurement of the necessary laser system. Also a preliminary design of the HV test apparatus is complete. A final engineering design is under way. At the same time, we are in the process of procuring the necessary HV power supply.

**Theoretical Work**

**Formulation of the problem:** We have identified the leading sources of BSM T-violation in two operators, namely the quark electric dipole moment (qEDM) and the quark chromo-electric dipole moment (CEDM). When considered at the quantum level, the matrix elements of these operators are divergent and need subtractions, that usually mix the operators under study with others and require the

**Extension of the operator basis:** The definition of finite operators requires computing a so-called matrix of renormalization constants. We have a) identified the basis of operators that mix with qEDM and CEDM; b) identified and computed in perturbation theory the set of matrix elements (with quark and gluon external state) that allow us to determine all the renormalization constants; c) we have obtained results on the matrix of renormalization constants in the so-called minimal subtraction scheme. We will next obtain renormalization constant in a non-perturbative scheme suitable for lattice QCD (Quantum Chromo Dynamics), as outlined in the proposal. The results of our analysis will be presented at the Lattice 2014 conference and will result in a publication in a 2-3 months time scale.

**Computation of the neutron electric dipole moment induced by the cEDM operator:** We have realized that the cEDM operator is renormalized multiplicatively and that its matrix elements are related to the so-called tensor charge of the nucleon. We have preliminary results for the so-called isoscalar (equal couplings to up and down quarks) and isovector (opposite couplings to up and down quarks) tensor charges. These new results involve the challenging calculation of the so-called disconnected diagrams. We are currently studying the systematic effects due to finite volume and finite lattice spacing. We expect this analysis to lead to the first lattice QCD results of qEDM-induced neutron and proton EDMs. We plan to submit a paper with these results later this year.

**Future Work**

In FY15, the main focus of the experimental part will be to construct and test the new ultra cold neutron source, based on the simulation and engineering design work performed in FY14. The work involved include: 1) construction and testing of the cryostat, 2) construction of the UCN guide and testing them using ultra cold neutrons, 3) removing the current source and replacing it with the new UCN source, and 4) commissioning the new UCN source. In addition, we will characterize the current source performance using the nEDM chamber constructed by the Technical University of Munich group. Also we will perform tests using the small high voltage test apparatus and will also construct the 199Hg homagnetometer.

The theory effort will focus on three topics in FY15. (i) They will complete the 1-loop calculation of the mixing and renormalization of the two leading [quark EDM and chromo EDM] novel CP violating operators. These calculations are needed to connect CP violation at TeV scale to the effective theory used to analyze nEDM at the hadronic scale of a few GeV. (ii) Carry out first simulations of the quark EDM operator including both connected and disconnected Feynman diagrams and report these results in a publication. (iii) Develop numerical techniques for calculating the matrix elements of the chromo EDM operator using lattice QCD and test and compare the statistical signal in numerical simulations.

**Conclusion**

By the end of the three-year period, we expect to achieve the following:

- Improved UCN source that increases flux by 20-fold
- Demonstration of the feasibility of an nEDM experiment with a sensitivity of 3x10^-27 e-cm, through dem-
• First-principles calculation based determination of the relevant matrix elements, essential in extracting and bounding the underlying BSM sources of T violation from EDM measurements
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Introduction

This research project seeks to use unique capabilities of the LANL Trident laser system to resolve long-standing questions in our understanding of mix in plasma: how do material interfaces evolve in plasma? What roles do electrostatic fields play in mix? What is the final state of the material? This problem is of critical importance to a wide range of settings, including astrophysics, fusion energy, and defense applications.

One of the reasons this problem is so hard is that making dense plasma requires enormous facilities, such as the National Ignition Facility at LLNL or the Z Machine at Sandia National Laboratory; in such, the time scale over which plasma is assembled, tens of billions of a second, is the same as that over which the plasma expands or “disassembles.” Consequently, it’s very hard to make plasma that is uniform to do a controlled experiment. Instead, experiments have large variations in temperature and density, making whatever results one obtains ambiguous (at best) and often impossible.

Our project is different. We will use ion beams made from the ultra-intense, short-pulse Trident laser to heat our solid-density targets “isochorically,” or much faster than the disassembly time. This means that we can make highly uniform dense plasma for which we can measure the plasma conditions to unprecedented precision, something that’s never been done before. We can then measure the evolution of plasma interfaces using a series of x-ray snapshots.

Together with an integrated theory and modeling effort using ASC multiphysics codes and the world-leading VPIC kinetic plasma code, we seek to profoundly advance the state of art in mix research. While this project is of high risk, the potential for fundamental changes to how we approach this important problem is now within our grasp.

Benefit to National Security Missions

Our goal is to answer fundamental, long-standing questions in the understanding of mix in plasma.

Mix is central to the DOE/NNSA Defense Programs mission. Mix models are vital components of multiphysics codes, used for a range of applications, including, importantly, assessing the safety, security, and reliability of the stockpile. Our experiments will enable validation of key components of these models.

Mix is also believed to be one of the major issues underpinning success of the NNSA thrust in inertial confinement fusion. Successful demonstration of inertial confinement fusion also directly impacts the DOE Office of Fusion Energy Science efforts in inertial fusion energy, a nuclear energy option.

The experiment we proposed was a pilot “First Experiment” envisioned for the High Intensity Laser Laboratory (HILL). HILL was proposed in response to the recent NNSA call as one of the LANL signature facility options and was documented in the Tri-Lab Facility Roadmap; the facility remains a credible upgrade path for MaRIE 1.0 and, in fact, was within the original scope of MaRIE before budgetary pressures mandated its removal from the MaRIE 1.0 scope. Success of our project will inform the eventual scope of MaRIE and may, in fact, impact the establishment of mission need outlined in the CD0 call. HILL was also one of the proposed DOE Office of Science signature class facilities in a recent call.

Laser-ion beam generation has other applications: non-proliferation and active interrogation, medical hadron-therapy, and material damage studies important for advanced materials, nuclear energy, and space applications.

Progress

We have performed several tasks in past 12 months, in-
volving theory, modeling, experiments, target fabrication, and diagnostics development:

We successfully designed and fielded in May/June 2014 an experimental campaign on Trident to characterize ion beam generation, to prove that the use of a second “blocker foil” to block the laser interaction with our multi-component plasma, to characterize the isochoric heating of targets using a novel optical streak diagnostic (never before fielded in the short pulse environment), and to make initial gated x-ray imaging measurements of the evolution of interfaces in multi-component targets. While laser problems prevented us from accomplishing all that we had set out to do in this campaign, we nevertheless succeeded and validated our radhydro modeling of the target conditions after heating and validated our stopping model estimates of energy deposition in dense plasma. To the best of our knowledge, this is the first time anyone has used such laser-generated ion beams to isochorically and uniformly heat solid density targets to the plasma phase.

Experiments were performed on a variety of non-cryogenic targets to refine our diagnostics capability and to give us preliminary experimental results to compare to our theoretical models. These included diamond and gold foil targets. Detailed comparisons were performed with SESAME equations of state and modeling using both an ASC and a legacy radhydro code, as well as stopping estimates using the SRIM code.

University collaborators are engaged, we have a MOU and contract in place, and we are beginning to work on production of the UV pyrometer diagnostic, capable of measuring the evolving plasma temperature in our experiments.

We performed a feasibility study of the use of proton-radiography to do deflectometry (i.e., using the deflections of proton beams as a probe for electrostatic fields) and have determined that this is not a viable technology option for our experiments. Consequently, we are exploring other possible options (e.g., doping the material at the interface with a high-Z tracer and using Stark broadening of spectral lines) to measure these fields directly.

A comprehensive set of radhydro design simulations were performed to refine our ion beam requirements and inform our experimental design for the May/June and future campaigns. These simulations (and synthetic radiographs made from same) proved invaluable in interpreting our diagnostics.

An in-depth study was made of the tradeoffs of using different laser-generated ion beams, including both SRIM modeling of energy deposition and uniformity, as well as extensive particle-in-cell modeling of the laser-ion sources. Based on these studies, we down-selected to aluminum ions (an article on the ion source is under review with Nature; also, a follow-on PRL on the source is in preparation).

We gave the following invited talks:


B. J. Albright, “Use of Laser-Generated Ion Beams for Isochoric Heating to Study Plasma-Phase Mix at Heterogeneous Interfaces”, 16th Advanced Accelerator Concepts Workshop in San Jose, 14-18 July, 2014

S. Palaniyappan, “Magnetic electron trapping generates efficient quasi-monoenergetic ion beam from laser-driven plasmas” 16th Advanced Acclerator Concepts Workshop in San Jose, 14-18, July, 2014

We briefed the LANL ASC Thermonuclear Burn Initiative project on laser isochoric heating and plasma phase mix

**Future Work**

The following are our tasks and goals for the next FY:

- Perform two experimental campaigns on TRIDENT to measure and study plasma-phase mix evolution.
- Work with our university colleagues to field for the first time cryo (solid hydrogen) targets on TRIDENT.
- Analyze our GXI data from the May/June campaign and refine the GXI diagnostic for our next campaign this Fall, to ensure proper timing, avoidance of misfires, and that alignment issues do not present a problem (as they did in the May/June 2014 campaign).
- Engage our university collaborators on the development of the UV pyrometer diagnostic to make independent measurements of target temperature. (This work was delayed somewhat by difficulties in getting the contract in place and in funding shortfalls in FY14).
- Perform extensive radhydro modeling of our composite targets, using what we’ve learned from this past campaign about the ion heating modality.
- Design and seek to field an complementary, alternative, composite target concept of interest to the LANL Science Campaigns
- Refine our theory and modeling of plasma interface dynamics to take into account recent developments in this field in other areas of the Laboratory.
• Perform kinetic simulations of the two-foil laser-ion source to optimize positioning of the second foil for enhanced ion flux and better heating

**Conclusion**

We will measure for the first time the rate of interface evolution in dense plasma, something that has never been done before. We will use these data to validate our theoretical models of plasma mix and to highlight possible new research directions to improve our ability to predict how mix evolves in dense plasma.

This experiment is a prototype for an entirely new class of isochoric heating experiments driven by ultra-intense, short-pulse lasers. It represents a new capability for the Laboratory giving us tools to answer a wide range of questions in high energy density physics.

**Publications**


Introduction
In this project we will determine the nuclear physics properties of the actinide isomers, namely 236U and 239U, and quantify their role in explosive environments. Apart from the knowledge of their existence and half-lives, there are no available data on the quantitative population of these short-lived actinides isomeric states following neutron capture. Our preliminary experimental studies at LANSCE suggest there may be substantial population of high energy isomeric states in the neutron capture process on actinides. These new, unanticipated results may have significant implications on our understanding of nuclear reaction networks in high neutron fluence environments such as those occurring in nuclear explosions. New experiments will be staged and performed at LANSCE at the Detector for Advanced Neutron Capture Experiments facility (DANCE), that will provide new information about neutron-induced reactions on fission actinides. With improved experimental capabilities, we will obtain new precision data on yields of isomers after neutron capture on 235U and information on prompt fission neutrons and gamma rays. Experimental and theoretical work on reaction rates leading to (and on) isomeric states is very complex and represents a high risk part of this proposal. Low risk objectives include neutron-induced fission studies, which must be performed very accurately in order to address the process of neutron capture in detail. Experimental work will include developments of a compact 4pi neutron detector array that will be installed in the central cavity of the DANCE detector array to detect prompt fission neutrons – NEUANCE (the NEUtron detector at dANCE). On the theoretical front we will develop models for calculation of neutron-induced reactions on excited states, neutron transport codes to populate excited isomeric states in actinides, and nuclear de-excitation models to interpret isomeric yields, and fission fragment de-excitation including prompt fission n-gamma-fission fragment correlations.

Benefit to National Security Missions
Recent and urgent interest of various governmental agencies, such as the Office of Non-Proliferation Research and Development (NNSA NA-22), in more precise and correlated data on neutron-induced reactions will put the capabilities developed during this project into a great position to support mission needs for systematic measurements of isomeric state production in neutron capture, correlated induced-fission data, predictive modeling of capture and fission and refinement of transport codes such as MCNP to include important details on correlated radiation from neutron-induced reactions. New signatures for special material detection, nuclear proliferation and forensics will be the objectives of the follow up research, which is a core mission of this laboratory. Knowledge of the production and de-excitation properties of actinide isomers will provide constraints on our understanding of the performance of our well characterized US nuclear tests. Of equal importance it will provide insights to global security missions associated with nuclear forensics efforts where the ingoing properties of devices will be unknown and actinide observables such as 237U, 240U, are what will be available to diagnose the device characteristics. It is important that we understand how actinide isomeric population can influence the production of the actinide observables.

Progress
For the NEUANCE detector development, we procured three test scintillators made of different materials - EJ-309 (a standard liquid scintillator), EJ-325 (a mineral-oil-based scintillator) and stilbene (a solid organic compound) and tested them with photomultiplier tube readout and transient-digitizer data acquisition system similar to the final acquisition system. Tests with radioactive sources showed that high light output was required for good pulse-shape discrimination. The stilbene and EJ-309 detectors were tested for their ability to measure fission neutrons using a 235U fission chamber in the neutron beam at the Lujan Center. Fission neutrons from
The test period also guided the software development delay from July to September. Uncertainty in the LDRD program budget has been purchased. An initial prototype symmetric design of NEUANCE has been completed and an order has been placed for 1 quadrant of the detector. A prototype of the source has been produced using a small amount of Cf-252 with alpha activity of 100 Bq. The source is sealed. The timing signal is given by detecting the two fission fragments with plastic scintillator foils. We have improved our theoretical simulations of the properties of prompt gamma rays by adding a time coincidence window in which we take into account the decay of long-lived (compared to the measurement time) isomeric states in fission fragments. Some of the discrete gamma lines associated with the decay of those states disappear from the total gamma-ray spectrum for very short time coincidence windows. An improvement in the average total gamma-ray spectrum is also observed. We have prepared several large-scale simulations for the future use in the transport codes to simulate the NEUANCE detector. The capture gamma-ray cascade simulation was extended, so that a few strong discrete states, which are embedded in the continuum region, are allowed. These states produce strong discrete gamma-ray lines that were impossible with our old version. The effect of Porter-Thomas distribution of the gamma-decay width is also studied.

Future Work

**NEUANCE detector development**

NEUANCE will be built and first tests will be performed with the Cf-252 spontaneous fission source. The NEUANCE will be installed in the center of the DANCE detectors array by the end of next beam cycle at LANSCE - currently scheduled for January 2015.

**Development of multi-actinide foil detectors of fission fragments**

During the first year, we found another alternative to MPPAC detector which will use thin scintillator films to detect fission fragments. This development will continue parallel to MPPAC development and based on the performance, this technology may possibly replace MPPAC.

**Test/develop new DAQ using VME CAEN digitizers**

New digitizers will arrive in early Sep 2014. The implementation of the new DAQ will start in parallel with the old DAQ, without effecting standard measurement campaigns at DANCE facility. The goal is to adopt and benchmark DAQ by the end of next fiscal year (FY15). We will also incorporate the high resolution HPGe detectors in the DANCE DAQ.

**Theoretical work to include the following:**

- CGMF - gamma-ray de-excitation model development using preliminary U236* data
- CGMF - fission event generator for NEUANCE design and optimization
- Excited states calculations for U236*
• Sensitivity studies in transport simulations including delayed gamma-ray emission

**Conclusion**

New data on isomer production after neutron capture will help benchmark the theory of compound nucleus de-excitation and theory of the cross section on excited states. New capability will be created after completion of this project that will enable measurements of correlated data on fission relevant to applications of National Security, Nuclear Forensics and Energy.

**Publications**


Introduction
The lifetime of the free neutron is a fundamental input to the Standard Model of particle physics. At present the experimental situation with lifetime measurements shows a distribution of values for the lifetime that is outside the claimed accuracy of these measurements. Trapped ultra-cold neutrons (UCN) show great promise to both resolve existing discrepancies and to push the precision of lifetime measurements to the level of 0.1 sec. A major focus of this project will be the implementation of a new technique for in situ detection of UCN inside the trap. In the first year, we will test a prototype system to do this. Subsequent years will make improvements to this system based on the experience in the first year. In the third year we expect to make extended running to make an initial lifetime measurement with well-characterized uncertainties controlled at the level of 1 second.

This project will develop and apply two major innovations to the study of neutron decay with UCN. We will make the first measurement of the UCN lifetime using an asymmetric trap that will serve to minimize systematic uncertainties caused by marginally trapped neutrons. Our measurement will also be the first to make an in situ measurement of the number of trapped UCN, which will eliminate uncertainties introduced in the alternate technique of measuring the surviving neutrons by draining them from the trap. Measurements at comparable accuracy to the present suite of experiments – but with fundamentally different and understood systematic uncertainties – will be key in understanding why earlier measurements underestimated their systematic uncertainties.

Benefit to National Security Missions
Better understanding the physical world - such as understanding the lifetime of the fundamental building blocks of matter, is central to the mission of the Office of science. Nuclear physics experimental capability, specifically the ability to understand and make measurements with and about neutrons is a core capability of the nuclear weapons program which is sustained and advanced by this project.

Progress
UCN Trap loading and Transport
We conducted measurements to understand and improve the transport of polarized UCNs into the trap. The primary cause of low trap loading efficiency was found to be depolarization in a section of stainless steel guide in the assembly underneath the trap that includes the trap door actuator. An improved version of the assembly was already designed prior to the run based on suspected problems including this one with the original design; the other concern was the possibility of depolarization due to non-adiabatic magnetic field changes as UCNs move past the trap door magnets during loading. The improved assembly uses copper plates to minimize contact between UCNs and stainless steel surfaces, and moves the trap door down further and covers it with a copper flap during loading. A series of modifications were made during the run to the existing trap door assembly, culminating in a mock-up of the assembly planned for the next running period. The data show that the good loading efficiency in the simpler configurations is preserved in the mock-up, and we can expect an initial trap population of at least $1 \times 10^5$ UCNs per fill, which is consistent with the estimate in the December 2013 white paper of about 48 hours live time (assuming 50% UCN detection efficiency) to reach a statistical precision of $\delta \tau_n \approx 1$ second.

Vanadium-based in situ UCN Detector
An important part of the UCNr experiment is a new method for counting the surviving neutrons in the trap using vanadium activation. The goal of this method is to avoid possible systematic errors due to a long, possibly phase-space dependent draining time which was
a feature of previous experiments, while maintaining low backgrounds and good signal-to-noise. In the present technique, a vanadium sheet is lowered into the trap, quickly absorbing neutrons which form 52V, and then raised into a detector package that counts the coincident $\beta$ (4 MeV endpoint) and $\gamma$ (1.42 MeV) from 52V decay.

Several improvements were made to the detector package:

- A 2”-thick lead shield was installed, reducing the gamma backgrounds by a factor of 6.3;
- The solid angle coverage of the gamma detector was improved by increasing the number of NaI detectors from two to eight;
- The beta detector scintillator paddles were replaced with phoswich scintillator (a sandwich of fast and slow scintillator) to enable selection of pulse shapes consistent with beta particles emitted from the vanadium sheet, thereby reducing backgrounds;

These improvements, along with the greatly improved UCN population in the trap as described above, have allowed us to evaluate the vanadium detector method well beyond what was possible with the prototype system. The beta detector showed good efficiency of 89%. However, the gamma detector (NaI) efficiency of 22% is lower than bench top measurements of 60%. We have redesigned the vacuum extension (which houses the vanadium sheet in its raised position between the beta detectors) to achieve the expected factor of 3 increase.

We found a significant time-dependent background in the NaI detector that we attribute to the capture of thermal neutrons, which flood the room when the beam is on. Neutrons capture on 127I to produce 128I, which beta decays with a time constant of 2160 s and $\beta$ endpoint energy of 2.1 MeV. This background can be reduced by adding a layer of borated polyethylene outside of the lead shield surrounding the vanadium detector assembly. In the beta detectors, one source of background is due to fast particles (cosmic rays and high energy Compton electrons) creating Cherenkov light in the light guides.

We have designed improved shielding and an improved light guide system for the Vanadium decay detector. These are presently being constructed and tested in the next LANSCE running period (beginning October 2014).

In addition to these items we have had a paper accepted for publication in Physical Review C, a paper on UCN gas scattering is in draft form, and multiple abstracts will be submitted on this work to the October APS meeting.

Future Work

In the second year of this project we will test improvements made based on the work of the first year. The improvements which will be tested and characterized are:

- A new trap door system to allow improved loading of ultra cold neutrons (UCN) into the trap.
- An improved system for detecting the decay products from the 52V created when UCNs are captured. This will improved the efficiency of our system to measure the number of neutrons left in the trap after various storage times.
- We will install a new vacuum jacket that will contain our V dagger while the decay products are being counted. This will allow us to put an improved package of neutron shielding around the detector system to reduce backgrounds.
- Improved measurement of the lifetime of UCNs in various residual gases that could impact our lifetime measurements - this will allow us to determine the vacuum required in a sub-1second measurement of the lifetime.

Conclusion

The overall goal of the project will be to characterize all systematic uncertainties involved in using this system to make a measurement of the neutron lifetime at the level of 1 second. A new measurement at the 1-second level will lower the uncertainty of the PDG evaluation of the lifetime. The neutron lifetime is one of its basic properties. It is an important input to the standard model of cosmology and understanding primordial nucleosynthesis. Combining neutron lifetime with the other parameters of neutron decay can be used to construct sensitive tests of the standard model of particle physics.

Publications

Abstract
Nature accelerates particles to energies exceeding 10 Joules—nearly a billion times higher than terrestrial accelerators—yet we do not know the origin of these particles or the mechanisms that produce them. They are produced outside our galaxy and they arrive at Earth from random directions due to their electrical charge and the long distances traveled through magnetic fields between galaxies and within our galaxy. However, these particles produce TeV gamma rays within their sources and these gamma rays travel straight to Earth to provide the most direct information about the physical mechanisms in these accelerators. The known extragalactic TeV gamma-ray sources contain jets of plasma accelerated to relativistic velocities and many exhibit rapid variability.

We have combined and extended LANL’s observational, theoretical, and computational capabilities to study these extreme sources that test our understanding of high-energy particle and plasma physics in an environment irreproducible on Earth. The observational capabilities of the High Altitude Water Cherenkov (HAWC) gamma-ray observatory have been extended to lower energy gamma rays to better detect these extragalactic sources. This project funded photomultiplier tubes (PMTs) and a data acquisition system that was incorporated into the HAWC observatory. With these improvements, we have detected two extragalactic sources that show evidence of variability. The theoretical and computational capabilities at LANL have been expanded as well. We have developed a full suite of simulation tools from relativistic magnetohydrodynamics to particle-in-cell to multi-wavelength radiation modeling. These tools have been utilized to study the jet stability from black holes, acceleration of particles to TeV energies and their resultant radiation spectra. Such interconnected tools allowed us to place important constraints on the jet magnetic fields and polarization by comparisons between models and observations.

Background and Research Objectives
Observations of the intense TeV gamma-ray flares from Active Galactic Nuclei (AGN) have shown that relativistic astrophysical jets powered by supermassive black holes accelerate individual particles to extreme energies and they are the leading candidates for sources of the highest energy cosmic rays. Understanding cosmic accelerators is a major challenge in high-energy particle physics and plasma astrophysics, and TeV observations from AGN jets provide some of the strongest constraints. This is listed as one of the 11 key science questions in the National Academy of Sciences 2006 report “From Quarks to the Cosmos” and is further emphasized in the Astro2010 Decadal Survey in Astronomy and Astrophysics.

The HAWC gamma-ray observatory has a unique capability to study the highest energy gamma rays from astrophysical sources because of its wide field of view and continuous observations allowing over 2/3 of the sky to be observed each day. HAWC was constructed with DOE/SC HEP and NSF funding by a collaboration of LANL, 15 US universities, and 15 Mexican universities. This LDRD project extended the capabilities of HAWC to detect the lower energy gamma rays produced by AGN by adding 300 large, high quantum efficiency PMTs that were not in the project baseline. The improved sensitivity of HAWC allows more AGN to be detected as well as shorter duration flares from AGN. HAWC is now a premier observatory for studying particle acceleration, and first results have already shown the detection of two AGN by HAWC.

The extreme energies and time variabilities of TeV emissions highlight the need to understand the energy conversion mechanism from magnetic fields to highly relativistic particles. Macroscopic fluid models have shown that the process of magnetic reconnection can accelerate particles to high energies, as observed in the Sun and neutron star environment. This project enabled us to develop several first principle plasma astrophysics
Scientific Approach and Accomplishments

Prior to the construction of HAWC, the highest energy gamma rays from AGN could only be studied with pointed telescopes that observe one source at a time, and only worked on moonless clear nights, making it difficult to catch rare flares from AGN as well as search for more AGN. HAWC works 24/7, searching 2/3 of the sky each day for new AGN and flares from known AGN, detecting gamma rays via the particles that a gamma ray produces in the Earth’s atmosphere. HAWC is located at 13500’ above sea level near the Pico de Orizaba—Mexico’s tallest mountain, to catch the particles before they die away on the way to seal level. The particles register by producing the Cherenkov light in HAWC’s array of 300 close-packed water tanks. Figure 1 shows the HAWC observatory and the water tanks, each containing 50,000 gallons of water. A single gamma ray produces a shower of particles that impacts many tanks in the array all within a very short time interval. The time that each tank is hit is fit to a plane, which is perpendicular to the direction of the initial gamma ray.

With this LDRD project, HAWC’s sensitivity to detect lower energy gamma rays was increased. AGN spectra are dominated by lower energy gamma rays because the higher energy gamma rays are attenuated in distant extragalactic sources. However, lower energy gamma rays produce fewer particles in the atmosphere and therefore less Cherenkov light in the HAWC tanks. LD funding was used to increase the Cherenkov detection efficiency with the addition of more PMT detectors. As the energy threshold of HAWC was decreased, the rate of showers increased, and the increased data rate required a data acquisition system that continuously records 500 Mbytes/second. Finally, new analysis tools were also developed to search for transient sources and to improve the statistical tools to mine this large data set. Specific capabilities that were created with this LDRD project include:

- A multi-PMT testing facility was constructed. PMTs were tested and characterized for various parameters, such as relative photodetection efficiency, gain versus high voltage, and timing. A short-pulsed laser was used as well as a Cherenkov photon source. Each PMT was then assigned appropriate operating voltages and locations within the HAWC array.
- The HAWC data acquisition system was developed to record all Cherenkov photons detected by all PMTs. The data is then farmed to multiple computers for selecting time intervals containing showers of particles from even the lowest energy gamma rays. The system is also flexible enough to allow special triggers, such as those for slow moving particles like Q-balls. Peter Karn, a graduate student from University of California Irvine worked at LANL, developed such a Q-ball trigger upon which he based his Ph.D. thesis.
- Software analysis tools have been written to study gamma-ray signals from AGN. Special triggers for lower energy gamma rays have been investigated. Transient search algorithms that account for the time variable background have been implemented. And statistical likelihood based tests are being applied to HAWC data to mine the petabyte data set for evidence of gamma ray sources.

HAWC began collecting data in August 2013 with one third of the detector operating. The first results from approximately half a year of data collection are shown in Figure 2. Several previously known gamma-ray sources are significantly detected including two AGN. The rest of the HAWC detector is nearly complete and HAWC operations are planned for at least 5 years. The increased capabilities provided by this LDRD project have been integrated into the HAWC detector and will be operated with the rest of the detector with DOE and NSF funding and will result in more detections in the future.

On the theory and simulation front, we have made significant progress in developing a full suite of simulation tools that cover the relativistic magnetohydrodynamic (MHD) physics to relativistic particle acceleration via particle-in-cell (PIC) and the high energy radiation from these accelerated particles. Such a suite of simulation tools enable us to carry out first-principle studies of relativistic astrophysical jet formation, propagation, as well as the energy dissipation processes. In fact, some of these tools represent the state-of-the-art in the community and the interconnected nature of this tool suite makes this a unique capability of LANL in modeling these high-energy astrophysical systems. Specifically, we will discuss four areas that were enabled by the LDRD support:

We have performed extensive relativistic MHD simulations to study the jet propagation and stability, powered by the supermassive black holes [1]. We developed a relativistic MHD code that allows nonuniform grids. This enabled us to extend the simulation domain with a large dynamic range, which permitted us to study the jet evolution spanning a longer time and larger distances. We found that the
relativistic jet, albeit exhibiting current-driving instabilities, still stays quasi-coherent and is able to propagate to very large distances (e.g., more than 1000 times larger than the injection region). This is the first time that the magnetic tower model for astrophysical jets has been demonstrated in the relativistic limit and it shows that such jets do experience instabilities yet can maintain their integrity. This addresses a long-standing question in jet studies on why jets can travel to enormous distances without complete disruption. Such jet structures provide an important opportunity for us to compare the simulation results with jet observations.

Based on the relativistic MHD jet simulations, we investigated how the current driven instabilities will lead to the formation of intense current sheets. We find that the instability produces multi-scale fluctuations that nonlinearly interact with each other, causing magnetic energy to cascade to smaller scales. At small scales the magnetic structures are not random, instead, they form current sheets that possess characteristic shapes and length scales. This offers the opportunity to construct current sheet models that can connect the injection and dissipative scales. This is important in using the fluid scale simulations as inputs for kinetic scale simulations.

We have carried out extensive particle-in-cell simulations to study the relativistic reconnection to understand how magnetic fields are dissipated and how particles are accelerated. Some of these simulations rank as the largest-ever in this type of studies. One particular regime we investigated contains a magnetically dominated limit in which the magnetic energy density is > 1000 times larger than the rest mass energy density of the particles. We uncovered a new particle acceleration process associated with the magnetic reconnection, namely through a first-order Fermi process resulting from the curvature drift of particles in the direction of the electric fields induced by the relativistic outflows resulted from reconnection [2]. Figure 3 shows the current density distribution in three dimensions as the nonlinear outcome of the reconnection. One very interesting outcome of this process is the formation of power-law electron energy distribution, which has important applications to a broad range of high-energy astrophysical systems, such as jets and lobes from supermassive black holes, flares from neutron stars, and gamma-ray bursts. In fact, HAWC is ready to observe all of these sources.

With this sequence of simulation capabilities and results obtained, we have applied our tools to model a few high-energy astrophysical sources in terms of fitting their multi-wavelength spectra, time variability and polarization properties. We found that the polarization properties provide some of the most important constraints on understanding the magnetic field structure in jets. Using this field structure, we are performing fits to observed spectra from jets.

Impact on National Missions
Understanding cosmic accelerators is a major challenge in high-energy particle physics and plasma astrophysics, and gamma-ray observations provide some of the strongest constraints. The DOE Office of Science has funded both observational and theoretical scientists on this project at LANL to work in this area. The PI of this project was elected by the HAWC collaboration as the US spokesperson and DOE High Energy Physics (HEP) program supported her to do this science as well as be the Deputy Project Manager for the HAWC construction project and the Run Manager for the HAWC operations. HAWC was a DOE Major Item of Equipment (MIE) for DOE that resulted in a total of $3M of funding to LANL in FY2012 and FY2013. This work also increased LANL’s scientific capabilities in computational astrophysics and plasma physics, and contributed strongly to NNSA national security programs by utilizing the state of the art simulation tools and tests petascale computing codes that have major influences on the future of the ASC program.

In addition, this project attracted several young physicists to work at LANL. The observational effort involved three postdocs -- one of which is now a staff member in P-23 and is working on sub-critical nuclear experimentation, one is continuing to work on HAWC with DOE funding, and one is now working in private industry. The theoretical effort involved four postdocs and two graduate students. One postdoc is now a staff member in Naval Research Labs, one has a NASA postdoc fellowship, one continues to work with us and one is in private industry. Overall, we have published more than 20 papers in the refereed journals (with several more in preparation) and have given many invited talks at various conferences.

Figure 1. Photograph of the HAWC observatory that has been constructed over the last 3 years in Mexico. The site is at 13500’ elevation and the mountain behind is Pico de Orizaba, the tallest mountain in Mexico at 18500’.
Figure 2. HAWC’s first map of the TeV sky. The Crab Nebula is a bright known source that is over 10 standard deviations. The active galactic nuclei Mrk421 and Mrk501 are both significantly detected. Also, sources within the plane of the galaxy and towards the galactic center are being detected.

Figure 3. Three-dimensional VPIC simulation of reconnection in relativistic pair plasma with sigma=100. Shown is a volume rendering of the current density. It shows that both the collisionless tearing instability and the kink instability are operating in the reconnection region. Significant magnetic energy dissipation has been observed in this current layer and a large fraction of magnetic energy goes into accelerating particles to highly relativistic energies. This simulation employed 2048^3 cells with 1.4 trillion particles, and was performed using 131K cores of BlueWaters. (For further details, see Fan et al, PRL, 2014.)
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Abstract
Turbulent mixing in strongly compressible converging flows, with Thermonuclear (TN) energy release, is an extremely challenging physical problem. This project focuses on advancing our understanding of the interplay between mix and burn through a combined experimental and theoretical approach. We have coupled a theoretical and computational investigation using Los Alamos National Laboratory’s (LANL’s) state-of-the-art Besnard-Harlow-Rauenzahn (BHR) turbulence transport model [1] in the Advanced Simulation and Computing (ASC) Eulerian Applications Project (EAP) code suite with an experimental program utilizing the extreme conditions (converging flow with TN burn) available at the National Ignition Facility (NIF). We implemented a new physics based sub-grid model of TN burn in an ASC code, and have demonstrated the veracity of the EAP code suit for use in NIF implosion simulations. This has allowed us to validate the BHR turbulence model in a convergent geometry using experimental data collected at NIF and Omega using separated reactants. Indeed, this initiative has provided a new class of experimental data to advance our understanding of turbulence in these flows, including the first TN data to test the BHR turbulence model at small scales. Another major achievement is the development of a method to measure Reaction-In-Flight (RIF) neutrons at NIF using nuclear activation, allowing us to observe RIF signals at NIF. This measurement constitutes the first time RIF’s have been measured in an Inertial Confinement Fusion (ICF) environment. We have also developed prompt radiochemical assay systems that allow post-shot detection of 200 ms half-lives on NIF with yields as high as 1E17, and we are now involved in NIF relevant solid debris collection schemes in collaboration with Lawrence Livermore National Laboratory (LLNL).

Background and Research Objectives
The overarching goal of this project was to advance LANL’s ICF predictive modeling capability, and to provide TN burn data in a compressible, convergent, and turbulent environment for the shortest length scales practicable. The interaction between mix and TN burn is of fundamental physical interest, and it significantly affects the physics in systems from type 1a supernovae to nuclear weapons [2,3,4,5,6,7,8,9]. To accomplish our objectives, we followed three distinct, yet intimately coupled, efforts: (1) we developed a radiochemical procedure that exploits RIF neutrons to measure the Charged Particle (CP) stopping power in an ICF plasma, (2) we developed a state-of-the art computational sub-grid model of TN burn in a mixed ICF plasma within an ASC code, and (3) we took validation data from well-diagnosed mix and burn experiments at NIF and Omega.

The stopping power was probed by knock-on ions produced from TN reactions. These ions lose energy as they traverse the plasma, and this directly affects the number and energy spectrum of the produced RIF neutrons. For this analysis, it is important to note how RIF neutrons are created [10], as illustrated in Figure 1. First, a primary 14.1 MeV Deuterium-Tritium (D-T) neutron is produced; this high-energy neutron undergoes elastic scattering with D or T ions in the plasma, energetically up-scattering these ions to a range of energies from zero to more than 10 MeV. Finally, this energetic knock-on ion undergoes a D-T reaction with a thermal ion in the plasma, producing a continuous spectrum of RIF neutrons in the energy range 9.2-30 MeV. The knock-on fluence is inversely proportional to the CP stopping power of the ion [10,11], and therefore measuring the fluence will provide a determination of the stopping power, provided the proportionality constant is known. This constant can be determined by the integral of the knock-on fluence over the D-T cross-section weighted by the D-T ion density. Thus, measurements of RIF neutrons at NIF can be used to determine the stopping power in the capsule. In the case of cryogenic NIF capsules, RIF’s probe the strongly coupled and degenerate plasma regime, which represents stopping in previously, unexplored plasma...
conditions.

A set of well-defined turbulence mix experiments were designed and carried out at NIF [12,13,14]. At this facility, one can vary the shock loading conditions and fabricate capsules with interfacial characteristics intended to influence the growth of instability and hydrodynamic mixing. These experiments have been diagnosed using a combination of neutron and x-ray imaging [15,16,17,18,19,20,21,22,23,24, 25] and reaction history. The BHR model has a unique ability to predict chunkiness, and this NIF data provides unique BHR validation at appropriate scales and burn conditions. The ICF-relevant physics models contained within the EAP code suite allow us to calculate explicitly the impact of turbulent mixing on the observables we measured at NIF. All aspects of our project benefit from this intentionally tight coupling of theory, modeling, and experimental design.

By carefully controlling capsule design and drive conditions, the baseline NIF program focused on engineering TN burn in the absence of mix. In contrast, our focus was to characterize and quantify TN burn in the presence of mix. Hence, the goals of each experimental program were fundamentally different, resulting in dramatically different experimental designs. Our LDRD project simultaneously leveraged other NIF experimental activities, while supporting key LANL scientific personnel (G. Grim), stationed at LLNL; contributing his expertise in experimental design, fielding, and analysis of neutron imaging data, as well as neutron spectra from LANL’s neutron time-of-flight (nToF) diagnostic. In addition to already impacting the ASC ICF modeling capability, we expect the deliverables of this project will substantially impact NIF’s future baseline program, once their focus shifts to capsules containing turbulent mix.

Scientific Approach and Accomplishments

In FY12 we developed a 1-D ICF burn code, CPT-Implode [11], to study [26,27,28,29] the sensitivity to mix of radchem RIF neutrons. The standard Los Alamos High Foot ignition capsule involves a beryllium ablator, and we quantified how well the reaction $^{9}\text{Be}(n,p)^{9}\text{Li}$ could be used to determine the implosion velocity in a NIF capsule. The Doppler shift due to the velocity of the ablator has a large impact on the production of $^{9}\text{Li}$, and we found that the ratio $^{9}\text{Li}/^{28}\text{Al}$ closely scales with the implosion velocity. This is illustrated in Figure 2. This ratio also tracks directly with the fraction of the yield ($^{208}\text{Yb}$) that is produced before the ablator shell changes direction from an imploding to an exploding geometry. We then added a RIF neutron production package to the code, from which we found that RIF’s are only produced at a detectable level in cryogenic NIF ignition design capsules. On the experimental side, we started the low mode (large scale) diagnosis of mix via burn signatures, which included measuring $\Delta$Yield, $T_{ion}$, and burn imaging. We also implemented burn diagnostics (with some optimizations).

In conjunction with radchem analysis, in FY13 we developed and implemented a TN burn sub-grid model into the EAP suite of codes [30,31,32]. Sub-grid model development must capture unresolved variations in composition, density, pressure, and temperature within a single computational cell, along with degrees of material “mixedness.” Stirring leads to regions that are identifiable as parent material, while molecular mixing leads to intimate molecular or atomic contact between volumes of different species. The current mix model in the ASC code assumes that the molecular scales are directly and immediately tied to the large scales of turbulent motions. The sub-grid model uses an assumed “beta” Probability Distribution Function (PDF) where the coefficients are calculated from the first two moments of concentration obtained from the turbulence transport model. Thus far, this sub-grid model has been applied to a wide range of test cases with excellent results [33,34,35,36]. This model does not have unknown coefficients that require calibration from experiment, but instead uses the output from BHR as its own input.

A major success of this LDRD was the detection of RIF neutrons at NIF in FY13. The first positive RIF signals were seen in March of 2013 for NIF shot N130331 [37,20,21,23,24]. The measured signal corresponds to a RIF/total neutron ratio of 1.5x10^-4. These measurements represent the first observation of RIFs in any ICF system. RIF detection was achieved at NIF by measuring neutrons with energies above 15 MeV via neutron activation of thulium foils. The $(n,3n)$ reaction on natural thulium (169Tm) is a threshold reaction, requiring $E_n > 15$ MeV and producing 167Tm. The experiments were designed to search for the presence of 167Tm, which decays with a half-life of 9.25 days by electron capture to 167Er, with the emission of a 207.79 keV gamma ray 41% of the time. The primary experimental challenge for the 167Tm measurements was the huge background of gamma-rays produced in the activation of the foils by the much higher fluence of primary 14 MeV neutrons, in particular those from 168Tm (with a half life of 93.1 days). Thus, suppression of background gamma-rays was crucial in the experiments. To achieve this suppression, the activated foils were shipped to LANL, where two clover detectors were deployed to assay the 168 Tm and 167Tm activity in the foils. Figure 3 shows the measured 208 keV peak for NIF shot N140304. Here the measured ratio of 167Tm/168Tm was 1.69±0.24x10^-5. The 208 keV signals in all shots measured consistent with the half-life of 167Tm [37,20,21,23,24,11].

In the experimental component of FY13, we began looking
at higher mode (mid scale) mix diagnosis using RIF neutron burn signals. The experimental team measured RIF signals on all subsequent cryogenic NIF shots (FY13, FY14), while the theory team concentrated on analyzing these shots.

We also began looking at mix induced burn signatures (short scales). Experimental data from 12 MIXCAP [38] shots conducted during FY13-FY14 at NIF were analyzed and modeled, providing BHR model validation data. The MIXCAP platform uses an indirectly driven capsule where the nuclear reactants are separated between the capsule material and gas fill to allow for diagnosing the atomic mixing of shell material with the gas payload. The experimental data collected includes both X-ray and nuclear data, including neutron images for D+T and T+T fusion neutrons. We took the first TT and DT mix neutron images during these experiments. In addition to NIF based MIXCAP experiments, data from ten directly-driven MIXCAP implosions were collected at Omega. The Omega experiments were funded entirely by this project.

These data constrain CP stopping models in a Fermi degenerate plasma, with significant impact within the Weapons Program. The RIF production at peak burn, predicted from our simulations and from full 3-D HYDRA [39] runs, originates in the shocked cold fuel, with fewer than 10% produced in the hot spot. At peak capsule compression, the outer dense DT fuel is at a temperature of a fraction of a keV, and a density approaching 1026 cm−3. The cold fuel is degenerate, with the electron temperature being a factor of 3-5 below the Fermi temperature. We have analyzed all of the RIF data from all shots with positive signals, using full 3-D simulations, constrained by a broad range of experimental data. We carried out a second independent analysis of the RIFs using CPT-Implode. In both cases, we varied the stopping models and examined the change in the shape of the predicted RIF spectrum and its effect on the RIF ratio. These plasma conditions allow the differentiation of several stopping power models in the literature, as illustrated in Figure 4 [11,40,41,42].

To validate the sub-grid model, our experimental campaign goals for FY14 were: (1) conduct separated reactant experiments [43] at Omega; (2) measure RIF’s at NIF; (3) continue development of prompt radiochemical assay capability for NIF; (4) participate in NIF solid debris collection experiments [49]; and, (5) participate in LLNL lead NIF indirect drive separated reactant experiments [43]. To aid in the experimental data analysis, we developed a Monte Carlo package allowing us to simulate the response of scintillator telescopes to various beta-decaying elements produced at both experimental facility. This allows us to identify the elements produced as well as their abundance during shot days at the facilities. We have designed a novel 4-element prototype for Omega, fielded in FY13. Excellent progress on all five activities was accomplished in FY14. The capability to diagnose RIF neutrons at NIF represents an important milestone for this project, as the ability to disentangle CP stopping and mix requires two independent measures of the conditions of a partially degenerate plasma.

To facilitate our goal of establishing the technical basis for performing prompt radiochemical measurements at NIF, we have designed a new scintillator telescope for the measurement of fast decaying elements, as seen in Figure 5. This second detector was fielded at Omega, with different activation targets. These experiments enabled comparison of data with Geant4 [44] simulation results, enabling us to extract the relative composition of activated materials and an extraction of the background. These tests along with other improvements in the readout hardware have roughly doubled the acquisition speed, and currently we are working on improving this by an additional factor of 10. In parallel we are working on developing our own prototype of a digitizer, but have yet to perform the actual debris collection experiments.

Impact on National Missions
This project has advanced LANL’s state-of-the-art Eulerrian ASC ICF modeling capability [45,46,47,48,33], and developed new experimental diagnostics for NIF, directly addressing NNSA’s goal of fostering a scientific program at NIF of both broad scientific interest and specific utility to the weapons program. This project has spawned four follow-on FY15 programmatic mission-centric projects; namely, (1) the Bromine-doped High-Foot experiment on NIF, with a goal to measure knock-on deuteron reactions on Br [43,44], and develop a nToF RIF capability to determine the shape of the RIF neutron spectrum at NIF; (2) the LANL Marble Project [50], designed to study TN burn in the presence of mix between reactants and non-reactants using an ICF platform. Marble ICF capsules are filled with engineered foams, designed to produce a substantial yet controllable amount of mixing during the capsule implosion. By altering the foam geometry, it is possible to alter both the rate at which materials mix and the mix morphology (providing experimental data to identify dominant physical processes that effect mix in TN burn). Under Marble, many of the capabilities developed in this DR will continue to mature and impact the direction of the LANL High Energy Density physics program. The RIF diagnostics and the sub-grid burn modeling, have already positively impacted LANL’s programs, resulting in fundamental changes in ICF modeling; and, (3) support to the LLNL Based Clover Detector Project, where LANL will design and construct a new 4-PI clover geometry High Purity Germanium detector with a NaI Compton suppression shield for use in measuring
short half-lived radio-isotopes produced in NIF implosions. This new detector will extend the RIF neutron measurement capability at NIF, as well as open up reaction channels that produce half-lives as short as 1-2 hours, and (4) in collaboration with the University of California (UC), Lawrence Berkeley Laboratory (LBL), and LLNL, another follow-on project is the creation of a new UC Office of President (UCOP) Project on Fundamental and Applied High Energy Science at NIF.

To jump-start a new UC Center for High Energy Density Science, focused on fundamental plasma physics experiments at NIF, UC granted our collaboration $250K for workshops and student support. A longer-term $2.5M proposal has been submitted to UC for this new center.

Figure 1. The three consecutive steps involved in RIF production.

Figure 2. The sensitivity of the 9Be(n,p)9Li reaction yield to the implosion velocity. The 28Al is produced via the (n,p) reaction on 28Si dopant in the ablator. The 9Li/28Al ratio tracks with the fraction of the yield produced before the ablator turns around.

Figure 3. The 208 keV peak from the decay of 167Tm for the shot N140304. The corresponding measured ratio of 167Tm/168Tm was 1.69±0.2x10−5.

Figure 4. The knock-on deuteron fluence for different stopping models.

Figure 5. Scintillator telescope for the measurement of fast decaying elements.
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Abstract

The SPIDER (SPectrometer for Ion DEtermination in fission Research) detector system has been built to enable the accurate measurement of the fission fragments yields for any available material and energy of interest. To date, measurements of the fragment yields are one of the most sparse data sets in nuclear science. Yet the need for these is high. The new system is capable of efficiently measuring individual fragments just nanoseconds after the fission event. When combined with the target fabrication capabilities of the radiochemistry facilities at LANL and the neutron sources available at the Los Alamos Neutron Science Center (LANSCE), this will enable NNSA programs to make a wide range of new measurements.

While measurements are necessary, they rarely capture every aspect of a process and theory is needed to fill in the gaps. The SPIDER project has also delivered new theoretical models to describe the fission event. These theories hold the promise to help extend the usefulness of these new measurements and provide fundamental insights into the fission process. Applying improved fission fragment yield data requires a deeper understanding of the fission process.

Fission fragment yield data are essential to our interpretation of the fission process. They allow us to assess the performance of our historic US nuclear tests and provide forensics insights into foreign tests or emergency response events. Better understanding of the fission process will allow us to more efficiently develop and use the next generation of detection systems needed in non-proliferation and global security missions. Advanced measurements and theory will also deepen our understanding of the fission process, adding to our store of fundamental knowledge and enabling breakthrough science in the future.

Background and Research Objectives

Starting in the 1890s, physicists began to recognize atomic radiations – x-rays – and nuclear radiations – alpha, beta, gamma rays – and to use these to probe the structure of the atom. In 1909, Hans Geiger and Ernest Marsden working under the direction of Ernest Rutherford proved the atom had an infinitesimally small, charged nucleus at its center by scattering an alpha particle off a thin gold foil. Regarding this experiment, Rutherford is often quoted, “It was quite the most incredible event that has ever happened to me in my life. It was almost as incredible as if you fired a 15-inch shell at a piece of tissue paper and it came back and hit you.” This was followed in 1911 with Neils Bohr’s quantification of the electron states and the modern form of the atom was complete.

It took two more decades to discover the neutron – James Chadwick in 1932 – and firmly establish the field of nuclear physics. The modern nucleus consists of tightly bound protons and neutrons – together known as nucleons – forming the core of an atom. This was the heyday of nuclear physics as scientists raced to discover the next element or breakthrough understanding of fundamental properties. However, just as with the erroneous concept of the ‘plum pudding’ atom, common wisdom held that small numbers of nucleons might be ‘chipped off’ the nucleus or even added, but the concept of splitting the nucleus – fission – was ridiculed.

Fission is different. The nucleus of heavy elements – e.g. uranium-235 with 92 protons and 143 neutrons – is unstable and with only a moderate push can be made to start a suite of oscillations that end with the nucleus cleaved in two (Figure 1). Lisa Meitner and Otto Frisch were the first to recognize this process (1937) for what it was and apply the term fission (adapted from the biological process). Where other reactions involve a clearly identified incident particle and target resulting in specific nuclear particle emissions and residual nucleus, fission
splits the nucleus in random ways that in any given event may result in two of more than one thousand possible fission fragment combinations.

It was quickly realized that fission released an enormous quantity of energy. Compared to common chemical reactions, e.g. explosives, fission releases more than ~20-200 million times more energy. Even compared to other nuclear reactions, fission releases ~10-100 times more energy. The potential use of this process as an energy source for commercial or military endeavors was recognized and so began the era of nuclear weapons and nuclear energy.

Despite more than seven decades of study, our theoretical understanding of fission is still primitive. There are many phenomenological models and even some first principles models, but the assumptions that must be made to make these models tractable are questionable. Experimental measurements are required to provide guidance in their development and validation of their use.

Measuring the fission fragment distributions is among the most challenging nuclear physics experiments. The distribution is sensitive to the nuclei undergoing fission – distributions must be measured for each nucleus of interest – and to the energy of the particle causing fission – measurements of each energy are necessary. The existing data cover a very limited set of nuclei and energies.

Our project, Advancing The Fundamental Understanding of Fission, aims to improve both measurement and theory capabilities. First, build a detector system that is capable of measuring any target of interest at key energies of interest. Second, challenge theoretical model development with such experimental data.

**Scientific Approach and Accomplishments**

There are three techniques in use to measure fission fragment distributions. In the jargon of the experimental community, these are the activation, ‘2E’ and ‘2E-2V’ techniques. Of these, the 2E-2V technique used in the current approach is the most difficult to instrument but offers potentially the best accuracy and the capability to measure any target or energy of interest. In keeping with the challenge for LDRD to provide revolutionary breakthroughs, the SPIDER detector system has the potential to measure more data with higher accuracy than ever before.

To understand these three techniques, it is necessary to examine the process of fission. In sequence, an excited nucleus undergoes oscillations that lead to fission into two primary fragments. Because of their charged state, they accelerate away from each other at high velocities quickly transferring this intense kinetic energy to the surrounding matter. Prompt neutron and gamma-ray emissions are then emitted leaving so-called secondary fission fragments. Finally, these radioactive fragments emit delayed neutrons, gammas and betas. This last step takes milliseconds to days where the previous steps happen in less than a nanosecond.

The first measurements of fission made by Hahn and Straussmann, and the bulk of such measurements since, were activation measurements. A sample is irradiated causing fissions and the fission products are subsequently measured via radiochemical or mass spectrometer methods. These measurements can be made with exceptional precision. However, only a limited number of the fission products are measured in such experiments and these measurements are only able to examine the last step of fission product decay.

The challenge is to measure the fission fragments just after they separate. While we cannot quite see that point, the 2E and 2E-2V methods measure the kinetic energy – 2E – and velocity – 2V – of the fragments just after prompt particle emission. These techniques use the relationship between the mass, velocity and energy of the fragments (Einstein’s famous energy equals one-half mass times velocity squared) to infer the mass. The 2E method has to assume a velocity but bounding techniques allow this to be done with 4-6 mass unit resolution. The 2E-2V method can reach one mass unit resolution and is the measurement technology pursued here.

This project has delivered a two-arm 2E-2V system known as the SPIDER detector (Figure 2). The target material is held at the center of the vacuum chamber. Neutrons enter through a thin window and interact to cause a fission. The fission fragments are emitted back-to-back and each passes through two pick-off detectors that measure start and stop times as it traverses a known distance; this gives the velocity. The fragment then passes into an ionization chamber that measure its kinetic energy. The challenge of measuring the velocity is that it requires the fragments to pass through thin foils for each pick-off detector and the window to the ionization chamber. A correction must be made for the kinetic energy lost to each foil. To achieve one mass unit resolution the foils must be kept exceptionally thin. In addition, a reasonable (~meter) flight path is necessary to accurately measure the velocity. Highly accurate pick-off detectors tend to have small surface area, meaning that the overall detection efficiency tends to be very low (less than 1 in 1000).

SPIDER is one of a handful of 2E-2V systems ever to be fielded and has made significant breakthroughs in windows and total efficiency. Thin carbon foils (so thin one
can see through them) are used in the timing detectors. And the detectors themselves are a factor of 35 larger than any previously fielded increasing the overall efficiency by more than a factor of 10. Lastly, our team fielded the first successful use of silicon-nitride windows for the ionization chamber. These windows are only 200 nanometers thick and yet separate the low-pressure (1/5 atmospheric) ionization chamber gas from the vacuum chamber. With these breakthroughs the detector has demonstrated measurements of californium-252 fission fragments with order one mass unit resolution.

While measurements are necessary, they rarely capture every aspect of a process and theory is needed to fill in the gaps. The SPIDER project has also delivered new theoretical models. The first of these is a fitting tool that allows extrapolation of distributions across the full range of fragments and energies. This tool is essential to help fill in the gaps from limited measurements to provide the full range of data necessary for applications work, e.g. interpreting weapons yield. Using this tool, for example, measurements of distributions at thermal incident neutron energies – which can be done more quickly – can be extrapolated to infer their energy dependence. Obviously, the more data used in the fit, the more precise the final dataset.

Data fitting does not necessarily expose the underlying physics, thus an advanced modeling capability has been created to track the evolution of the nucleus through its oscillations to the point of fission. As shown in Figure 3, each possible shape of the nucleus has a potential energy associated with it. Given an initial excitation, a new capability has been developed to use Monte Carlo simulations to track the nucleus as it traverses this energy landscape to its eventual split into fragments. The stochastic fluctuations in this process are responsible for the diverse set of fission fragments (~1000) that may occur. This advanced modeling has helped us gain new insights into the nuclear temperature associated with the fission process, the final movements of nuclei between the fragments as the neck snaps, and other fundamental properties of the nucleus at the time of fission.

Impact on National Missions

Fission is the fundamental driving force in nuclear weapons and nuclear energy. Our understanding of this basic process has impacts on national strategy for deterrence enabled by stockpile stewardship; climate and energy policy by nuclear energy; and, global security through non-proliferation. Improving our understanding of fission has an extensive impact, in both expected and sometimes unanticipated ways.

Our ability to diagnose the yield of our own historic nuclear tests is only as accurate as the fission fragment distributions on which these activities rely. As we develop improved nuclear weapons simulation capabilities, the ultimate accuracy – and thus predictive capability – of these codes is inherently limited by the quality of the experimental data, from analysis of our nuclear test archives, by which they are validated. Of the experimental quantities of interest, quantifying the total number of fissions – and thus the energy, or yield, produced – requires detailed, accurate fission fragment distributions. The total number of fissions is determined by measuring the fission fragments produced and using their yields to then infer the number of fissions. As the raw measurement data are still available, any improvement in our understanding of fission fragment distributions improves the accuracy of data we infer from these historic archives and can then enhance our predictive capabilities. Our ability to predict nuclear weapons performance underpins our ability to certify the safety and efficacy of our nuclear stockpile as it ages or is refurbished.

In the event of a nuclear explosion, part of our national emergency response is the capability to provide forensic analysis of the device. A cornerstone of counter-proliferation is the deterrence provided by the extent to which others believe we can ultimately attribute their actions. Because the mix of fragments is dependent on the nucleus that fissioned, they play a key role in determining the original material used in the device. Their sensitivity to energy also helps determine the device performance. However, the extent to which they inform the forensics process is again ultimately limited by the accuracy of the underlying fundamental data.

Monitoring activities as part of non-proliferation requires both invasive and remote sensing techniques. The use of fission fragment data to interpret results using invasive techniques has overlap with their use in weapons analysis and improved data accuracy has similar implications. Here it is remote sensing of gamma and neutron emissions that truly benefits. Current practice requires potential signatures to be measured experimentally in a time consuming and expensive process. Better understanding of the fission fragments offers a breakthrough allowing these signatures to be predicted. With accurate fission fragment distributions, simulations can track the event-by-event emission of neutrons and gammas during the fission process and the subsequent radioactive decay of the fission products. This is a wealth of new data that may be mined – using simulations that are relatively inexpensive – to search for new potential signatures.

Understanding fission is critical to optimizing the nuclear fuel cycle. Like the yield of a weapon, fission products are used to infer the burnup of nuclear fuel. As the industry
works to optimize fuel cycles with higher burnup – and thus more efficient – fuels, more accurate fundamental data is needed to better predict safety and performance expectations. The creation of fission product poisons, and their subsequent destruction, affects the timing and patterns for fuel loading. The creation of hydrogen and helium from subsequent nuclear interactions with the fragments affects the material safety. There are many inadequacies in our current understanding of fission products that we have been able to bootstrap solutions for the current assortment of reactors. Advanced reactor design and alternate, particularly accelerator, nuclear waste transmutation concepts require more accurate fundamental data to reduce their development cost and time.

The splitting of the atom captured the imagination almost eight decades ago. Despite intense study during that time, we are far from a basic science understanding of the fission process. Detailed measurements of the fission fragments for suites of materials and a wide range of energy provide data that challenges nuclear theory. In addition to the many practical benefits that new measurements using this detector will provide, there will also be the intangible, and often unexpected, benefits that occur when we advance our fundamental understanding of how the world works.

Figure 1. The concept of nuclear fission as first described by Lise Meitner and Otto Frisch in 1937.

Figure 2. The SPIDER detector system including (left to right) an ionization chamber, two timing pick-off detectors, the fission target mounting and a mirror image second arm to allow simultaneous measurement of both fission fragments.

Figure 3. The potential energy landscape traversed as a nucleus deforms from its ground state to fission.
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Abstract
The laws of physics largely obey symmetry between particles and anti-particles. On the other hand, there is a large, observed matter-anti-matter asymmetry in the universe (thus the existence of our species). One of the principal focuses of elementary particle physics is to test the laws of physics to find places where they do not obey particle-anti-particle symmetry (called charge-parity [CP] symmetry). Currently, a process called leptogenesis is the most promising idea to explain the matter-anti-matter asymmetry of the universe. The United States particle physics program is searching for CP violation among particles called leptons and is developing a neutrino oscillation program for these studies. Neutrinos, a type of lepton, have the lowest cross-sections of any known particles in the universe and thus present many challenges in their study. The focus of the work described in this report has been to enhance the physics reach of the U.S. long-baseline neutrino program through a robust program of theoretical calculations, detector simulations, particle physics measurements and detector development. The theoretical program improved our understanding of neutrino nucleus cross-sections in an energy regime critical for the success of the neutrino oscillation program, advanced studies of neutrino non-standard interactions and produced detailed studies of how neutrino spectra from supernova bursts differ depending on the ordering of the neutrino masses. The simulation program explored neutrino energy reconstruction and identified, for the first time, the importance of accounting for outgoing neutrons. The team led measurements at the NA-61 experiment to develop methodologies for determining the absolute neutrino fluxes produced in the U.S. program. Finally, the detector development effort created a liquid argon time-projection chamber.

Background and Research Objectives
The matter-anti-matter asymmetry of the universe is one of the key scientific issues of our day [1]. The United States has embarked on a program to understand the origin of this asymmetry and it is one of the major fields of study for the U.S. particle physics program [2]. A key component of the approach is to search for regimes in the laws of physics where the symmetry between particles and anti-particles is broken, that is, the violation of charge-parity (CP) symmetry. If the laws of physics were completely CP symmetric, matter and anti-matter would have been made in the same quantities during the big bang, evolved symmetrically and subsequently completely annihilated with each other leaving no matter behind. The fact of our existence implies that CP must be violated. Currently, the most promising theory explaining the matter-anti-matter asymmetry is leptogenesis. This makes searching for CP violation amongst leptons a top priority. The most straightforward way to do this is to make precision measurements of neutrino oscillation phenomena.

The U.S. long-baseline neutrino (LBN) program is under development. The plan includes an intense neutrino source at the Fermi National Accelerator Laboratory (FNAL), a highly capable set of near detector systems at FNAL, and a massive liquid argon time-projection chamber (TPC) deployed underground at the Sanford Underground Research Facility (SURF) located in the former Homestake gold mine in western South Dakota. The intense neutrino source can be configured to make predominantly muon neutrinos or muon anti-neutrinos. The conversion rates from muon neutrinos to electron neutrinos, and separately muon anti-neutrinos to electron anti-neutrinos, after they propagate the 1300 kilometers from FNAL to SURF will be determined as a function of (anti) neutrino energy. These conversion probabilities will be compared to determine if and by how much neutrinos and anti-neutrinos behave differently.

Since the neutrino beam consists of a very broad energy spectrum, it is crucial to have a detailed understand-
Neutrino cross-sections on complex nuclei in the energy regime where the LBN program will operate are highly uncertain. Previous calculations of one of the significant interaction channels, called quasi-elastic scattering, treat the nucleus as a non-interacting collection of nucleons. Project team members had developed methodologies to properly account for two-body correlations in the nucleus and calculated electron scattering cross-sections on three and four-nucleon systems. In this project, the work was extended to treat neutrinos, treat higher incoming lepton energies, and treat larger nuclei.

Non-standard interactions (NSI) involve the possibility of more complicated interactions between neutrinos and the matter it passes through between the place where they are produced and where they are detected. Such effects can be large due to their magnification by quantum interference. Even NSIs that are 5-10 times smaller than the standard weak mixing potential can have a large effect on the muon to electron neutrino conversion probability at baselines of 800 km or more. The team studied the impact of these NSI on the oscillation probabilities of several long-baseline neutrino experiments.

Another key aspect of the project was the detailed study of neutrinos in the supernova environment. The dynamics of neutrino flavor oscillations in a supernova is rich and complex and proceeds under physical conditions that cannot be reproduced in the laboratory. In particular, the density of neutrinos is so high that the flavor states on different trajectories become coupled. The system thus evolves collectively, exhibiting many-body effects that are not apparent in the single-particle Hamiltonian. The efforts to model this phenomenon, both analytically and numerically, with supercomputers, have been underway for the last ten years. A rich set of behaviors has been uncovered. The team in this project explored these behaviors.

Finally, the team constructed a liquid argon time-projection chamber to develop the technical expertise required to assure systematic uncertainties remain under control for LBN. The detector is one of the few ever constructed in the United States [5].

Scientific Approach and Accomplishments

Neutrino physics is a challenging endeavor. Neutrino beams are made in complex dynamical systems. Since they are not charged, one cannot manipulate the neutrino beam the way one can manipulate charged particle beams, for example selecting particle momenta with magnetic fields. One must have accurate ways to predict and measure the flux in order to understand it. A crucial approach is with hadro-production experiments, as discussed above. In order to attain high-precision results – 1% measurements on the production of charged mesons – one must go beyond past experiments in several significant ways. The team organized a larger group of researchers from several universities and laboratories across the U.S. to take ad-
vantage of a running experiment called NA-61. The NA-61 experiment is predominantly focused on the study of the collisions of heavy ions. As such, the original experimental team developed exquisite tracking devices capable of making high-precision measurements of events with hundreds of charged-particle tracks. The DR team realized this same apparatus could be employed to make hadro-production measurements with unprecedented precision since the important interactions have much lower multiplicity than heavy ion collisions. Initial data were taken in the summer of 2012. The data have led to hadro-production results at the targeted precision for a small portion of the important phase space. This led to the development of a multi-year, hadro-production program using the NA-61 apparatus that is now supported by the Department of Energy’s (DOE) Office of High Energy Physics (OHEP) [6].

The DR team advanced the state of understanding of quasi-elastic electron and neutrino scattering from nuclei. First, we investigated neutrino scattering from the deuteron [7]. Two-nucleon correlations and currents do not play a large role here because of the weak binding of the deuteron. However, we extended previous calculations to higher neutrino energy, and compared neutrino and anti-neutrino cross-sections. Our calculations included all the relevant two-nucleon processes that are important in larger nuclei. For the deuteron, all the final states can be calculated explicitly; hence it provides a very strong check on the Monte Carlo calculations that we perform for larger nuclei. The deuteron could potentially be a useful experimental target because of its relative simplicity; in particular it could serve to check the normalization of the neutrino flux in experiments.

We then calculated electron scattering in Carbon-12 [8]. This had become possible with the much larger computational resources available compared to ten years ago. We found that the previous results found in Helium, that the transverse response is enhanced by approximately 50%. The source of these enhancements is exactly the same as for Helium, showing that these correlations and currents significantly affect the cross-sections for all nuclei. This is not surprising, since the momentum transfers are of the order of the inverse spacing between nucleons, and all nuclei have the same density. However it is important to have this confirmation of the enhancement that was seen experimentally was due to the same physics arising in very light nuclei.

Subsequently we calculated the sum rules for the five response functions relevant to neutrino and anti-neutrino scattering. In addition to the longitudinal (charge) and transverse (current) scattering, 3 other responses including the axial response and vector-axial interference terms are important. The sum rules involve integration of the response over all energy. Using the same models of electroweak currents we used for the deuteron we calculated the electroweak sum rules, finding substantial corrections to all the response functions except the longitudinal charge response. This may have an important impact on present and future neutrino experiments [9].

The team has studied the sensitivity of LBNE and other long-baseline neutrino oscillation experiments to non-standard interactions (NSI). Importantly, the NSIs bring in additional CP-violating phases. The question then arises whether the “standard” and the “novel” CP phases could be confused. This is indeed so at NovA, a precursor experiment to LBNE, as can be explicitly seen in Figure 1 which shows neutrino and antineutrino survival probabilities with only the vacuum induced oscillations (two rings) and with the addition of new interactions (filled regions). The blue color corresponds to the normal mass hierarchy, while the red one is for the inverted hierarchy. Notice that the same probabilities for both neutrinos and antineutrinos at NovA could be obtained with very different CP-violating phases. Combining measurements at different energies and baselines should resolve these degeneracies [10]. This is further motivation for the LBN program to be carried out at 1300km.

The team simulated the impact of neutrons – especially what happens if they are missed – on neutrino energy reconstruction (Figure 2). Figure 3 shows the impact is different for neutrinos and anti-neutrinos – a serious issue for an experiment searching for CP violation. The DR team built a large national collaboration and developed a physics program using the liquid argon TPC that has been built. The program has strong HEP support and will take advantage of unique LANL facilities.

Finally, the team has made detailed studies of supernova neutrinos. One of the many interesting behaviors discovered by the team is that neutrinos scattering above the neutrinosphere, despite being a relatively small fraction of all emitted neutrinos, could nonetheless have profound impact on collective flavor transformations at the early stages of the explosion. The team calculated the first ever explicit and self-consistent computation of the effect of such scattered neutrino “halo” on the overall flavor evolution [11]. Of note, during the neutronization burst stage, the distributions of the scattering matter are spherically symmetric, making explicit numerical calculations possible. The results demonstrate that the presence of the scattering Halo indeed modifies the collective evolution of the neutrino flavor states and impact the spectra observable on Earth.
Most recently, the team investigated the role of background matter in triggering of collective oscillations. The standard lore in the field had been for many years the background matter potential was unimportant for the evolution and could be "rotated away". Numerical calculations in several regimes seemed to support this view. As shown in [12], however, a dramatic violation of this Matter-Does-Not-Matter hypothesis exists. In environments with an accretion disk, a resonant level-crossing between the matter and neutrino self-interaction potentials is possible. This level-crossing can result in nearly complete flavor transformation of electron neutrinos, while electron antineutrinos are returned to the initial state.

Finally, the team provided neutrino spectra to LBNE (Figure 4).

**Impact on National Missions**

The work in this DR project has had a significant impact on the flagship experiment of DOE’s OHEP. The work on hadro-production will lead to significant constraints on the calculated neutrino flux and spectra for the LBN program. It has brought a new experimental effort to LANL’s neutrino physicists and new visibility for LANL at OHEP. The neutrino cross-section work has brought about the possibility of OHEP support directly or via Fermilab to develop it further. The NSI and supernova work has high visibility in HEP. The supernova work, in particular, is synergistic with other laboratory programs. Finally, a vigorous multi-institutional collaboration and physics program has developed around the liquid argon TPC. The program has strong support from the LBN program and HEP. It provides a crucial venue for LANL physicists – especially postdoctoral scholars to develop hands-on experience with the detector technology on which the HEP community is banking. Work like this, which involves detection at the extremes, builds capability for nuclear sensing in applied missions like stockpile stewardship and nuclear nonproliferation.

![Neutrino and antineutrino survival probabilities with only the vacuum induced oscillations (two rings) and with the addition of new interactions (filled regions). The blue color corresponds to the normal mass hierarchy, while the red one is for the inverted hierarchy.](image1)

**Figure 1.** Neutrino and antineutrino survival probabilities with only the vacuum induced oscillations (two rings) and with the addition of new interactions (filled regions). The blue color corresponds to the normal mass hierarchy, while the red one is for the inverted hierarchy.

![The blue curve represents the true neutrino energy for neutrinos from the NuMI beamline (similar to LBNE). The red curve shows how the neutrino energy would be reconstructed if the neutrons are missed.](image2)

**Figure 2.** The blue curve represents the true neutrino energy for neutrinos from the NuMI beamline (similar to LBNE). The red curve shows how the neutrino energy would be reconstructed if the neutrons are missed.
Figure 3. The red curve shows the energy lost for antineutrino events in the LBNE beam if no neutrons are reconstructed. The blue shows the same for neutrinos. The fact that there is a difference between these two distributions indicated if the problem is not under control, the interpretation might be a false positive for CP violation.

Figure 4. The neutrino energy distribution as would be measured in the LBNE underground far detector. The spectra were provided by the DR team.
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Abstract
A central mission of the Stockpile Stewardship Program is to predict, detect, and evaluate potential problems of the nation’s aging and changing stockpile. An issue of serious concern is whether defects in aging plutonium indirectly and adversely affect neutron multiplicity in fissioning systems. There are equally important applications to re-use, safety/surety and certification efforts. The Neutron Diagnosed Subcritical Experiment (NDSE) will quantify the neutron multiplication that is the fundamental mechanism that generates energy in nuclear weapons. To enable this experiment, we must develop novel gamma-ray detector technology to meet the requirements of the multiplication measurement. This technology includes new materials to achieve a signal with large dynamic range and ultrafast few-ns scale time response. We must also develop a robust pulsed neutron source based on Dense Plasma Focus (DPF) technology. The experimental development and theoretical analysis of the DPF system lie at the forefront of plasma physics.

In FY14, we carried out a feasibility study of the detector system. Two detector measurement laboratories were built for measurement of novel scintillator and Cerenkov detectors. Promising candidates were chosen; initial results were reported [1].

Background and Research Objectives
In the LDRD DR proposal we described a method to develop a precision measurement technique that enables determination of nuclear reactivity in a subcritical system comparable to the accuracy obtained in nuclear testing. Our goal is to enable the measurement of neutron multiplication in subcritical plutonium. The design of the package, including the high explosive system, is focused on obtaining the conditions and sensitivity required for the realistic evaluation of the impacts of aging plutonium on nuclear reactivity in stockpile systems (see the full LDRD DR proposal and classified addendum for details and other applications). Fission would be induced in the plutonium using a DPF (Dense Plasma Focus) neutron source at the NNSS (Nevada National Security Site) which provides a narrow pulse of DT 14 MeV neutrons. The main observable determining prompt multiplication is the time history of the emitted prompt fission gamma-rays. This is the traditional Reaction History alpha measurement (equal to the log-derivative of the gamma signal). The magnitude and timing of the multiplication are extremely sensitive functions of the compression of the fissioning material. Our studies suggest that this needs to be determined to within < 1%. To attain this level of accuracy requires new measurement techniques.

The top level issues are: (1) Are there enough gammas to measure $\alpha$ with a statistical uncertainty of <1%? (2) Can the gammas be recorded with sufficiently low noise and large bandwidth to preserve the information on $\alpha$? (3) Can the data be analyzed to extract the value of $\alpha$ with a statistical uncertainty of <1%? (4) What are the sources of uncertainty and how can they be mitigated? Our proposal is to apply techniques from recent nuclear and particle physics experiments such as NPDGamma [2] to reduce the background noise: a current-mode data acquisition system can achieve noise close to the counting statistics. This will require a study of transient digitizer bit noise, scintillator decay time, possible use of Cerenkov detectors with no afterglow, cosmic ray background signal, scatter background reduction, and linearity and noise of the photodetectors.

Scientific Approach and Accomplishments
In FY14 we researched gamma detectors and performed a scoping study. We have used this to build two new detector laboratories where we have tested the response of PhotoMultiplier Tubes (PMT), PhotoDiodes (PD), and the gamma response of over ten scintillator and Cerenkov media. We have shown that if a detector system records > 1 photoelectron/incoming fission gamma, the minimum counting statistics uncertainty is met. We find that the system needs to have ultra fast time resolu-
tion and large dynamic range in current mode. Ideally, we would have no detector medium ‘afterglow’; the photodetectors need to be linear over several orders of magnitude; the recording system must be capable of measuring over several orders of magnitude.

The advantages of a medium with fast time decay and no ‘afterglow’ led us to seriously consider Cerenkov detectors. We expect the average energy of leakage fission gammas to be ~1 MeV - since the Cerenkov effect creates light only for relativistic electrons, it has a natural threshold with no response to gammas of energy ~<0.5 MeV thus filtering out unwanted low energy background signal. It is also less sensitive to neutrons (as compared with scintillators) making it an attractive candidate for future possible detectors that may be required closer to the package. Our studies indicate, however, that Cerenkov results in only a few photoelectrons per 1 MeV gamma. Implementation of this type of detector may be challenging as we would need to collect every photon in order to derive sufficient signal for a measurement. At this time the preferred medium is the Liquid A scintillator, but more development is required.

From our preliminary investigations it remains unclear as to how well PMTs will function in this type of measurement and warrants further investigation. Work performed with our collaborators at National Security Technologies (NSTec) indicates that two detectors have the potential to fulfill our specifications: a 2” diameter mesh PMT, and a 5” diameter photodiode with custom electronic amplification. Studies of the tube performance were initiated using the Dense Plasma Focus neutron source. Should no photodetectors span the dynamic range required, we could utilize two detectors to separately cover high and low gain portions of the signal. In addition, the team has developed a calculational tool to compare the relative performance of scintillators vs. Cerenkov: the larger scintillator signal with appropriate deconvolution of the afterglow compares favorably with the Cerenkov signal which inherently has higher noise due to fewer gammas.

As a result of this LDRD study, we now have a path forward on a method for building a gamma detector system for measuring k_eff to <0.5%.

Impact on National Missions
This LDRD project will establish the technical feasibility of a future program in dynamic NDSE. Such a program would provide the first modern quantitative understanding of the neutronic properties of Pu at high pressures and, thus, provide experimental validation of weapons models. It would likely lead to a broader k_eff program at the Nevada National Security Site (NNSS, formerly NTS) to assess the useful lifetime of long-term-stored weapons Pu and other applications (see Classified Addendum). It has important applications in the Global Security, Nuclear Engineering, and Non-proliferation arenas.
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Introduction
The Particle-In-Cell (PIC) method is a fully kinetic ab-initio method widely used in plasma and particle beam modeling. Although the standard PIC method with the second order accurate numerical algorithm is well suited for the study of beam and plasma dynamics at low speed, its application to relativistic phenomena is severely limited. The major limitations come from the dispersive and anisotropic propagation properties of the electromagnetic (EM) wave on the grid, the numerical instability associated with the unphysical Cherenkov radiation, the inaccuracy in the relativistic particle kinematics and the undesirable noise from under-resolved dynamics. In this work we will develop, validate and apply a new computational framework so as to be able to compute and understand cutting-edge problems involving highly relativistic charged particles. Our approach is to address the deficiencies of the standard PIC method and include enhancements with carefully designed high order particle shapes/digital filters, a relativistically accurate particle pusher and most importantly a 4th-order accurate and tunable EM field solver developed recently. This enhanced PIC capability will provide, for the first time, accurate and self-consistent modeling for many relativistic beam/plasma problems of importance to LANL’s mission and to the broader scientific community. Specifically, we will focus on (1) understanding how the microbunching instability can arise from the interactions between a highly relativistic beam and its radiation in a Free Electron Laser (FEL) bunch compressor and how it affects the beam quality and FEL performance; (2) investigation of the collisionless particle acceleration process in astrophysical shock and the deceleration process related to the collective wave-particle interaction in high-energy-density plasmas. The former application is directly relevant to the success of the MaRIE X-ray FEL signature facility while the latter addresses fundamental science questions in both astrophysics and a high-risk yet high-potential fast-ignition technology for inertial fusion energy.

Benefit to National Security Missions
The proposed work will establish a high-fidelity first-principle predictive modeling capability and improve the understanding of high current beams interaction with its coherent radiation and the kinetic plasma behavior under extreme conditions. We are pushing the envelope of the PIC method which is widely used in the lab for various DOE/NNSA projects in high energy density plasma, accelerator beam dynamics, astrophysics and space applications, thus yielding many scientific possibilities for LANL. The improved modeling capability and the new insights into the XFEL microbunching instability and particle acceleration/deceleration mechanisms link directly into LANL’s missions of (1) Matter-Radiation Interactions in Extremes (MaRIE) Signature Facility, (2) Nuclear, Particle, Cosmology, and Astrophysics and (3) Nuclear Energy.

Progress
During the past 12 months, the project team was lead by the PI and consisted of a summer graduate student and two postdocs (at 0.3FTE and 0.25FTE, respectively). The team has successfully tested a parallel high order Finite Difference Time Domain (FDTD) field solver and validated its accuracy in the phase velocity. LANL postdoc Yong Zeng (currently at Halliburton) was the lead on this work. The solver has been implemented into a production parallel Particle-In-Cell (PIC) code OSIRIS. A key component of the accurate electromagnetic solver for our relativistic beam and plasma modeling is the absorbing boundary condition that can be correctly matched to the order of the FDTD solver. We have extended the state-of-the-art absorbing boundary condition -- Perfectly Matched Layer (PML), into a high order PML boundary condition, which proves to be critical for stable high order calculation. With this new high order FDTD field solver and absorbing boundary condition, we have begun the study of the micro-bunching instability by first benchmarking with a 2D Coherent Synchrotron Radiation (CSR) model developed by the PI for a non-evolving beam. On the theoreti-
In conjunction with the code development, we have also characterized the new high order field solver. The full dispersion relation of the PIC code based on the Yee solver (the most widely used 2nd order electromagnetic solver) and our high order solver has been derived. To the best of our knowledge, this is the first time a full dispersion relation has been derived faithfully from the underlying numerical PIC model. In this process, we have identified several key understandings of the PIC dispersion relationship and origins of numerical instabilities that differentiate our results from those previous efforts and textbook analysis (which is derived for electrostatic PIC model only). We have also developed a reliable numerical tool to solve for all possible roots from the dispersion relationship, which enables us to pinpoint the conditions when numerical instabilities can arise or be suppressed. The detailed analysis of the finite grid instability has been carried out and we are extending this analysis to numerical Cherenkov instability. The summer student Michael Meyers from UCLA is the major contributor to this work and a manuscript by him will be submitted in the coming weeks. This will be his first academic paper.

The third area of our work is in the understanding of the numerical noise in the electromagnetic PIC model relevant to the simulation study of the Coherent Synchrotron Radiation (CSR) micro-bunching instability, collisionless shock and fast ignition. This work is lead by LANL postdoc Austin Yi and has been focused on wakefield and numerical Cherenkov noise generated by a relativistic particle in PIC simulations. We have applied a quasi-static model and full-wave model for the study of single particle wake in FDTD numerical medium. We have also studied how numerical Cherenkov noise is affected by simulation parameters in a simple FDTD model. Through such study, we believe that numerical Cherenkov noise is due to the non-ideal FDTD dispersion and not from resonance interaction between the relativistic particle and the FDTD grid as commonly assumed. This understanding will be further tested and corroborated in more detailed study.

Future Work
- Finish the benchmark of high order PIC code with the 2D Coherent Synchrotron Radiation model. Validate the optimal tuning parameters suitable for the micro-bunching instability study and conduct self-consistent simulation study relevant to experiment parameters.

- Extend our new numerical instability analysis to numerical Cherenkov instability and possibly other instabilities existed in current PIC model. Document such findings in peer-reviewed journal.

Study and confirm the mechanism of particle noise in PIC due to electromagnetic Cherenkov type radiation. Explore noise control strategy in the high order PIC based on such new understanding. Apply such knowledge and strategy to collisionless shock and fast ignition study to demonstrate the benefit.

The final goal for the next 12 months and the whole project is to obtain thorough understanding of the numerical instabilities and noise of the PIC model for relativistic beam and plasma modeling, to fully characterize the new high order field solver, and to identify the optimal tuning parameters and the strategy of noise control for the micro-bunching instability, collisionless shock and fast ignition study. By the end of this project, an improved PIC modeling capability will be developed and validated. We expect at least one peer-reviewed publication and possible more for the work in the next 12 months.

Conclusion
The technical goal of our work will be a validated new PIC capability that can be effectively applied to relativistic beam and plasma problems with superior accuracy and stability for a wide range of parameters. The scientific goal is a detailed understanding that bridges the gap between present simulations and theories/models for the micro-bunching instability and collisionless particle acceleration/deceleration processes. Our results will impact the design of the MaRIE X-ray free electron laser, fast ignition inertial fusion experiments and help elucidate the origin of energetic particle in the cosmos.
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Answer to Heavy Element Production Puzzle by Measuring Neutron-induced Charged Particles at LANSCE
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Introduction
This project is to build a new capability of measuring neutron-induced charged particle reactions at Los Alamos Neutron Science Center (LANSCE). Neutron-induced charged-particle reactions are critical to understand the currently unsolved heavy-element production puzzle, since these reactions in stars compete with neutron capture reactions, a main process to produce heavy elements. Of importance, the Ne-22(a,n)Mg-25 reaction has been studied for decades to provide a key answer to how the neutron source was generated for successive captures in heavy element production. However, the direct measurements contain large uncertainty due to the technical difficulties in detecting low cross-section reactions and large background. Using this new capability, a time-reversed Mg-25(n,a) measurement at LANSCE will shed a new light on the critical region of interest to help astrophysics modelers explain how heavy elements are produced.

Developing the efficient detection system, waveform digitizers, and low background environment is the integral part of this project. Along the experimental effort, it is planned to study reaction processes using the Monte Carlo Hauser-Feshbach method, which was developed by the T-2 group. We have been collaborating to improve the theoretical prediction power by comparing the calculations with the experimental data, and this new capability will certainly enhance the reliability of theoretical predictions for currently unavailable reactions-impossible to measure in laboratories due to very short lifetime of nuclei.

Benefit to National Security Missions
Neutron-induced charged particle reactions are important to the Weapons Program for the interpretation of radiochemical diagnostics, nuclear forensics, and other applications. Scientifically, this project is well-matched to ongoing Los Alamos Neutron Science Center (LANSCE) efforts to increase our portfolio and capabilities in nuclear astrophysics, while developing instrumentation that can address outstanding problems for multiple sponsors. This combination of world-class basic science while simultaneously solving problems for the nation in multiple nuclear science thrusts makes this truly a LANL-appropriate endeavor.

Progress
Hardware
The vacuum chamber is designed to house the ionization chamber and in the process of getting machined.

The ionization chamber’s dimensions have been determined using the Monte Carlo simulation to optimize the charged-particle detection efficiency. The detector material and structure have been selected to minimize neutron-beam induced backgrounds. For the high energy detection, a double-sided silicon detector has been selected to add, so we have to submit the procurement order and the company will ship the detector, which is already assembled and tested, once the order is received.

Software
The digitizers which were purchased last year have been tested for the data acquisition (DAQ) development for this project. We tested the speed, the throughput rate, and the stability of digitizers. Stand-Alone company provided a DAQ system that has been investigated. We are working on integrating it to the existing fast DAQ home-built system. Monte Carlo simulations of the experimental system have been developed to compare with upcoming data.

Experiments
The commissioning of the detector is planned to be done with the alpha source and neutron-beams this run cycle. The beam time proposal for (n,a) reactions on the Cobalt target and the Magnesium-25 target is submitted to the Program Advisor Committee at LANSCE.
Future Work
For the third year, the detector system is planned to be commissioned with beams and used to take data to explain the questions regarding a neutron production in s process.

Integrating the hardware and software is one of the goals this year and in-beam measurements on a cobalt target will provide the limits of this new detection system.

The (n,a) reaction on the Magnesium-25 is planned in this run cycle.

Monte Carlo simulations of the experimental system have been developed to compare with the upcoming data. The data that will be taken at WNR and LANSCE will be used to deduce (n,a) cross sections.

A couple of presentations on the current work are scheduled this year.

Conclusion
We expect to produce reliable neutron-induced charged-particle reaction data by developing the experimental capability at LANSCE. The new detection system consists of highly segmented silicon detectors for a large detection coverage with good angular information and waveform digitizers with improved timing resolution. Implementing software filters in digitized waveforms, which is traditional, can provide additional information for improving resolution and performance of detectors. The combination of two techniques allows us to improve the signal-to-background ratio, pushing the current limitation on detecting low energy charged particles to lower energy than the previously achieved.
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Introduction
National Ignition Facility (NIF) provides a unique experimental platform to support stockpile stewardship, study high energy density physics, and advance our ultimate goal of inertial fusion energy. With NIF’s current configuration, efficiently utilizing available power is of crucial importance for investigating strong-shock regimes. Laser Direct Drive (DD) concept, extensively employed by LANL at both the Laboratory for Laser Energetics Omega Facility and NIF, can provide a superior experimental platform by allowing ~7 times more energy to be coupled directly to the capsule compared to indirect drive. However, for DD experiments to be valuable to the Laboratory’s primary mission, it is crucial to understand the subtleties of DD, such as the impact of kinetic effects, particularly if the modeling is done with rad-hydro codes. For example, recent DD implosions on NIF show a bright band of self-emission around the capsule equator which was neither replicated in simulations nor seen at lower laser intensities (I0<10^15 W/cm^2). At the same time, hard x-rays emission (hot electrons’ signature) occurred predominantly around the equator. Understanding these laser-driven kinetic effects have the potential to impact heat transport and burn models in Complex codes and have consequences for the DD intensity limit. Managing these issues requires a detailed knowledge of hot electron evolution under realistic DD conditions. While recently there have been great strides taken in understanding supra-thermal electron dynamics, to-date there has not been a detailed assessment of its impact nor means of mitigation for Polar DD (PDD).

Therefore, the research objective is to investigate the generation, dynamics and impact of hot electrons on the heat transport under PDD with intent to develop a better heat conduction model and use it to explore possible mitigation schemes. This research will advance predictive capabilities of our hydro codes, thereby improving the effectiveness of future experiments.

Benefit to National Security Missions
Conducting high-profile cutting-edge experiments on the National Ignition Facility dictates that we accurately predict each experiment’s performance to quantitatively assess its scientific impact. Meanwhile, understanding the nuances of Polar Direct Drive (PDD) allows us to develop experiments that are better aligned with the core mission of the Laboratory and have greater impact on Stockpile Stewardship. In particular, for PDD, this requires detailed knowledge of energy transfer from the laser to the target as well as heat transport within the target which is comprised of thermal diffusion, dominated by the background material properties, and energy carried by the hot electrons. To do this it is imperative to understand the physical processes that drive hot electron evolution, from generation through transport to deposition under the direct-drive conditions. The objective of this research proposal is to develop a better heat conduction model incorporating hot electron effects and use it to explore possible mitigation schemes. This work will have impact on burn and transport models in our rad-hydro codes therefore improving their predictive capabilities. Moreover, if this research discovers that non-linear effects play a large role in the PDD capsule implosions, particularly at high laser intensities, it can have serious implications for PDD ignitions efforts.

Progress
The project is due to start on 9/1/2014, which was after this call. Thus, progress for the last month of FY13 will be documented in the next data sheet.

Future Work
The first part of the project will examine the processes that result in hot electron creation under the conditions relevant to Polar Direct Drive (PDD) implosions and assess how global implosion parameters are affecting their evolution. Starting with the Defect Induced Mix Experiment (DIME) PDD design, simulations using HYDRA code
will be performed to help identify the relevant global laser and plasma parameters, such as intensity, density, pressure and temperature. The simulations will be done in 2D to account for polar variations in the PDD laser drive. The results of these simulations will be carefully compared to the observed data from DIME’s campaigns. Next, we will concentrate on implosion conditions at a few polar points around the capsule with different laser illumination and absorption characteristics. We will extract these 1D radial profiles and use them as the initial value input parameters to VPIC code simulations to study the evolution of hot electron distribution function. A very detailed work already has been done for Stimulated Raman Scattering (SRS) hot electron generation under indirect-drive conditions using VPIC. We plan to work closely with Dr. Albright, who is an expert in this area, to examine its applicability to the direct drive case. Moreover, since the dominant laser-plasma interactions that generate hot electrons in directly drive capsules are considered to be Two-Plasmon Decay (TPD), we will utilize recent progress on this topic to investigate the resultant hot electron distribution function through 1D VPIC simulations. The team will also apply their background in analytical kinetic theory, particularly the treatment of hot electrons, and rely on the historic, as well as latest development of this subject, to study the evolution of the hot electron dynamics.

**Conclusion**

Conducting cutting-edge experiments on the National Ignition Facility dictates that we accurately predict experiment’s performance to assess its scientific impact. Meanwhile, understanding nuances of Polar-Direct-Drive (PDD) allows us to develop experiments that are better aligned with Laboratory’s mission. Predicting behavior of hot electrons during PDD implosions is crucial to advancing our knowledge of heat transport that will have impact on burn models in our rad-hydro codes. We will develop in-situ heat conduction model that incorporates effects of hot electrons, detailed knowledge preheat and possibly viable means to mitigate this problem. This model could be exported to other codes if desired.
Introduction
The current project is motivated by both basic-science needs and applications to new signatures for material detection, proliferation and forensics. The development of new detection capabilities such as the time-projection chamber or SPIDER (Spectrometer for ion detection in fission research) is complemented by an equally important theoretical modeling effort, leading to updates in the state-of-the-art U.S. ENDF/B-VII.1 evaluated library that is used in applications. This project aims at complementing planned experiments at LANSCE (Los Alamos Neutron Science Center) by providing reliable modeling for relevant fission quantities (fission fragment yields, kinetic energy distribution). We will also obtain information about other quantities about which only indirect experimental information can be inferred (angular momentum of the fission fragments, excitation energy sharing between fragments). Hence, once implemented and tested, it will constitute a powerful tool in fission research.

For the execution of the project, we will make use of the latest-generation supercomputers to implement and study nuclear fission of actinides in the density functional theory (DFT) framework. DFT is the only microscopic approach currently feasible for heavy nuclei, and has the additional advantage of being able to treat on the same footing the isolated nuclear system and the interaction and response in time of a nucleus with external probes (e.g., incoming neutrons, photons, etc). In the current project, we will stretch the nucleus close to the breaking point, release it, and follow the dynamics of fission. Such calculations require extensive computational resources, as one has to solve tens to hundreds of thousands of time-dependent non-linear coupled three-dimensional partial differential equations and the developed software represents a true quantitative jump (it is at least a factor of a 1000 to 2000 more complex than that of the “nearest” competition). Because of its complexity, this software represents a first step toward exascale computing.

Benefit to National Security Missions
The successful completion of this project will contribute to our ability to provide reliable nuclear reaction data for both basic and applied physics need in direct support of the nuclear security mission. In particular, the principal investigator is working on fission simulations using the T-2 developed code CGMF (cascade gamma multiplicity for fission), which provides a description of the prompt neutron and gamma properties. Their understanding is essential for developing new signatures for nuclear material detection, nuclear proliferation, forensics and energy generation, which are at the very core mission of the laboratory and NNSA. More reliable input provided by this work will lead to more reliable predictions. Finally, given the planned experimental studies at the Los Alamos Neutron Science Center (LANSCE), a successful project will allow the development of an important capability at Los Alamos National Laboratory in both fundamental and applied nuclear physics, and it will complement the current experimental program.

Progress
Although the project started only in March, I am on track to have a working code on graphical processing units (GPUs) by the end of the calendar year (2014). All the routines have been already converted to work on GPUs and at this point I am in the testing and debugging phase. By the end of 2014 I will be also able to provide a detailed study of the speed improvement of the new implementation vs. the existing working one. Very promising results have been already obtained for the part of the code already tested.

On the Titan supercomputer at ORNL I was able to achieve 15-20 speedup factors for large-scale calculations over the classical implementation without GPU’s. Given that all the required communication in the GPU implementation is done in the part already tested, it is possible that even better speedup factors can be obtained once the full code is rewritten. This will indeed
allow me to perform very large scale simulations, which are essential for the simulation of the fission process.

**Future Work**
In the next year, I will continue the implementation of the code on GPUs (graphical processing units). I will test the current implementation against the existing version based on message passing interface (MPI), and compare the speedup due to the use of accelerators. I will also implement a procedure (so called “quantum cooling”) in order to obtain the ground state of a nuclear system using the current code, and start the first simulations of fission by stretching a 240Pu nucleus. At the beginning most of the tests are going to be performed in smaller boxes, to establish the parameters that would allow a calculation of fission properties. Once the parameters are fixed, I will perform larger simulations in which the initial nucleus will be placed in a very large box, that would allow the formation and evolution of the two fission fragments, which repel each other via Coulomb.

**Conclusion**
The main goal of the current project is to provide a first fully quantum-mechanical description of nuclear fission, the physics process in which a heavy nucleus breaks apart. Our approach can provide a reliable method to extract fission properties that can be later used as input in simulations with applications to energy generation, global security, weapons, astrophysics. We plan to obtain fission yields in charge, mass, kinetic energy and angular momentum, and to study the properties of neutrons emitted during the breakup. Selected results will be tested against experimental data and predictions of other theoretical developments in our group.
Abstract
All devices that use beams of electrons, ranging from displays and vacuum electronics to electron microscopes and free-electron lasers, will benefit from the development of sources of electrons, called cathodes, that are more robust, have longer lifetime and produce higher quality electron beams. A novel type of cathode called a Diamond Field-Emitter Array (DFEA) has shown great promise as a cathode that could deliver cutting-edge quality beams with revolutionary increases in robustness and lifetime. Such a device could potentially enable new classes of microwave tubes (used everywhere from microwave ovens to power sources for accelerators) and lead to a newer, simpler, and more compact architecture for high-power free-electron laser weapon systems for DoD.

DFEAs have been characterized only in a limited, unrealistic configuration, and further testing is needed to prove their promise in real-world operating conditions. The goal of this work is to test DFEAs under real-world operating conditions. The results of this work indicate that DFEAs perform better under real-world conditions than expected. This is a very encouraging finding that will be used to pursue further external funding.

Background and Research Objectives
All devices that rely on an electron beam (e.g. communication technologies, radar, research equipment) stand to be improved by increased electron beam quality, increased cathode robustness, and increased cathode lifetime. Such advances could reduce the cost and extend the life of communications satellites, lead to thinner, lighter, and more energy efficient electronic displays, allow for low power, miniaturized versions of lab equipment such as THz sources and scanning electron microscopes, or greatly simplify electron guns for accelerators and free-electron lasers (FELs). Diamond field-emitter arrays, (DFEAs) [1], arrays of exquisitely sharp diamond pyramids, have many advantages compared with other cathode choices in beam quality, robustness, and lifetime.

All three cathode types, thermionic, photo-, and field-emission cathodes, have advantages and disadvantages depending on the application. Thermionic cathodes, where a hot cathode element emits electrons, are the most broadly used across all applications. They produce electron beams that are very bright but have slow response time and must be gated. Our application of interest, high-power FELs, requires a simultaneously high brightness and high peak current density (usually short pulse) beam. In order to obtain the necessary current density, the beam from a thermionic cathode must be manipulated to such a degree that the high brightness of the original beam is destroyed. This problem has led to extensive development of photocathodes.

Photocathodes operate on the photoelectric effect; light impinging on a material produces electrons. The materials available to use as photocathodes range from pure metals to semiconductors. In general photoemission produces high current density beams, which require no downstream manipulation, but which have lower initial brightness than thermionic cathodes. Metal photocathodes typically are reliable and robust, but have low quantum efficiency and place unrealistic requirements on practical drive laser systems. The Alkali-coated semiconductor photocathodes have fairly high quantum efficiency, but are extremely sensitive to contamination and require ultra-high vacuum conditions throughout preparation, transfer to the injector, and during operation. The disadvantage of all photocathodes is the need for a powerful drive laser system. In the case of superconducting RF electron injectors, this is a concern because the excess laser energy deposited on the cathode could locally heat the gun.

Field emission cathodes are fundamentally simpler to engineer than thermionic and photocathodes, but they have historically been poor cathode candidates. Metal
[2] and silicon [3] field-emitter arrays (FEAs) are typically characterized by difficulties such as high turn-on electric field, and low, unstable emitted current [2,3]. The Spindt cathode, an array of sharp conductive emitters, has shown high current density operation with reasonable beam quality [4]. Though these cathodes demonstrate stable emission at low per-tip currents, they become unstable at high per-tip currents and arrays larger than one millimeter on a side have not operated reliably [4]. Other problems associated with metal FEAs are catastrophic failure at high current operation and non-uniform emission over a large array, which together preclude the wide adoption of traditional FEAs.

DFEAs, shown in Figure 1, were first fabricated at Vanderbilt University several years ago [5]. They are formed using a mold-transfer process, patented by Vanderbilt but now used in labs around the world, in which CVD nanodiamond is deposited into sharpened silicon molds [6]. Because this technique uses standard silicon wafer processes to pattern the array, they can be formed with a very wide range of base length, pitches, and can be created with 1,2, or 4 peaks per pyramid. Though the basic process of DFEA fabrication is well established, the details of how to reliably obtain high quality samples are quite complicated and are still under development. DFEAs are robust to exposure to air, emit in poor or good vacuum conditions, and can be easily conditioned to emit uniformly over the whole array [7]. Because the tips are diamond they are chemically inert and have excellent thermal properties, characteristics critical to sustain high per-tip emission current without catastrophic failure modes.

A direct numerical comparison of beam brightness (beam density in six-dimensional phase space) or even emittance (beam density in two- or four-dimensional phase space) from each type of cathode is extremely difficult due to variations between experiments that impact the measurement. In general, photocathode emittance ranges from 0.4 mm-mrad at very low current to 1.2 mm-mrad at high current [8]. Typical thermionic cathode emittance, after beam manipulation, is around 30 mm-mrad [9], and in this case the current is still much lower than future FEL requirements. The upper limit of measured DFEA emittance is 1 mm-mrad [10], comparable to photocathode emittance for high current operation. Photocathodes typically can produce 100 A/cm² current density, while DFEAs are expected to produce >100 A/cm² when a reasonable single tip current is extrapolated to an entire array. The most significant difference between photocathodes and DFEAs is that DFEAs have been demonstrated to operate in vacuum conditions 5 orders of magnitude worse that what is required by photocathodes. Innovative laser gating of a DFEA could result in a cathode that is comparable in performance to a photocathode with vastly increased robustness and lifetime that can greatly reduce engineering and vacuum constraints on the injector, eliminate or simplify the drive laser system, and is completely compatible with superconducting RF cavities.

The research goals for this project are to characterize DFEA emission under realistic operating conditions. DFEAs are poised as a high-brightness cathode breakthrough technology. They have undergone enough ad-hoc characterization to show great promise as sources of high-brightness, high-current density electron beams [11], but the work to date has been limited by available test equipment, not the DFEAs themselves. Thus far they have only been tested in a “close-diode” configuration, in which the cathode is planar to the anode, but spaced only about 200 μm away. There are a few problems with this configuration. First, it is extremely hard to determine the vacuum level in the anode-cathode gap when the gap is so small. This is problematic because it is quite desirable to understand if performance depends on vacuum level. Next, when the anode and cathode are so close, the power of the emitted electron beam lands in a very small area on the anode, and can do significant damage. Finally, any material that leaves the anode as a result of high current damage will end up back on the cathode, likely hurting cathode performance and shortening cathode life.

In this work, the test chamber was designed so that the cathode and anode would be spaced far enough apart to allow for accurate vacuum measurement, and also allow space for the beam to spread out and dissipate the power density delivered on the anode. We have measured lower cathode turn-on fields, as well as higher than expected per-tip currents. While these results are far from comprehensive, they indicate that DFEAs may perform better under real-world conditions than under the close-diode configuration.

**Scientific Approach and Accomplishments**

We have tested DFEA cathodes in a configuration much closer to real world operating conditions than previous experiments. The most profound results are lower turn-on voltages and higher per-tip emission currents than expected. These results hold across multiple samples, as well as for two different array densities.

The first achievement in this project was designing, building, and commissioning a new test chamber. Most of the first year was spent on this task, with the chamber successfully commissioned in August 2012. This chamber system includes equipment to allow for either very poor or very good vacuum, and to measure the background gas constit-
uents. It also includes equipment to allow precise adjustment of the anode-cathode gap for control of the applied field. Finally, the chamber system design is highly flexible, allowing for the possibility of a wide range of future experiment to be conducted.

Shortly after the chamber was completed, the first cathode samples were tested. The cathodes are tested at a low vacuum level of approximately 1x10^-8 Torr (10 orders of magnitude lower pressure than atmosphere). The cathode and anode are arranged in a parallel configuration with variable gap. The anode for all experiments is a visually transparent phosphor that images the emitted electron beams while allowing the cathode and holder to be seen as well. Figure 2 shows the cathode holder with mounted DFEA cathode as well as the emitted beam imaged on the phosphor screen. A positive DC power supply is connected to the phosphor anode, while the cathode is connected to ground through a resistor of known value. Measuring the voltage drop across this resistor allows calculation of the current emitted from the cathode.

A total of four cathodes are tested in this arrangement. Three of the samples are arrays of large base pyramids (25 micrometers base length), 5 pyramids on a side with 500 or 1000 micrometer spacing, while one sample is composed of large base pyramids densely spaced at 4 micrometers apart and cut to a one-half centimeter diameter circle. The arrays appear in the middle of a diamond film that is brazed to a Molybdenum substrate for rigidity. The cathodes were mounted in a holder the connected to a precision actuator so that the cathode-anode spacing could be easily and accurately adjusted. For most experiments the DC power supply was set to 35,000 or 40,000 Volts, and the field experienced by the cathode was adjusted by varying the gap between the anode and cathode. Typical gap values range from 6 to 3 millimeters.

Figure 3 shows a typical result from this work. This plot displays the emitted current from a DFEA as a function of the applied field. The results show a consistent turn-on voltage of around 5 megavolts per meter, which is low compared to typical field emitter arrays. The data also show a maximum per tip current of around 18 microamperes per tip, which is comparable to the highest per-tip current ever measured for DFEAs. Such currents were not expected from these arrays because similar samples produced far less current in the “close-diode” configuration. This suggests that the large anode-cathode gap arrangement is favorable to DFEA performance.

The data from this project is currently being used in two follow-on proposals, and is the subject of one publication. To date, no accepted publications or funded proposals have been realized.

**Impact on National Missions**

DFEAs present not only interesting fundamental science, they offer an alternative to many of the drawbacks existing cathode technologies demonstrate. DFEA cathodes continue to be promising for accelerator applications, as we have demonstrated their performance and robustness under conditions similar to accelerator electron guns. It is the intent of the investigators to pursue the development of DFEAs as electron sources for many mission-critical applications ranging from accelerators and free-electron lasers, to satellites and terahertz devices.

![Figure 1. A diamond field-emitter array shown at various scanning electron microscope magnifications with detail of the sharp pyramid tips.](image1)

![Figure 2. DFEA cathode and holder visible through transparent phosphor anode. Bright pattern is array emission made visible by the phosphor.](image2)
Figure 3. DFEA emission current as a function of applied field with turn-on field and maximum observed current noted.
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Enabling Temporal and Spatial Shaping of Ultra-Intense Laser Pulses for Next-Generation, Compact Particle and Radiation Sources

Rahul C. Shah
20120721ECR

Abstract
Modern laser pulses provide remarkable concentrations of electrical energy in space and time. Electric fields orders of magnitude over those of conventional power systems are routinely achieved and offer the promise of a new generation of particle accelerators producing unique ultra-shot particle bursts. The importance, with respect to the work of Los Alamos National Laboratory (LANL), of such a technological advance stems from the need for particles sources as a means to create and probe material states. The ultra-fast time scale of the sources provides hitherto unavailable resolution when used as a probe and is also essential to enabling the creation of unique material conditions informative to the testing of our models.

Leading up to this project, both simulations and physical grounds had suggested that new capabilities to control specific details of the laser electric field distribution would enhance the performance of these new particle accelerators. In particular, simulations in which a tailored sharp temporal rise and flattened spatial profile were used for the input laser field led to new control over accelerated particle divergence and energy spread. Such control over the particles would significantly enhance applications to probing and synthesizing conditions of interest to our mission.

Over the course of this project we investigated numerous approaches to manipulate, in both space and time, the driving high power electric field distribution of the intense laser pulse. We generally found that efforts to impose control over the incident light pulse resulted in undesired instabilities or difficult to manage performance fluctuations. However, a distinct lack of favoring the natural restructuring of matter and light, which occurs during the intense laser-matter interaction, resulted in remarkable new control of accelerated particle properties. Highlighting the most important experimental result, we have for the first time combined high energy, narrow spectrum, and high efficiency from a laser-based ion accelerator. Using LANL’s computational capabilities for particle-in-cell simulation, we interpret the unique experimentally measured features to result from self-forming structures in the laser field and plasma (channeling and resulting magnetic field localization) that occur with initially nm scale metal targets. The newly identified mechanisms may lead to further optimizations. The new accelerated properties are valuable for the pump and probe applications of the energetic, short-pulse particles.

Background and Research Objectives
Laser-based particle accelerators capitalize on the ability to localize energy in space and time at scales unimaginable with conventional systems. Modest amounts of laser energy are routinely squeezed into bursts less than 1 picosecond (1 ps = 1 part in 1 trillion of a second) and as a result, for that brief instant, powers reach the order of the entire national electrical grid. The energy is also focused spatially so as to produce energy densities which push electrons to near light speed within every oscillation of the light field. In the interaction of these light pulses with ionized atoms, or plasma, electric fields orders of magnitudes greater than those of conventional accelerators create ultra-short bursts of high-energy electrons and ions.

Such ultra-short bursts of particles offer a unique capability to both create and study material regimes of interest. For example, one application is the generation of short neutron bursts, used to probe dense material. In this case, the neutrons are generated as secondary products from the nuclear reactions between accelerated ions and a converter material. There can be important information gained by using such a source with ps scale bursts as opposed to more conventional devices operating on the ns time scale. As mentioned, laser-based accelerators also provide a unique ability to synthesize conditions – or as is commonly stated, to act as a pump
that excites a specific condition. A current project at LANL is studying the interface integrity between two materials that have been heated at a rate faster than the hydrodynamic disassembly. Such extreme conditions cannot be achieved with conventional, longer bursts of energetic ions. In both cases, as a probe or as pump, the current status of the particle sources will benefit from increased efficiency, directionality, and spectral control.

One path to improving such essential aspects of the particle beams involves the details of the spatial and temporal distribution of the laser’s optical fields. In time, the pulse cannot by routine means be made arbitrarily sharp or steep because of limitations in the bandwidth of the laser system (high bandwidth is required for sharp features). In the transverse dimension of the laser focus, light will naturally form a centrally peaked distribution. However, simulations done at LANL, which imposed a fast rise and flat focus, showed collimation of the particles as well as spectral control. Furthermore, an ability to create sharp rises could enable recent theoretical work showing electron sheet production from a thin foil. Such electron sheets have been proposed as the basis of new short wavelength coherent radiation sources - yet another application of interest.

The objectives of the grant were to identify and study techniques for time and space shaping of the driving laser light field that create advantageous accelerated particle properties. In the broadest terms, we studied involved techniques to control the laser pulse prior to its interaction with the target of interest as well as approaches designed to create new energy distributions within the target interaction. The approaches designed to control the high power laser prior to target interaction were found to suffer from instability and fluctuation. However, we found remarkable success in the latter approach for which the choice of target encouraged natural non-linear evolution of the light-matter interaction to create improvements in efficiency and spectral control.

**Scientific Approach and Accomplishments**

We have explored spatial shaping and temporal shaping of the light energy through a variety of theoretical and experimental approaches. Initially our focus was on the explicit shaping of the time and transverse spatial profiles of the laser light prior to the interaction with the target. As an understanding developed that such an approach suffered from instabilities and fluctuations, we moved to explore different targets designed to implicitly manage the laser light distribution within the interaction. Following, the different studies are briefly described with an emphasis on the most successful accomplishments achieved using the latter target based approach.

**Explicit spatial and temporal shaping**

From standard diffraction theory, the laser will form a focus that is centrally peaked. As a result, a large transverse variation in light pressure forms across the extent of the target. To address the possibility of creating a more uniform transverse light distribution, we investigated wavefront shaping as a means to approach a flat-top focus. Because large deformable mirrors as well as custom phase plates are available, a modified wave-front is conceivable either near or at the end of the laser chain in a high-power laser system.

In order to identify the necessary wave-front modification, we used an iterative optimization scheme known as a genetic algorithm. While solutions for the wave-front can be directly calculated if one allows for amplitude (mirror reflectivity variation) across the laser beam as well, such an approach would be more difficult to realize experimentally for high power laser systems. In the genetic algorithm approach, a generation of random radially varying wave-fronts is evaluated by comparing the resulting foci shapes with a desired flat-top standard. A new generation is then applied across lenses of different speeds (f/#) to produce larger and smaller flat-top distributions (Figure 1).

However, our simulations of the particle acceleration, also conducted under the support of the project, showed that such a flat-top in space did not enhance the particle acceleration. A representative super-Gaussian flat-top was used to simulate the particle acceleration by using two-dimensional particle-in-cell (PIC) simulation with LANL’s VPIC. In the density distribution of the target, ripples rapidly formed across the transverse dimension. These perturbations fed back into the laser energy distribution thus amplifying the degradation of the transverse profile (Figure 2). From these simulations, it became clear that a flat top in space required an accompanying fast laser rise so as to outpace the growth of the transverse instability (as had been the case in the simulations done prior to the grant). Our finding was consistent with recent experimental results suggesting the development of wavelength scale transverse break-up in similar laser-plasma interactions [1].

When it comes to the laser rise, intrinsic limitations result from the finite bandwidth of a given laser system. How-
ever, in the research leading up to this grant we had just made the first time resolved measurements of relativistic transparency, a phenomenon by which ultra-intense light turns otherwise opaque plasma transparent. This work had suggested that the onset of relativistic transparency could act as an ultra-fast shutter. To test this idea, we placed a 10 nm thin foil target 30 μm from a second thicker foil target of 50 nm. We then diagnosed the light reflected from the 2nd target to capture its instantaneous velocity in response to the light transmitted thru the first foil. Where-as in the past we had observed an initial target expansion back towards the laser due to un-modeled real laser rise, we now saw the target immediately pushed along the laser direction (as seen in simulation). This forward motion is evident from the highlighted negative slope of the temp-oral phase shown for both experiment and simulation in Figure 3. However, one also notes that the simulation case shows a much faster initial push with respect to the experi-ment (much greater slope of the temporal phase). Given that the first foil interaction is far from ideal, it is likely that, despite the temporal shaping, we obtain un-opti-mized intensity impinging on the 2nd foil. This technique would require an initial pulse much closer to the ideal than available to us.

The challenges we faced with an imposed spatial / temporo-ral shaping led us to focus instead towards utilizing natural reshaping of the light energy within the target interaction.

Pulse shaping via target engineering

Our experiments with novel targets proved to be the most successful outcome of the project. The first direction pur-sued followed from a published simulation study showing that low-density targets could effectively act as time and space focusing elements for the focused high-power laser pulse [2]. In particular, the paper suggested that the target density should be carefully optimized to be just above the threshold allowing ordinary light to transmit (near-critical density). The intense light would pass thru via a combi-nation of hole-boring and relativistic transparency (as described above). In this case, the transverse instabilities are dominated by the dynamics in the center of the trans-verse distribution where the optical energy concentrates. As the laser ionizes the target into plasma, this shaping target was termed a “plasma lens.” While the published work suggested such a target could be used as an optical component, our own 2-D PIC simulations showed that any secondary target would be severely disrupted by the inter-action, well before the laser propagation thru it (Figure 4). Instead, we observed that the self-focusing and light chan-neling within this target itself led to unique peaks in the simulated ion spectra. Under the auspices of this project, LANL’s target fabrication group synthesized free-standing ~10 μm foils from nano-pore silica (SiO2) foam of ~20 mg/ cc density. These parameters had been carefully optimized from numerous simulations. In the experiments, we ob-served a peaking in the spectrum of accelerated O+6 ions in stark contrast with the well-known exponentially decay-ing spectra obtained in the laser-based ion accelerators. Understanding of the interaction and mechanisms is still being developed: this aspect of this project will continue under the auspices of LDRD 20140483ER, a project based on our initial work here involving the nano-pore, near-critical density foam targets.

A separate approach followed surreptitiously from our interest in published work related to the transverse in-stability, the same phenomenon that we had observed in our own simulations (see discussion above under Explicit spatial and temporal shaping). Based on theory and simula-tion it was claimed that multi-layered foil targets could stave off the development of transverse instabilities [3]. We obtained nm scale Aluminum targets with layers of C deposited on the surface in order to test these ideas via measurements with our unique optical diagnostics. However our attention quickly shifted to the less ambigu-ous results from the control case. We had in fact never before measured the performance of pure Al nano-targets. From these Al targets we observed a first-ever combi-nation of high-energy ions, narrow spectral peaking, and high conversion efficiency (particle number). Specifically we observed the Al+11 ions to have energy peak at 165 MeV, energy spread as low as 7%, and an inferred conversion efficiency of 5% from the laser. Supported by the optical measurements, 2D PIC simulations suggest the mechanism for these exciting results initiates with a transverse self-focusing and channeling of the light pulse in the ionized and expanded Al plasma (Figure 5). The resulting electron current drives an increase in the magnetic fields at the rear surface of the target. This local magnetic field feeds back on the system causing an increase in the local electron density near the rear surface. The increased electron charge is released as the rapidly diverging laser pulse and accelerating ion population exits from the target. This enhanced electron current subsequently reshapes the ion spectrum by speeding the lagging particles and slowing the faster ones. A manuscript is being prepared for publication of these results.

Impact on National Missions

In national security science, ultra-fast particle sources provide an important tool as both a probe of fast evolving material and as a means to achieve unique states by which modeling is verified. As one example, typically deployed neutron sources acting as a probe are above the nano-second (1 ns = 1X10^-9 s) time scale whereas ps scale (1
ps = 1x10^-12 s) resolution provides new detail of rapidly evolving material. A distinct application is the use of laser-generated ions to rapidly heat a volume of material at a timescale much shorter than that of the hydrodynamic disassembly. This project had investigated approaches by which new levels of control over the driving light field improve the performance of laser-based particle accelerators. As a result of these investigations we have observed ion acceleration that for the first time combines high energy, narrow spectrum and high efficiency. The new discovery has immediately found application in experiments requiring ions for ultra-fast heating (DR20140029DR) and has led to a follow on project (20140483ER). More broadly, the newly identified understanding opens new pathways for optimization and engineering of the laser-based particle accelerators that provide these unique ultra-short particle bursts.

Figure 1. Calculated flat-top intensity profiles (red-solid) and target profiles (gray-dashed) for varying lens speeds.

Figure 2. Snapshots from simulation with flat-top laser input showing electron density (left) and laser electric field (right).

Figure 3. Experimental and simulated results for reflected light measurements from two foil interaction. Solid blue shows instantaneous temporal phase from which target velocity is extracted. Highlighted region indicates initial target movement away from laser pulse. Solid red shows intensity envelope of the reflected light.

Figure 4. Simulation results for near critical density plasma. The laser propagates left to right. Left image shows electron density whereas right image shows electron kinetic energy.

Figure 5. Schematic of quasi-monoenergetic ion beam generation from the Aluminum nano-foil targets. See text for detailed description.
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Abstract

In this project we have investigated several properties of strongly correlated many-body fermionic systems, including cold atoms and nuclear systems. We have demonstrated the accuracy of Quantum Monte Carlo methods in predicting properties of many-body systems by comparing with experimental measurements. The possibility of making accurate predictions of nuclear matter is particularly important to explore the properties of neutron stars and supernovae, as a direct experimental investigation of such extreme conditions of densities is not possible.

Background and Research Objectives

A major goal of this project was to calculate properties of nucleonic matter and neutron stars that is of great relevance for nuclear astrophysics. The equation of state and related properties including the spin- and neutrino-response are critical to understand current observations of the mass-radius relationship, the cooling and X-ray emission of neutron stars. The inhomogeneous neutron matter in the crust can be modeled by neutrons interacting via nuclear forces confined in external traps, and the higher-density homogeneous matter can also be studied through large-scale Quantum Monte Carlo simulations.

A quantitative understanding of homogeneous and inhomogeneous matter from first principles is an essential first step towards building an energy density functional for nuclei, as properly calibrated nuclear energy density functionals must capture the effects of the interaction and reproduce experimental results for any nuclear system. The characterization of nuclear energy density functionals has recently been undertaken as one of the main goals of the UNEDF and NUCLEI SciDAC projects, and is of high impact to study properties of neutron-rich nuclei that will be realized in several current and upcoming DOE experimental facilities like FRIB, CARIBU at Argonne and at GSI. Typically large nuclei and matter found in the crust of neutron stars are studied using density functional models fit to the properties of known nuclei. These density functional theories are successful in many instances, but are less reliable when extrapolating far beyond the region where they have been constrained. For example, neutron stars contain ninety percent neutrons whereas nuclei have fifty to sixty percent neutrons. In addition, the structure of neutron stars probes nuclear densities at least several times smaller (in the crust) and several times larger (in the core) than those in nuclei.

More realistic calculations of neutron-rich matter will also impact studies and experiments on neutron-rich nuclei to be studied at rare-isotope facilities like the present-day CARIBU at ANL and the upcoming FRIB facility at Michigan State. Inhomogeneous matter is particularly important in both nuclear and cold atom physics. In nuclear physics, critical terms in the energy density functional depend upon the gradient of the nuclear density. The extreme isospin limit of these gradient terms are difficult to constrain from presently known nuclei, as are the spin-orbit splitting and pairing interactions in heavy nuclei. These terms become ever more important in approaching the more neutron-rich limit of importance in r-process nucleosynthesis. Similar gradient terms can be measured in atomic systems using optical traps.

We have simultaneously studied related strongly-correlated ultra-cold Fermi gases. In the dilute regime where the density is low enough, properties of neutron matter are very similar to those of ultra-cold Fermi gases near unitarity. The unitary limit of cold Fermi atoms is the most strongly-coupled system we know, as its scattering cross-section diverges. These systems are realized in experiments through the use of the Feshbach resonances; their properties are independent of the microscopic details of the interaction and are thus universal. Indeed, the unitary Fermi gas is not only of relevance for neutron matter but also for ultra-cold atoms in optical lattices, which are currently being realized experimentally in multiple laboratories around the world. Because their uni-
versatility, ultra-cold Fermi gases are an ideal system to test microscopic many-body theories. Cold atoms near unitarity exhibit the largest pairing gap known as a fraction of Fermi energy, and the pairing gap in neutron matter is nearly as large. We have used Quantum Monte Carlo techniques to explore the superfluidity as a function of coupling strength in both homogeneous and inhomogeneous systems.

Dynamic properties of nucleonic matter and cold matter are also important, including neutrino scattering from nuclei. The neutrino response of nucleonic matter is critical to neutron star cooling. These properties cannot be studied in terrestrial experiments where extremely neutron-rich systems are not stable, so theoretical predictions are very important. On the other hand, understanding the interaction of neutrinos with nuclei is essential to calibrate detectors in upcoming long baseline neutrino experiments. We have investigated the neutrino interaction with light nuclei that is of relevance for the DOE Office of Science in both nuclear and particle physics. Related experimental studies of the dynamic properties of Fermi gases are advancing rapidly, and a variety of responses related to those in neutron matter can be realized. Dynamic response functions coupled to the atomic spin and to the density have already been measured, with clear prospects for future more accurate observations. These response functions directly probe the superfluid pairing and short-range correlations in cold atom systems.

Scientific Approach and Accomplishments

Because nucleons and ultra-cold Fermi gases are very strongly interacting, it is not possible to solve for the equation of state using purely mean-field techniques, and non perturbative computational techniques are required. We have used Monte Carlo techniques based upon Feynman path integrals. Quantum Monte Carlo (QMC) techniques can be optimized to run efficiently on large-scale parallel computers and used to probe a wide variety of strongly-correlated quantum systems.

During this project we have accomplished several studies for both nuclear systems and cold atoms summarized below.

We have studied the neutrino interaction with nuclear systems. Initially we have calculated the neutral- and charge-changing electroweak currents in deuteron [1]. In this case the problem can be numerically solved exactly, and permitted us to develop the code to include both one- and two-body processes in the electroweak currents. We have also made particular attention to the role of the initial and final state in the calculation. After this preliminary step, we have applied the electroweak operators to calculate the electromagnetic and electroweak sum rules in Carbon 12 using the Green’s Function Monte Carlo method. The results have been summarized in two papers [2,3], where we show that the contribution given by the two-body processes and the interference between one- and two-body processes is particularly important in studying these processes.

We have then focused to the neutrino interactions in dense neutron matter, and its effect to the neutron star cooling. We have calculated selected spin-response sum rules using the Auxiliary Field Diffusion Monte Carlo, and the two neutron spin-response in a periodic box. Using the two-body response function and the sum rules we have constrained the full spin-response in pure neutron matter, that is directly related to the neutrino mean-free path [4]. Our results are quite different from those obtained within a mean-field model, suggesting that the inclusion of short range correlations in the calculation is essential. In a subsequent work, we have used the Auxiliary Field Diffusion Monte Carlo method to test the accuracy of the correlated basis approach that has been used to calculate the density- and spin-density response of neutron matter at low energies [5]. We showed that the neutrino mean-free path is strongly affected by both short- and long-range correlations included in the nuclear wave function.

The contact parameter and the static structure factor of the unitary Fermi gas has been calculated using Quantum Monte Carlo methods. In [6] we have published a joint experimental-theoretical paper where we have carefully compared the results with a new experimental measurements. The agreement is very excellent, within 1% of accuracy.

We have carefully studied the effect of the effective range in the unitary Fermi gas, and showed that in the small limit the effective range and the energy are universally related and model independent [7]. Knowing this relation permit to make a quantitative comparison between low density neutron matter and cold atoms properties. The results are summarized in [8].

We have calculated the energy of the unitary Fermi gas in external potentials. A periodic (weak) external well at momenta lower than the Fermi momentum kF is directly related to the phonon dispersion associated to the system. There is a tight connection between this dispersion and the lowest order term in a gradient-density expansion of the density functional. By including results in an external well at momentum about kF, we have been able to constrain a simple density functional that well reproduces the Quantum Monte Carlo results. We have also verified the accuracy of the same functional to reproduce the properties of the gas in an harmonic trap [9].
4) The role of the nucleon-nucleon-hyperon force in hyper-nuclei has been investigated using the Auxiliary Field Diffusion Monte Carlo. In [10] we have adapted the code to include the Lambda hyperons, and we showed that the three-body force is dramatically important to qualitatively describe the saturation of the Lambda binding energy in hyper-nuclei. In a subsequent work we have proposed an improved three-body force that describe the experimental data much more accurately than previous Hamiltonians [11].

In the last few months we have extended the Auxiliary Field Diffusion Monte Carlo code to calculate the equation of state of neutron matter with few hyperons, and we expect to write a paper summarizing the results soon. Some preliminary study show that using the improved hyperon-nucleon forces, the resulting neutron star structure is in agreement with observations, that is not the case of using the original Hamiltonian.

5) We have developed a new Auxiliary Field Diffusion Monte Carlo code that permits to calculate the equation of state of symmetric and isospin-asymmetric nuclear matter. Some preliminary result shows a net improvement with respect old existing results. The new code has been extended to use more realistic nucleon-nucleon interactions than before. We have tested the accuracy of the new method by comparing the results with the more accurate Green’s Function Monte Carlo, and we have also showed that the new code can be used to simulate much larger nuclei. The results will be submitted for publication soon.

6) We have extended the existing Quantum Monte Carlo codes to implement nuclear chiral forces obtained within the effective field theory framework. In Ref. [12] we have published a systematic study of the equation of state of neutron matter by discussing the role of the chiral expansion and the effect of the cutoff introduced to regularize the theory.

We have started to implement the same forces in the Green’s Function Monte Carlo code, and discuss the structure of A=3,4 nuclei using chiral forces. The results will be submitted for publication soon.

Impact on National Missions
This research is of high relevance for the DOE Office of Science. The structure and dynamic properties of nuclei and nuclear matter have been identified as one of the most important scientific questions in nuclear physics in the most recent NSAC long-range plan. Part of this project was devoted to do research that is of high interest for the SciDAC UNEDF and NUCLEI collaborations, and to other LDRD-DR projects at LANL.

The results will have impact on several experiments aiming to measure the nuclear symmetry energy, to the future experiments on neutron rich matter like FRIB, and to neutrino oscillation experiments like LBNE.
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Precision Predictions for Jet Cross Sections
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Abstract
The production of hadronic jets in high-energy collisions is one of the most important and powerful probes of nucleon structure, the strong interaction, and of new physics beyond the Standard Model. In this project we made advances in methods to compute jet cross sections to high precision and accuracy and also applied them to new arenas. We applied the modern techniques of Soft Collinear Effective Theory (SCET) to predict to unprecedented accuracy jet cross sections in the deep inelastic scattering (DIS) of protons and electrons. We obtained results at next-to-next-to-leading (NNLL) logarithmic accuracy in resumed perturbation theory, with 10-20% theoretical uncertainties (down from 50% in previous calculations), and preliminary results for N3LL accuracy, with < 5% level theoretical uncertainty. This makes possible a future determination of the strong coupling as to percent-level precision, never before achieved from DIS data. This creates a new thrust for the physics program at a future Electron Ion Collider (EIC). In addition we discovered powerful new universality relations among nonperturbative corrections to several different event shape cross sections in DIS, further reducing theoretical uncertainty. These corrections also turn out to be related to so-called underlying event corrections in proton-proton collisions at the Large Hadron Collider (LHC), extending the reach and impact of our discovery. We also compared SCET methods with traditional methods in perturbative Quantum Chromodynamics (QCD) and derived new equivalence relations that help improve the reliability of both methods. Finally we made progress on constructing new effective field theories that can be used to factorize and resum logarithms in QCD perturbation theory that have never before been analytically resummed beyond the leading-logarithmic (LL) level; namely, non-global logarithms (NGLs) in jet cross sections defined with non-global measures of soft radiation such as vetoes on extra jets, and logarithms of jet radii $R$ in exclusive jet cross sections. Resumming both types of logarithms is essential to reduce theoretical uncertainty in the backgrounds to searches for new physics at the LHC. In summary, our progress during this LDRD project has opened several new avenues for future research, namely, precision extraction of the strong coupling at a future EIC and new approaches to significantly reduce theoretical uncertainties in jet cross sections at the LHC and other colliders.

Background and Research Objectives
With the advent of the Large Hadron Collider (LHC) we are now searching in the most energetic proton-proton collisions to date for new particles and forces that may explain the origin of mass, matter and dark matter, and the physics of the first instants of the Universe. While signatures of new physics could be dramatic, they will more likely show up as subtle deviations in the data from predictions based purely on the Standard Model of particle physics. Measuring these deviations reliably, however, requires that the background Standard Model predictions be performed very precisely and accurately. Many candidate new particles are expected to decay to “jets” of strongly-interacting hadrons, made of quarks and gluons. The number of jets produced by ordinary Standard Model processes, however, is enormous. Reliably telling apart new physics jets from Standard Model jets requires extremely precise theoretical calculation of Standard Model jet cross sections. Also many newer search strategies for new particles at the LHC involve probing the detailed substructure of individual jets. The dependence of jet cross sections on these details has never been calculated precisely.

At the same time, strong interaction physics can be studied in other types of collisions, namely, electron-positron (e+e-) collisions producing hadronic jets (such as at the former Large Electron-Positron (LEP) collider at CERN), and the deep inelastic scattering of electrons (e) and protons (p), such as at the HERA experiment at DESY in Germany or the future Electron-Ion Collider hoped for in the US. These experiments reveal basic information like
the size of the strong coupling as that governs the strength of the strong interaction itself, and the structure inside the proton, namely, the momentum distribution of the constituent partons (quarks and gluons). While this information relates directly only to Standard Model particles, it is fundamental input into predictions for cross sections at colliders like the LHC that search for new physics. Without precise knowledge of standard strong interaction physics, searches for new physics at the LHC are doomed to failure.

Thus improving the precision of predictions for jet cross sections at all types of colliders, e+e-, ep, and pp, are intimately linked.

Accurately predicting jet cross sections requires summing the probabilities of emitting arbitrarily many gluons or quarks (partons) within and out of jets. The probability of emitting a fixed number of soft or collinear partons diverges logarithmically as a function of the partons’ energies. To obtain a physically accurate, finite probability, we must “resum” the probabilities of emissions of arbitrarily (infinitely!) many partons. The jet-like nature of the final state can be measured in two ways. First, the whole event can be measured with a variable called an “event shape”, probing with a single “global” measure the degree to which the final state particles are organized into jet-like structures. Logs of the event shape variable in cross sections can be summed using an effective theory like SCET with only one collinear and one soft scale. A second way is to define individual jets exclusively, with a definite size (radius) R and a definite number of jets in the final state. In this case, when correlated radiation is emitted simultaneously in and out of a jet, the probability depends on logarithms (logs) of ratios of energy scales in the two separate regions—for example, the large energy within a jet versus the soft veto energy outside. These logs are “non-global logs” which have never successfully been resummed in QCD. The probabilities also depend on logarithms of the jet sizes R. These logs have not been resummed beyond leading-order accuracy either. The precise predictions we need at the LHC to distinguish Standard Model from new-physics jets require that we do better. It was a goal of this project to fill this gap in our predictive power.

In the past decade, there has been a revolution in theoretical methods for computing jet cross sections. Soft Collinear Effective Theory (SCET) has emerged as a powerful tool for achieving levels of precision beyond (in some cases, by orders of magnitude) traditional methods in perturbative QCD. SCET does so by replacing QCD with a theory of only collinear (highly-energetic and boosted) and soft (low energy) quarks and gluons. These are the relevant degrees of freedom in a jet cross section. The PI Lee played a central role in some of the key historic developments, making the first applications of SCET to e+e- event shape distributions [1,2,3,4], discovering powerful new universality relations for nonperturbative corrections to event shapes [5], pioneering the treatment of jet algorithms in SCET [6,7] as well as the first casting of the issue of non-global logarithms in the language of SCET [8,9].

Despite these advances in predicting global jet cross sections, SCET lacks the multiple soft degrees of freedom that are needed to describe an exclusive jet cross section defined with vetoes on energy outside the jets, which induces sensitivity to multiple scales and gives rise to “non-global” logs. The collinear sector of SCET has also not yet been specialized to deal with summation of logs of jet radii.

In this project we pursued two main directions of research. The first area is in the novel application and deeper study of the methods of standard SCET in jet cross sections defined by global event shapes, which induce sensitivity only to a single scale of soft radiation, and thus allow the use of ordinary SCET. In this area we applied SCET to jet cross sections in DIS for the first time and significantly advanced the level of precision (by an order of magnitude) over previous work using traditional QCD. We also undertook a major study to compare the methods of SCET and traditional QCD as they have been applied to event shape distributions in electron-positron collisions. In the process we uncovered powerful new equivalence relations, making the comparison of results from the respective literature a much easier task. We also discovered ways in which the results of the two formalisms can be made more accurate or reliable. Both this work on e+e- collisions and the work on DIS have significant implications for pp collisions at the LHC as well. These accomplishments will be described in more detail in the next section.

The second main area of research was the construction of new effective theories or extensions of SCET that can be used to resum non-global logarithms and logarithms of jet sizes in jet cross sections. Predicting the precise dependence of jet cross sections on properties such as jet sizes and additional jet energy vetoes requires solving two outstanding problems in QCD, mentioned above. First is the resummation of “non-global logarithms” in QCD perturbation theory. This means summing the probabilities of emitting arbitrarily many soft gluons and quarks into different regions of an event measured with different scales, as occurs in most LHC jet cross sections. Second is the resummation of logs of jet radii R. As smaller and smaller jets and “subjets” (jets within jets) are being used to probe new phenomena at the LHC, the resummation of these logs becomes vital to make accurate and precise predictions of jet cross sections. In this project we developed some
tools that promise to solve these theoretical problems, which would allow prediction of many classes of jet cross sections at the LHC to unprecedented precision, making a major advance in our ability to search for physics beyond the Standard Model. These advances will be described below; work to further develop and apply these methods to LHC physics continues, now funded by our DOE Nuclear Physics grant.

These accomplishments have opened new avenues of research to be pursued beyond the end of this LDRD ECR. First, our work has made the measurement of jet cross sections in DIS a promising way to extract the size of the strong coupling at a precision that is competitive with those from $e^+e^-$ collision data, which so far provide the most precise extractions. This provides strong motivation for a future EIC to pursue this goal. Successful extraction of $\alpha_s$ from EIC data will help resolve existing discrepancies between values extracted from different methods. Second, we have provided more reliable ways to express resummed differential cross sections in SCET and QCD perturbation theory, which should be applied to all jet cross section predictions for the LHC and other colliders. Finally, we have constructed the first simple candidate effective field theories that can sum logarithms of non-global measures or of jet radii. This has generated a direction of new research being pursued with new postdocs in T-2, and their successful completion will revolutionize the precision prediction of exclusive jet cross sections used at the LHC to search for new physics and also in heavy-ion collisions at LHC and at the Relativistic Heavy-Ion Collider (RHIC).

Scientific Approach and Accomplishments
Soft Collinear Effective Theory is a version of Quantum Chromodynamics that contains only soft (low-energy) and collinear (highly-energetic and boosted) degrees of freedom (quarks and gluons) and predicts to high accuracy strong interaction cross sections that are dominated by these degrees of freedom, such as in the production of hadronic jets or simply in collisions containing one or more energetic protons. SCET naturally factorizes such cross sections into separately calculable hard, collinear, and soft functions, each of which contain logarithms of a single energy scale divided by an arbitrary factorization scale $\mu$. SCET comes with a set of renormalization group evolution equations that predict the full $\mu$ dependence of these functions. Solving these equations automatically resums the large logarithms to all orders in $\alpha_s$. The accuracy to which these logs are resummed depends on the order to which the anomalous dimensions of each function are computed, basically, the quantum corrections that are most sensitive to the soft and collinear divergences generated by emission of particles with those momenta.

DIS Event Shapes to Next-to-Next-to-Leading-Log Accuracy and Beyond
While resummation of non-global logs or logs of jet radii require extensions of SCET beyond the simple framework of one collinear and one soft scale, global measures such as event shapes can be resummed fully within ordinary SCET. One of the first things we noticed during this project was that there was a whole arena in which global event shapes had not yet been resummed beyond next-to-leading-log accuracy, namely, in deep inelastic scattering of electrons and protons. Applying SCET promised to vastly improve the precision with which we could predict jet cross sections in DIS. We used an event shape called 1-jettiness to define the cross section. In general N-jettiness [10] measures how well collimated the final state hadrons are into N separated directions, in addition to any collinear radiation along the initial beam direction(s). In DIS, 1-jettiness near zero means there is exactly one collimated jet in the final state plus collimated radiation along the initial proton direction. Large 1-jettiness (near 1) means there are energetic particles in additional directions, e.g. a second jet away from the beam direction. Such measures are highly sensitive to the size of the strong coupling, which governs how much the jets radiate. Thus they are excellent candidates for extraction. But in DIS, event shape distributions had not been computed to sufficiently high precision to make this worthwhile.

We derived the first factorization theorem for an event shape in DIS using the methods of SCET. Using this theorem and existing results for the one-loop hard, jet, beam, and soft functions in SCET, we were able to compute three different versions of the 1-jettiness distribution in DIS to next-to-next-to-leading-logarithmic accuracy, one order beyond what had previously been done using traditional QCD. However, the previous result did not include reliable estimates of the theoretical uncertainty. We provided this both for the old and our new result. The improvement in the precision of our result is illustrated in Figure 1, showing the differential cross section for one version of the 1-jettiness.

Another major result of this work was the discovery of universality relations among the leading nonperturbative corrections to the three versions of 1-jettiness we considered. In addition to the logs and other terms predicted by resummed perturbation theory, there are additional contributions to the 1-jettiness distributions due to the subsequent process of hadronization of quarks and gluons as they get confined into mesons and baryons at a relatively late time scale. These contributions cannot be calculated from first principles. But the relation among them for different observables can sometimes be predicted. We
derived that for these three observables these corrections are actually identical. This provides a powerful improvement in predictive power and reduction of theoretical uncertainty. This universality is illustrated in Figure 2.

Recently, motivated by our discovery of this universality, another group was able to show that these nonperturbative corrections in DIS event shapes are also related to an important class of nonperturbative corrections called the underlying event in pp collisions at the LHC [11]. These are corrections due to radiation from the spectator partons in the protons that do not actively participate in the hard collision of the “active” quarks or gluons and which had not previously been treated rigorously in quantum field theory. Thus our discovery in the context of DIS has even wider ranging implications and impact than initially appreciated and will play a role in searches for new physics at LHC.


Since then we have nearly completed two additional publications that improve further the precision of our results. First, we have computed the next-to-leading-order (NLO) fixed-order corrections to the 1-jettiness distribution resulting from emission of one additional gluon from a quark in the initial proton or from one in the final state, or from the splitting of a gluon in the initial proton into a quark-antiquark pair. While the divergent logs from these processes are already included in the NNLL resummed results, the non-logarithmic finite terms are not. Computing the latter corrections adds to the accuracy of the final results. Second, we have made use of newly available results for the two-loop corrections to the beam function [12] and for the two-loop soft function to improve the accuracy of our resummed predictions to unprecedented N3LL accuracy. The uncertainty of these results is at the 5% level. This is at the level where they can be used for percent level extraction of the strong coupling as. This is an important new goal for our group’s research in the next few years.

The aforementioned results for the two-loop soft function were obtained by O. Zhang who was a visiting student to our group last summer, supervised by the PI Lee. She will visit T-2 again this Spring and Summer to complete the publication of that work. The results of our NLO and N3LL calculations will be presented by our collaborator D. Kang at the SCET 2014 Workshop in Munich, Germany at the end of March 2014, and should be published shortly thereafter.

Comparing and counting logs in traditional QCD and modern SCET methods of resummation

In the course of making new applications and solving new problems using the modern techniques of SCET, it is important to compare and contrast the methods and results with those from the traditional QCD literature. Although both descriptions are in principle equivalent, their actual implementation in the literature often looks formally different and sometimes numerical results purportedly computed to the same accuracy also disagree. To increase the visibility and impact of our work in SCET, it is vital to relate it to the work in the traditional QCD community as well. Thus as part of this ECR, we undertook an extensive comparison of the two methods in the context of event shape distributions in e+e- collisions, although the conclusions and lessons are equally valid for ep and pp collisions.

In this work we took apparently different formulas for resummed event shape distributions in QCD and SCET and derived new, illuminating equivalence relations for every quantity appearing in the two versions. This alone makes comparing results in the two sets of literature a much easier task then before. On top of this, as a result of the comparison, we were able to show how to improve formulas in both formalisms. In the one case, we were able to improve the estimation of uncertainties in cross section computed using traditional QCD methods by importing more reliable methods developed in SCET. In the other direction, we were able to improve the raw accuracy of the SCET formulas themselves. Although when evaluated to infinite accuracy the two formulas are equal, in practice they are truncated at a finite accuracy, and the terms, which are truncated, can differ. We defined new truncation schemes, which maintain equivalent accuracy between the two formalisms.

Some practical results of these improvements can be seen in Figure 3. The first set of plots show the differential thrust distribution in e+e- collisions computed at two orders of accuracy. They show that our new, improved formulas show better convergence from one order to another, that is, the higher-order value lies within the uncertainty bands of the lower-order, as one expects from results whose uncertainties are computed reliably. Our new formula and truncation scheme can therefore be trusted to give more reliable estimates of the true theoretical uncertainty. The other set of plots show the total integral of the differential distribution, and shows that our new formulas integrate more accurately to the known total cross section. Implementation of our methods in other contexts (ep, pp collisions) can be expected to produce similar improvements.

The results of this work have been published in the Journal
of High-Energy Physics [JHEP04 (2014), 174], and have already caught the attention of the wider physics community. The PI presented the work in invited talks at the Boston Jet Physics Workshop in January 2014 and the Soft-Collinear Effective Theory Workshop in Munich in March 2015, and has been invited to give a plenary talk at the LoopFest XIII Workshop in Brooklyn, NY, in June 2015.

**New effective theories for non-global logs and logs of jet radii**

During this project we explored several candidates for effective field theories to resum non-global logarithms (NGLs) and logs of jet radii $R$. Among these we identified two promising candidate theoretical frameworks on which we are continuing to work in order to fully implement them to achieve the logarithmic resummations.

The first framework applies to summing NGLs. We separate the modes of full QCD into hard and soft degrees of freedom. This results in an effective theory resembling the long-neglected Large Energy Effective Theory (LEET) introduced in 1991 [13] but abandoned in favor of SCET in 2000 because of its inapplicability to problems requiring collinear gluon modes. We have uncovered the applicability of LEET to non-global logs, which only require the factorization of soft from hard modes and thus no additional collinear modes. We are excited by the rediscovery of LEET in this context and its promise to solve the long-standing problem of summing NGLs. The hierarchy of scales is illustrated in Figure 4.

The other framework is the separate factorization of these hard and soft sectors into hard/hard-collinear and soft/soft-collinear modes. The soft/soft-collinear factorization is also a step we have proposed for the first time. The relevant hierarchy of scales is illustrated in Figure 5. We are in the midst of completing the theoretical formulation of this doubly-factorized effective field theory and implementing it to resum logs of $R$ and NGLs. In fact the two sets of logs can be summed separately, with the results combined later. We are currently following this parallel procedure.

The formulation of the effective theory frameworks for both problems has been completed, but some concrete calculations required to validate them are still under way. Namely we need to compute double-gluon emission contributions both in full QCD and in our effective theories and show how they match. These computations are in progress in collaboration with our new postdocs Y.-T. Chien and A. Hornig and should be completed within the fiscal year.

We emphasize that these are long-standing, unsolved problems in QCD. While we had hoped to complete publications on them within the timeframe of this LDRD ECR, we are very pleased by the promise of the new effective theories we have constructed to solve them. The computations required to validate them will take additional time, mainly with DOE Nuclear Theory funding, but the establishment of a concrete path to their solution should be considered a major accomplishment of this ECR funded work.

**Impact on National Missions**

Two key missions of the DOE Office of Science in Nuclear and High-Energy Physics are 1) to improve our understanding of Quantum Chromodynamics (QCD), the theory of the strong interactions between quarks and gluons, constituents of all ordinary matter; and 2) to search for new particles and forces beyond the Standard Model that will explain the origin of matter, dark matter, and masses of elementary particles. Our research under this project has made advances in both directions.

We have pushed forward the frontier of precision achievable in predictions of jet cross sections in electron-proton collisions to be studied at a future Electron-Ion Collider, a top priority for US Nuclear Physics and the Physics program at LANL. Our research has opened up a new thrust for the EIC physics program, to measure the strong coupling to percent-level precision and resolve discrepancies in competing data. The 2007 NSAC Long-Range Plan for DOE emphasizes, “The EIC embodies the vision of our field for reaching the next QCD frontier,” and “it is essential that theoretical support for EIC-related physics is maintained at a healthy level.”

Furthermore, we have made advances in theoretical methods for computing jet cross sections that are applied to studies at the LHC in searches for new physics and at LHC and RHIC in studies of the quark-gluon plasma in heavy-ion collisions, as well as studies of proton structure at Fermilab, all top research priorities in the US DOE Office Of Science Nuclear and High-Energy Physics programs and in which LANL plays leading roles. The achievements during this project have opened new, exciting research avenues in strong interaction physics of interest to the DOE Nuclear Theory program.

![Figure 1. Deep inelastic scattering of electron against proton.](image-url)
producing one jet from final-state radiation (orange) and one jet from beam radiation (red) collinear to the initial proton direction. Right: 1-jettiness event shape distribution computed in resummed perturbation theory. Previous results were computed to NLL accuracy (blue). We achieved results to NNLL accuracy (red) and have preliminary results to NNNLL accuracy (not shown). The NLO fixed-order result (grey) shows the divergence at small values of 1-jettiness that is tamed only by the resummation.

\[
\Omega_1^a = \Omega_1^b = \Omega_1^c
\]

Figure 2. Nonperturbative shift due to hadronization (confinement) of quarks and gluons in the final-state jets produced in deep inelastic scattering. The red is the distribution in 1-jettiness computed purely in resummed perturbation theory. Hadronization shifts the distribution to the right (i.e. broadens the jets) by an amount that is not calculable from first principles but can be related amongst different versions of 1-jettiness. For three different versions we proved that this nonperturbative shift would be equal.

Figure 3. Left: Differential thrust distribution in electron-positron collisions computed at NLL and NNLL accuracy in resummed QCD perturbation theory, according to previous formulas in SCET (top) and our new formulas (bottom) with improved accuracy. The new formulas exhibit better convergence from one order to the next, indicating better accuracy and estimation of theoretical uncertainty. Right: Total integrated cross section computed from old and new formulas, as function of an arbitrary parameter tau_cut used to stabilize the integral over the small thrust region. The new formulas exhibit better agreement with the known total cross section and stability with respect to the tau_cut parameter.

Figure 4. Effective field theory for non-global logs of jet veto energy E_0 divided by jet energy Q. The jet cross section is defined by requiring most of the energetic particles to be contained within two cones of radius R with no more than an amount E_0 of energy radiated out of the cones. The cross section then depends on logs of E_0/Q which are “non-global” since the scale E_0 is probed only outside the cones.

Figure 5. Effective field theory framework for resummation of logs of jet radii R. Ordinary SCET contains only one collinear and one soft mode. We have discovered that logs of R in jet cross sections come from sensitivity to two separate hard-collinear and soft-collinear scales. The hard-collinear scale is caused by the confinement of energetic particles of energy Q inside a cone of radius R. The soft-collinear scale is caused by forcing particles of the softer energy E_0 to lie entirely outside these cones.
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Introduction
The goal of this project is to demonstrate operation of a high-brightness Dielectric Wakefield Accelerator (DWA) with an acceleration gradient above 100 MV/m and less than 0.1% induced energy spread in the accelerated beam. We currently project the DWA concept as a performance upgrade for the future LANL signature facility MaRIE. The pre-conceptual design for MaRIE is underway at LANL, with the design of the electron linear accelerator being one of the main research goals. The cost of the linac is significant and the TA-53 space constraints dictate that the final energy of the electron beam for the X-ray Free-Electron Laser (XFEL) is no higher than 12 GeV. The number and the energy of photons produced by the XFEL is however strongly dependent on the electron beam’s energy with the more energetic beam delivering more energetic photons to the user. Although generally the baseline design needs to be conservative and rely on existing technology, any future upgrade would immediately call for looking into the advanced accelerator concepts capable of boosting the electron beam energy up by a few GeV in a very short distance without degrading the beam’s quality. This work has the potential to advance the DWA technology to a level that would make it suitable for MaRIE and also for a number of other national security applications.

Benefit to National Security Missions
The proposed work has the potential to advance dielectric wakefield accelerator technology to a level to make it suitable for a number of national security applications, including compact accelerators for warfighter support (e.g. small weaponized free-electron lasers) and active interrogation (e.g. small and in-expensive electron accelerators as compact front ends for muon active interrogation sources or alternatively to generate bremsstrahlung radiation). Additionally, this technology may be applicable for the future upgrades to increase the energy and luminosity of the MaRIE XFEL.

Considering the long time scale associated with the MaRIE project, this technology, if demonstrated now, may provide an approach to boost the energy of the electron beam feeding the MaRIE XFEL from the nominal 12 GeV up to 20.8 GeV with a very low cost upgrade. This upgrade would allow a much greater production of 126-keV photons, now at the third harmonic of 42 keV. With the current 12 GeV MaRIE linac design, generation of the third harmonic photons is suppressed in the wiggler. However, photon energy above 120 keV is required for the K-shell ionization of uranium and other actinides, an important MaRIE mission and part of its funding justification. An 8.8-GeV DWA afterburner would lead to over an order of magnitude greater production of these high energy photons.

Progress
The progress in Year 2 of the project was three-fold. First, we worked on putting together the complete concept of a high energy dielectric wakefield accelerator afterburner. We analyzed possible effects that would preclude the effective transfer of energy from the drive electron bunch to the main bunch over a long distance. Simulations were conducted in Elegant. Two major effects were the beam break up due to dipole wakefields and the de-phasing. We proposed certain modifications to the beam line to mitigate undesired effects. We conducted simulations of over the long propagation distances and demonstrated that a periodic array of focusing and defocusing quadrupoles with tapered strength effectively suppresses beam breakup. The de-phasing effect is due to the drive bunch slowing down when its energy is transferred to the main bunch. Tapering the dimension of the dielectric tubes in the accelerating structure allows us to compensate for the de-phasing. Overall, we put together a beamline schematics that would allow us to transfer over 90 per cent of energy from the drive bunch to the witness bunch. Second, we conducted full particle-in-cell (PIC) simulations of propagation of high
charge electron bunches in dielectric tubes with two different PIC codes - LSP and Merlin. The aim of the PIC simulations was to evaluate the full effect of the beam break up in 3D geometry, something that cannot be performed using the simple matrix code Elegant.

Also full 3D PIC simulations allowed us to get some understanding of important transverse and longitudinal space charge effects that will play a role in real-life experiments when the bunch charge is high, but cannot be estimated with any other code. Third, we conducted a series of experiments at the Accelerator Test Facility in Brookhaven National Laboratory to optimize the design of the beam shaping mask for production of the shaped electron bunches and performed some preliminary experiments on the enhanced transformer ratio. The design of the shaping mask had to account for the realistic parameters of the beam line and beam jitter. The dimensions of the dielectric tube had to be experimentally adjusted once the effect of the beam jitter was identified. We believe that these experiments provided our team with the experience necessary to conduct the beam shaping experiment on a real test stand with an Emittance Exchanger (EEX) at Argonne National Laboratory (ANL). LANL participated in monthly teleconference meetings with a team at Argonne National Laboratory to get the updates on the status of the ANL's EEX facility. The EEX is planned to start operating by the end of summer 2014 and LANL will be the first user group to conduct the beam shaping experiments.

LANL also organized the 2nd Workshop on Applications of Dielectric Wakefield Accelerators for future Free Electron Laser facilities. The workshop was held in Los Alamos in December 2013. Participants presented their recent progress in the area of dielectric wakefield accelerators and discussed the applicability of the concept for the proposed MaRIE LANL signature accelerator facility. LANL team presented 3 talks at the US Particle Accelerator Conference in October, 2013, three talks at 2nd Workshop on DWAs for the FELs, submitted two abstracts for the Advanced Accelerator Concepts workshop in July, 2014, co-authored an invited talk for the FEL2014 conference in August, 2014, and published one paper in a refereed journal.

Future Work
In FY15 the project will focus on experimental verification of the developed concepts. All theoretical simulations are now complete. Preliminary experiments were performed at a test stand at Brookhaven National Laboratory to demonstrate shaping of an electron beam with a mask but with no Emittance Exchanger (EEX). The high transformer ratio demonstration experiments were started at Brookhaven and will be completed before the end of FY14.

In FY15 our team will focus on the demonstration of the bunch shaping with the EEX. All experiments will now be conducted at Argonne Wakefield Accelerator facility at Argonne National Laboratory, which has an available EEX test stand. We plan to demonstrate the production of the shaped electron bunches and simultaneous production of the drive and witness bunches. We will then pass the shaped bunches through a dielectric tubes and demonstrate the enhanced transformer ratio.

Conclusion
The most important outcome of the proposed research will be the experimental demonstration of a high-brightness dielectric wakefield accelerator with an accelerating gradient well above 100 MV/m and less than 0.1% induced energy spread in the accelerated beam. It is very likely that we will be able to demonstrate the following secondary outcomes: (1) simultaneous generation of a drive bunch and main beam for the first time, (2) significant increases in a DWA transformer ratio, and (3) significant decreases in the measured energy spread from a main beam accelerated through a wakefield process.
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Introduction

This project will use an ultrafast laser to create a shock wave at a metal sample surface. The metal sample will have a periodically roughened surface, and the interaction of the shock wave with the structured surface will create instabilities in the material that will evolve in small jets of ejecta particles. This process will be imaged using ultrafast soft x-rays that are created by the same laser system that drives the shock. Using coherent soft x-rays, we will provide resolution of the ejecta formation process that is 20 times better than has been previously performed.

We will also perform molecular dynamic simulations of this ejecta forming process that are perfectly matched in length and time scales to the experiments. By comparing the simulation with the experiments, we will gain new insight into instability formation and evolution. By comparison of these results with previous results of larger scale ejecta formation, we will learn about the importance of time and length scales on instability growth.

Benefit to National Security Missions

The development of this tabletop source will immediately address core mission problems and provide important validation of physics-based material models as the spatial and temporal resolutions achievable with this imaging diagnostic will be orders of magnitude better than current dynamic diagnostic alternatives. This diagnostic ability was specifically called out in the report from the Research Needs for Material Mixing at Extremes workshop stating, “developing diagnostics for HED flows that will allow us to penetrate the mixing regions with greater resolution than ever before achieved.” This project will also greatly advance the state-of-the-art in dynamic materials imaging using coherent x-ray diffractive imaging, a key diagnostic proposed in the Matter-Radiation Interactions in Extremes (MaRIE) signature facility.

Progress

Our efforts have been focused on the high energy, second stage laser amplifier system that have given our project some major challenges. These challenges include a broken laser pump system and problems with the existing optics that have lead to optical damage. We have been working on overcoming these issues by redesigning some of the optics for the second stage amplifier and purchasing new components. These changes seem to have greatly increased the available laser energy we can extract without damaging the laser. Furthermore, a broken pump laser for the second stage amplifier hindered our efforts for several weeks until we could get it replaced by an offsite service technician. Currently, we have successfully compressed the amplified 10 Hz laser for the high harmonic generation drive and imaging to 38 fs, shorter than the 50 fs we were hoping for. We currently have up to about 50 mJ of pulse energy in this short pulse and have plans to upgrade the power to around 100 mJ of compressed laser energy.

Additional progress has been made on securing the needed parts for the vacuum chambers and high harmonic generation chamber. We now have all of the soft x-ray components and equipment acquired and installed necessary to generate our soft x-ray imaging probe beam and to characterize it. Currently, efforts are underway to generate the first soft x-ray beam for imaging. Once this has been accomplished, we will immediately move to generating simple diffraction patterns from test samples and to reconstructing those images using coherent diffractive imaging algorithms. Within the next few months we plan on conducting the first static imaging experiments.

The development of this unique system has been attracting interest from outside collaborators including Prof. Brian Abbey’s group from La Trobe University in Melbourne, Australia who was a Physics Colloquium speaker last fall. Furthermore, a recent LANSCE hire, Prof. Edwin
Fohtung, who is also a professor at New Mexico State University has expressed interest in collaborating with us and using this unique single shot imaging system. These two groups bring strong expertise in coherent diffractive imaging techniques and algorithms and will greatly speed up the progress we can make on the imaging once the imaging experiments begin.

We have also made progress on the modeling effort. In evaluating the various existing potentials for aluminum, it has been determined that a few of the nuances of aluminum that could affect the general behavior producing ejecta at high pressure are not adequately captured by the existing EAM potentials. Electronic structure calculations have been performed in a way to identify where the aluminum potentials can be improved. Several large-scale simulations of copper structures have been performed looking at the behavior of sinusoidal surfaces with a small rotation angle. These simulations show how the slight difference in time of arrival of the shock followed by non-symmetric interactions of the rarefaction waves cause the resulting spikes to coalesce setting up non-shock normal particle momentum. Currently analysis is underway to characterize the particle size distributions in light of the theoretical predictions. Those simulations showing dynamic particle break-up are being analyzed to determine whether there is an approach to developing a model for particle velocity distributions to replace the current prescription approach currently implemented.

Future Work
This year we had significant set backs in the laser system for these experiments (see Past Year’s Accomplishments). Therefore, for the remainder of FY14 the goal will be to optimize the high harmonic generation drive and single shot imaging and synchronize the laser shock drive so that we can begin dynamic imaging of shocked surfaces in FY15. The specific steps we will be taking include 1) optimizing the laser drive pulse energy, focus, and spatial mode for the best imaging parameters, 2) upgrading the optical components in the laser pulse shaper for the laser shock drive, and 3) optimizing the laser shock drive by conducting laser velocimetry with a MPA-CINT owned Pulsed Laser Velocimetry System currently on loan to W-Division. These efforts will pave the way for the first synchronized, shock pump – HHG imaging probe experiments where we plan on capturing sub-100 nm resolution dynamic images of the shock breakout on metal surfaces. Coupled with these experimental efforts, in the next year, a simple model for the distribution of the particle velocities will be proposed. We also expect that an aluminum embedded atom method potential will be refined in such a way to capture some of the nuances of aluminum near melt on the shock Hugoniot.

Conclusion
This project’s goals are to image ultrafast laser shock driven ejecta particles and to compare the imaging data with molecular dynamics simulations. This project will demonstrate the first single shot coherent x-ray diffraction imaging of a dynamic process and will validate molecular dynamics simulations. Additionally, we will provide an important new experimental capability, x-ray imaging of dynamic events, and will create data on instability formation with unprecedented time and length scales.
**Introduction**

Astrophysical and cosmological observations over the last two decades have proven that ordinary matter constitutes only a few percent of the energy density of our Universe. Most of the energy density is contained in dark matter and dark energy. While the dark matter is known to hold the galaxies together, its physical nature remains a mystery. Laboratory experiments aiming to detect the dark matter particle form one of the cornerstones of the worldwide campaign to discover new physics beyond the Standard Model. The search for dark matter is one of the stated priorities of the DOE Office of Science.

Traditionally, direct detection experiments have been guided by the so-called WIMP (Weakly Interacting Massive Particle) paradigm. In this paradigm, one expects the dark matter particle to be in the mass range of 100-1000 times the mass of the proton. Yet, in the past few years, a contradictory picture has emerged that appears incompatible with the minimal WIMP framework. Several experiments, specifically CoGeNT, CRESST-II, and DAMA, have claimed evidence for dark matter, whereas CDMS, XENON10, and XENON100 have reported null results. To untangle this paradox urgently requires simultaneous advances in both theory and experiment.

We will attack the physics of dark matter on two fronts: by scrutinizing theoretical models that go beyond the minimal WIMP framework and by performing a low-threshold search for dark matter using the Majorana Demonstrator experiment. The experiment will be carried out in the timeframe of this proposal and will result in the world’s best sensitivity in the light dark matter window. The theory effort will analyze the experimental results in the broad context of existing searches and will translate them into the physical properties of dark matter in various scenarios of new physics.

**Benefit to National Security Missions**

The search for dark matter is one of the leading priorities of the DOE Office of Science. The aim of this project is to enhance the capabilities of the Majorana detector to make it into the world’s best probe of dark matter in the light mass window. Additional strategic impact derives from the capability of the Majorana detector in low-background counting. Improving this capability by going to lower energies will enable us to study a wider range of samples. We presently count samples for programs in HEP and NP that require fabrication of experimental apparatus from radio-pure parts. We have also counted a sample for NIF-related efforts.
ceeded in building some demonstration code in python that interfaces with data from COPPI, and were in the process of implementing a faster library that integrates more closely with the Majorana analysis chain. At this time, our noise power spectra are modeled on standard noise spectra, such as gaussian and pink noise profiles. For the filter to be effectively applied in routine operation we will need to base our noise power spectrum on real data in order to capture the contributions specific to the COPPIs mechanical and thermal couplings to the lab environment. We have plans to implement a random trigger into the DAQ to acquire detector waveforms in the absence of a physics event. Due to the difficulties with access to WIPP and the need to reduce scope due to the lower support, we have tabled these activities. Specifically, the random trigger hardware test is not possible at this time.

The R&D detector at KURF has produced a limit on dark matter in the mass region below 10 GeV. A paper was prepared and initial results were shown at a conference last September. The paper has been finished and was submitted as a proceeding contribution to that conference (“A Dark Matter Search with MALBEK”, LA-UR-14-23140). We have been building on that success by examining a new analysis technique for solar axion searches. The technique exploits the Bragg scattering signal from such axions that requires knowledge of the detector crystal axis orientation. Our new technique hopes to exploit relative knowledge of the axes between two crystals without explicit knowledge of the absolute angle to the sun. The latter is difficult to determine precisely. We should determine within the next few months whether this idea has merits and is publishable. If it is successful, it is likely to be used during analysis of the Demonstrator data.

An initial theoretical study of the sensitivity of this experiment to light WIMP masses has been completed. The study uncovered a novel physical degeneracy between the WIMP mass and its velocity dispersion in our galactic halo. This implies there is a great need for accurate simulation of dark matter distribution in the galactic halo. The results are published in Physics Letters B. We have also realized that coupling between neutrinos and dark matter would have a profound impact on this distribution. We began investigating observational and cosmological implications of this scenario.

Future Work
On the experimental side, we will operate Cryostat 1 in late 2014 or early 2015. We expect to collect data to be used for the dark matter analysis. The prototype module is operating and would also have some dark matter sensitivity, however, its use has been dominated by the need to be a test bed for technical tests. Due to the difficulties with access to WIPP and the need to reduce scope due to the lower support, we have tabled activities related to the random trigger hardware test. Our new technique hopes to exploit relative knowledge of the axes between two crystals without explicit knowledge of the absolute angle to the sun. The later is difficult to determine precisely. We should determine within the next few months whether this idea has merits and is publishable. If it is successful, it is likely to be used during analysis of the Demonstrator data.

On the theoretical side, we will analyze the phase-space distribution of dark matter coming out of high resolution supercomputing simulations. We will pay special attention to the high velocity tails of the distribution, where more structure is expected and which is most physically important for light WIMPs. We will also investigate a theoretical framework in which neutrinos are coupled to dark matter and explore the consequences of this coupling on the direct detection signal. Finally, we will derive quantitative bounds on neutrino-dark matter coupling from the latest IceCube and Deepcore data.

Conclusion
The project aims to carry out the world’s most sensitive search for dark matter in the mass window of 5-100 proton masses, using the Majorana detector. It also plans to develop a theoretical framework for understanding the particle physics nature of dark matter, given the latest data from other direct detection experiments, LHC, IceCUBE, Fermi, and other relevant searches. The experimental and theoretical parts will be tightly integrated and the analysis of data will be done jointly.
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Introduction
More than any other measure, the beam brightness has been the driving force for technological development in beam physics. Until recently, the beam's “emittances” (the rms area in phase space, comparable to temperature) were considered constants of linear motion, and nonlinear forces only increased them, thereby reducing the beam brightness.

However, within the past couple of years, a breakthrough has developed, largely originating with scientists at LANL. The term “eigen-emittances” refers to the emittances that a beam would possess if there were no additional correlations. The new discovery is that, by generating a beam with specific initial correlations, the eigen-emittances can be substantially reduced, and through beam optics that unravel the correlations, the final, observed emittances will take on these improved values.

The technology development capability supported by this proposal enhances our ability to design Engineered Systems. Additionally, compact, advanced accelerator technology supports a wide array of accelerator-based solutions to National Security missions. Two examples include Global Security, such as Warfighter Support (high-power FELs) and Countering Weapons of Mass Effect (active interrogation).

Benefit to National Security Missions
Major accelerator facilities at LANL include LANSCE and DARHT, and successful implementation of the proposed MaRIE signature science facility will require developing new accelerator capabilities. Additionally, several emerging major Global Security work-for-other missions require state-of-the-art accelerator technology.

The work in this project directly supports future light sources (such as that proposed for the MaRIE XFEL) and future linear colliders, which are major DOE Office of Science projects. In turn, light sources support the Materials: Discovery Science to Strategic Applications grand challenge and linear colliders support the Beyond the Standard Model grand challenge.

More directly, the technology development capability supported by this project enhances our ability to design Engineered Systems, another grand challenge. Additionally, compact, advanced accelerator technology supports a wide array of accelerator-based solutions to National Security missions. Two examples include Global Security, such as Warfighter Support (high-power FELs) and Countering Weapons of Mass Effect (active interrogation).

Progress
There were two unexpected roadblocks in the progress of this LDRD project. The project focus needed to change, and what were roadblocks have actually proven to be new opportunities to expand the relevancy of the project’s results.

Firstly, the facility initially selected for the demonstration was unable to accommodate testing time in their schedule. The LANSCE facility at LANL is an accelerator-based user facility, running 800-MeV protons for a variety of experiments and production needs. At the beginning of this project, the LANSCE facility coordinator blocked beam time for this project. But the accelerator was not functional for other needs, putting pressure on experimental beam time, and there was not enough time for a full demonstration of the setup. The results of this issue were as follows:

- A new facility, the Argonne Wakefield Accelerator (AWA) became available.
- AWA runs 75-MeV electrons, an entirely different regime for the proposed demonstration. While requiring additional simulation optimization, it doubled the amount of optimizations the project has produced. Publishing these results broadens the ap-
plicability of the funded work on future facilities.

- Additionally, AWA has a higher-quality beam and higher-quality diagnostics. With the newer technology AWA can provide, we believe the data will be much more compelling, and tests on a variety of parameter spaces can be compared.

Secondly, the AWA underwent a significant upgrade over the past 6 months. This pushed our beam time into the next fiscal year. However, the upgrade enabled more improvements:

- The initial diagnostic system was not fully functional, and part of our beamtime was to complete that system. The delay allowed the system to be fully tested beforehand. This reduced risk and reduced cost to the program.

- The AWA is now a testing facility within the Accelerator Stewardship Office in the Office of Science. Two user meetings have already occurred, and experiments are being reported to the Office of Science. This means the current project has already had additional exposure to the outside community, and will continue to be advertised at high levels.

In all, what appeared to be initial roadblocks turned out to be a fantastic growth in this project. The project itself completed a variety of simulation results, initiated beamline component construction, and solidified the demonstration timeline with AWA. The improved diagnostic system and the exposure to the Office of Science are also welcome complementary developments during the past year.

**Future Work**

During the next year, this project intends to test the final beamline configuration. This involves several steps:

- Completion of the beamline construction, which was started this year. For example, several foil materials and designs will be available for testing. Several custom magnets will be installed on the beamline.

- Testing of the foil for eigen-emittance partitioning. Simulations of the beam-on-foil properties have been performed, but verifying these characteristics are crucial for a final demonstration.

- Testing of the full beamline insertion device. The exciting results are anticipated to alter the beam properties (emittances) due to unique foil properties. Observing these effects will be new research which numerous accelerator facilities have expressed great interest in exploring.

- Publication of these results is an important step for cutting-edge research. By the end of the year, the project will have demonstrated an optimized emittance-reducing scheme which is scalable to numerous types of accelerator and beamline applications.

**Conclusion**

This project intends to develop a new, revolutionary concept in accelerator physics. In particular, theory has shown that setting specific correlations within the particle distribution, and finally unraveling those correlations, the final transverse emittances will be superior to previous capabilities. This project intends to demonstrate and optimize this technique, in order to generate particle beams of exceptional brightness.

Updates to existing accelerator facilities (such as LANSCE and DARHT), future construction of the MaRIE signature-science facility, and Global Security missions all depend on the technology of this project.
Hybrid Shock Ignition as an Alternate Concept for Fusion Energy

Eric N. Loomis
20140180ER

Introduction

Achieving energy gain from thermonuclear reacting plasmas in a laboratory setting is a fundamental aim of researchers around the world since, in time, it would lead to a new and controllable energy source, as well as a much needed platform for supporting aspects of Stockpile Stewardship. Inertial Confinement Fusion (ICF) has remained at the forefront of this research for many years and its flagship, the National Ignition Facility (NIF), is currently performing the experiments towards ignition anticipated for well over a decade. In the past year, however, thermonuclear ignition on NIF using conventional indirect-drive ICF has proven more elusive than previously expected. Even if ignition is achieved, new high yield concepts are needed for useful energy production as well as future “Applications of Ignition” experiments. In this project we present a novel platform with the potential for high energy gain implosions, which integrates the existing advances made in Indirect-Drive Inertial Fusion with the promising new scheme of Shock Ignition (SI). If successful, our Hybrid SI concept will provide a new platform by which to study hohlraum-based implosion physics, but which accesses different conditions than current NIF ignition attempts and stresses different aspects of our predictive capabilities, which we expect will lead to improved physics models in numerical radiation hydrodynamics codes.

Hybrid SI will use spherical hohlraums with a novel arrangement of symmetric laser entrance holes that allow both indirect-drive beam access to the hohlraum walls followed by shock ignitor drive beams that directly illuminate and provide requisite heating to the compressed fuel. Our exploratory research into this concept will involve multi-dimensional radiation hydrodynamics design calculations and proof-of-principle experiments that demonstrate adequate implosion and ignitor symmetry. Although the long-term goal is to field experiments on NIF, we will perform the initial development at the OMEGA laser facility (Univ. of Rochester, NY).

Benefit to National Security Missions

Alternate Inertial Confinement Fusion (ICF) concepts, such as Shock Ignition (SI), will stress different aspects of the ignition problem compared to conventional indirect-drive and will help elucidate shortcomings in our predicative capabilities. This platform is also a potential low convergence design that at ignition-scale could out-perform current NIF implosions or at least be more predictable. This work addresses a major gap: LANL is currently the only major ICF laboratory without an investment in SI and, furthermore, LANL is the only ICF laboratory without an investment in any alternative ignition platform. The intent of this project is to begin to build an innovative Hybrid SI program with potential experiments on NIF within four years.

Progress

In the first year we have begun 2-D design calculations of the OMEGA Hybrid shock ignition targets. We started by performing validation of simulations on a related experiment conducted previously on the OMEGA laser. This validation informed us of the accuracy of our 2-D modeling efforts of laser ray tracing inside gold hohlraums in spherical geometry and the resulting radiation temperature distribution that performed the compression of the fuel capsule. We are currently extending these validated simulations to the current project hohlraum and capsule geometry where high resolution hohlraum simulations are performed, which then link to the RAGE simulation package to perform the capsule hydrodynamic evolution. Evan Dodd and his post-doc Jessica Baumgaertel are teaming together to perform these simulations.

The experimental design for first experiments was completed, which includes the geometries of all diagnostics, lasers, and targets using the design tool VisRAD. We have performed detailed sensitivity studies of our experimental design to such things as beam and target misalignments in the real OMEGA chamber environment. These have led to some modifications of our
original target geometry.

Integrated simulations were performed with the radiation hydrodynamics code HYDRA, which can apply asymmetric radiation flux boundary conditions. Legendre polynomials of radiation flux was extracted from VisRAD calculations of our 3-D target geometry and used in HYDRA simulations. A parameter study was then conducted to check the affect of ignition beam timing on neutron yield and fuel ion temperature under conditions of realistic asymmetric radiation flux.

We also worked with MST-7 to generate an actual target design, which consists of the finer target details such as capsule mounting stocks inside the hohlraums and fuel gas fill tubes. With MST-7 target fabrication engineers we have devised a path forward on how to fabricate the complex hohlraums and are beginning the initial fabrication of target components.

Future Work
We were not awarded facility time under the OMEGA laser Laboratory Basic Sciences (LBS) program so experiments are not expected until FY16. For this reason we will now focus our FY15 efforts on detailed 2- and 3-D simulations of our Hybrid Shock Ignition platform. With this added time we will be able to more completely address the design aspects of laser-plasma coupling and drive asymmetry effects on our targets. We will also begin new designs for ignition-scale targets at the National Ignition Facility (NIF). Another key priority in FY15 is to complete the full fabrication and assembly of actual experimental targets for the OMEGA facility. These targets are expected to be difficult to manufacture so starting now will provide time for improvement in fabrication methods. We will also perform detailed calculations to predict diagnostic data output resulting in synthetic data of our experiment. This will aid in the experimental design and allow us to optimize targets and diagnostics to deliver high quality data once experiments are performed.

Conclusion
Success of this project is based on demonstrating the novel integration and nuclear performance benefit of a hohlraum-driven implosion with direct-drive Shock Ignition of the fuel. Specifically, the outstanding questions that must be addressed to declare success regards the achievable symmetry of the hohlraum-driven capsule implosion and the symmetry that must be attained by the ignitor beams to result in enhanced nuclear performance (neutron yield, ion temperature, and areal density) beyond standard implosion techniques. We will also produce ignition-scale design calculations in order to predict feasibility for NIF.
Introduction

Neutrinos are perhaps the most mysterious and elusive of the known particles, and yet play a crucial role in the early universe and the life of stars. Neutrinos interact only very weakly and have tiny masses, the heaviest neutrino being at least a million times lighter than the electron, the lightest charged particle. Moreover, observations of solar, atmospheric, reactor, and accelerator neutrinos indicate that the neutrinos come in three different flavors, that can morph into one another as they evolve, through a genuine quantum mechanical interference effect. Despite their elusive nature, neutrinos play a special role in the dynamics of the early universe (EU) and supernovae (SN), because they come in huge numbers and because through their flavor-dependent weak interactions they can set the ratio of neutrons to proton in both the EU and in the heated ejecta of a supernova. Such ratio is a key ingredient in understanding quantitatively what atomic nuclei are synthesized in these two environments.

The overarching goal of this project is to set up the analytic and computational tools needed to describe neutrino kinetics in the EU and SN environments, simultaneously keeping track of the effect of quantum mechanical morphing and the role of inelastic collisions with the medium. The appropriate tool to describe neutrino evolution in a hot and dense medium are the so-called Quantum Kinetic Equations (QKEs). To date, no self-consistent derivation of the QKEs exists, let alone numerical solution. Our proposed research will improve on the current state-of-the-art in two important aspects: first, it will provide a first-principle derivation of the QKEs, based on non-equilibrium field theory and a controlled expansion in ratios of widely separated length scales.

Benefit to National Security Missions

Understanding how neutrinos have shaped the evolution of the cosmos and of stars, including the implications for the synthesis of atomic nuclei, is a major goal of both the Nuclear Physics and High Energy Physics Office of Science.

Moreover, our project will develop cutting edge capability in transport theory. While this will be applied to neutrinos in supernovae and early universe, in the future the very same tools could be applied to programmatic work supporting our national security mission.

Progress

In the past nine months the project has proceeded along several fronts, which we highlight below:

Firstly, we completed the formulation of Quantum Kinetic Equations for neutrinos starting from first principles, i.e. quantum field theory. The results have been published by the PI and external collaborators Fuller and Vlasenko in Phys. Rev D 89 (2014) 105004. In this paper, we present a formulation of the quantum kinetic equations (QKEs) which govern the evolution of neutrino flavor at high density and temperature. Here, the QKEs are derived from the ground up, using fundamental neutrino interactions and quantum field theory. We show that the resulting QKEs describe coherent flavor evolution with an effective mass when inelastic scattering is negligible. The QKEs also contain a collision term. This term can reduce to the collision term in the Boltzmann equation when scattering is dominant and the neutrino effective masses and density matrices become diagonal in the interaction basis. We also find that the QKE’s include equations of motion for a new dynamical quantity related to neutrino spin. This quantity decouples from the equations of motion for the density matrices at low densities or in isotropic conditions. However, the spin equations of motion allow for the possibility of coherent transformation between neutrinos and antineutrinos at high densities and in the presence of anisotropy. Although the requisite conditions for this exist in the core collapse supernova and compact object merger environments, it is likely that only a self consistent incorporation
of the QKEs in a sufficiently realistic model could establish whether or not significant neutrino-antineutrino conversion occurs.

Given the novelty of the above result, we have proceeded to an alternative derivation of the new terms involving the neutrino spin degrees of freedom. We are currently finalizing a new manuscript that summarized this alternative derivations, together with a summary of the main results of the long paper (Phys. Rev D 89 (2014) 105004). We plan to submit the new manuscript to Physical Review Letter.

Secondly, we started numerical simulation work to explore in which regime there can be large conversion of left-handed into right-handed neutrinos due to the new term of the QKEs that we have found. Preliminary calculations indicate that the conditions for large scale conversion do exist in the supernova envelope. We plan to write these results in another paper, to be submitted to Physical Review Letter.

Finally, we have also started a systematic analytic calculation of the so-called “collision terms” that appear in the QKEs. While the structure of these collision terms has been identified in Phys. Rev D 89 (2014) 105004, our next task is to provide an explicit form in terms of the neutrino density matrix and the calculable response function characterizing the medium in which neutrinos propagate. Once we complete this analytic calculation, we will have “practical” QKEs that can be fully implemented in a numerical code.

Future Work
• Obtain complete closed expressions for the collision terms, valid both for the Early universe isotropic conditions and for anisotropic conditions relevant to compact astrophysical environments.

• Perform numerical simulations of the full quantum kinetic equations (QKEs) describing the evolution and decoupling of neutrinos in the early universe. We plan to do this both for the case of three active neutrinos and for the case of active-sterile mixing.

• Building on the results of point (2), we will begin to explore the implications of the decoupled neutrino spectra on the process of primordial nucleosynthesis, i.e. the making of light nuclei in the early universe.

Conclusion
The proposed research will enable us to address two sets of outstanding questions:

1. What is the energy and flavor composition of neutrinos about 1 sec after the Big Bang, when the light nuclei are first synthesized? How does this knowledge constrain the existence of possible new neutrino states, so called “sterile” neutrinos?

2. How do inelastic collisions affect collective flavor transformation in a supernova envelope? What are the consequences for the synthesis of heavy elements in the neutrino-heated supernova ejecta? What are the consequences for the neutrino signal that can be potentially detected from galactic supernovae?
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Designing the Next Generation Compton Light Source

Nikolai Yampolsky
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Introduction
The ultimate goal is to prove the feasibility of the new technology for light sources based on inverse Compton scattering using microbunched electron beams. In this setup the scattered light will be coherently amplified since the radiation generated by each microbunch adds up in phase. The idea has never been explored since there was no recognized mechanism for creating very short wavelength density modulations in relativistic electrons beams with relatively low energy (~100 MeV). We propose to create the beam distribution consisting of several well separated energy bands through a series of manipulations with the bunch phase space using laser modulation and conventional electron beam optics. Such a distribution will drive the two-stream instability resulting in the plasma wave, i.e. density modulation. The proposed scheme can be split into three well separated stages, namely (1) creating required beam distribution, (2) development of the two-stream instability causing beam microbunching, and (3) scattering laser pulse off the microbunched beam to produce radiation with increased coherency. We will study each of these stages and analyze start-to-end performance of this novel scheme. We anticipate finding the parameters region for which the novel scheme results in 5-6 orders of magnitude increase in brightness over existing Compton light sources in 1-10nm wavelength range.

The largest challenge of this project is in mitigating various deleterious effects which may suppress the instability leading to beam microbunching. Preliminary analysis shows that they are negligible at large wavelengths (on the order of 1 micron) and dominant at small wavelengths (on the order of 1 nm). During the course of the project we will identify the precise limit of the novel technology.

Benefit to National Security Missions
If successful, the project will lead to development of a new generation soft X-ray Compton light source having significantly better beam quality over existing ones. This source will be compact (~100m) and relatively cheap (less than $100M), which makes it suitable to be widely distributed to multiple national laboratories and major research universities. The high brightness, tunability, and short duration of these sources will allow for many experiments which currently have to be conducted at the 3rd and 4th generation light source facilities which are severely overbooked. Development of a cheap, competitive, high brightness soft X-ray light source will cover several national light source needs and will boost many research areas such as Biology, Chemistry, Physics, and Material Science.

Progress
In first nine months of FY14 the progress of the project was consistent with the anticipated research plan. The progress was made in two major parts, namely (1) design of the beamline which provides unstable beam distribution, and (2) analysis of the instability.

The beamline was successfully designed and simulated using realistic beam parameters. The appropriate numerical diagnostics was developed to provide useful metric for estimating the performance of the beamline. The beamline performs perfectly at low beam cur-
rents but shows degradation of the beam and modulation parameters while the current increases due to coherent synchrotron radiation (CSR). This effect was anticipated at the proposal stage but the effect turned out to be more significant than expected. Several ways of its mitigation were tested but we were not able to reduce it as much as we hoped. Currently, alternative beamline is investigated for reducing the effect of CSR.

PIC simulations were performed to study the development of the two-stream instability in modulated beam. The convergence study in 1D geometry has been done. Currently, we investigate the accuracy of the analytical predictions by simulating the artificial beam distribution for which the analytical result was obtained. We anticipate finishing this study by the end and FY14. By that time we will also make first start-to-end simulations. At that stage there will be concluded whether the deleterious CSR effects actually reduce performance of the scheme or more our diagnostics shows numerical artefacts.

Future Work
- 3D simulations of the instability
- Detailed start-to-end simulations using output of EL-EGANT as an input for CPIC
- Include intra-beam scattering into CPIC
- Optimize performance of the scheme resulting in the largest growth of the modulation
- Estimate the limit of the technology in terms of the shortest wavelength modulation which can be produced.

Conclusion
- Perform detailed study of the two-stream instability in relativistic beams driven by the multi-stream distribution. Support conclusions with detailed analytical estimates and numerical simulations including all relevant effects.
- Determine whether this mechanism for the micro-bunching instability may be used for improving quality of the Compton light source. Provide reliable quantitative estimates of the resulting source parameters.
- Determine whether this mechanism for microbunching may be significant in other applications in Accelerator Physics, e.g. seeding schemes for free electron lasers (FELs).
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Introduction

We propose an engineering prototype demonstration (Technology Readiness Level (TRL) of 5) of a novel accelerator system architecture, where the accelerator’s RF power source is integrated with the accelerator structure itself. Using a klystron as the RF power source, we have named this architecture “Klynac” to represent the functionalities of both the klystron and linear accelerator (linac) parts. To quantify its potential impact, the Klynac technology may lead to a reduction of a factor of 5 to 10 in overall weight of portable radiography systems when used with an existing LANL TRL 6 capability, the resonant air-core transformer (compared to the 1900-lb, 3-MeV Varian Linatron M3, intended for fixed or truck-mounted applications). The reduced weight and size of the Klynac will allow man-portable radiographic missions, including emergency response, and provide a new technology to reduce the cost of medical radiography systems.

Benefit to National Security Missions

We will develop a technology that can be used to reduce the size of portable MeV-class radiography systems (including those use for medical cancer treatments) from ~ ton weights to a few hundred pounds. The NA-22 roadmap “Special Nuclear Materials Movement Detection Program Radiation Sensors and Sources Roadmap” calls for high-repetition-rate linacs (1–10 kHz) to increase photon flux compared to traditional linacs, allowing detection of both prompt and delayed signatures. The roadmap specifically calls for development of next-generation accelerator concepts and development of compact, mobile photon sources, which can be addressed with the technologies developed by the proposed work. The Laboratory is not receiving any NA-22 funds to address this goal.

Future Work

We designed the klystron and linac sections this fiscal year using the LANL PIC code ISIS and let contracts for the fabrication of the electron gun and the overall klynac structure RF and mechanical designs. Our first contractor will use TRAK to design the electron gun (delivery Dec 2014) and our second contractor will use HFSS for the structure RF design. In FY15, we will receive and assemble the parts. Using the LANL CLIA modulator, we will operate the device and measure electron beam acceleration with a spectrometer.

Conclusion

The main technical goal of this project is to demonstrate that a portion of the bunched klystron beam can be ac-
celerated in a linac. For this demonstration, a low voltage resonant klystron and linac will be built, driven at 50 kV and accelerating the electron beam to 1 MeV. The S-band linac design is standard, and will be identical to that used in the previous linacs. Likewise, the electron gun design and the 4-cavity klystron design will follow standard design practices.
Multi-GeV Electron Radiography

Frank E. Merrill
20140591ER

Introduction
This project will investigate the potential for multi-GeV electron radiography to provide high spatial and temporal resolution measurements of dynamic materials at the multi-probe diagnostic hall (MPDH) proposed at the Matter and Radiation in Extremes (MaRIE) facility. This technique has been proposed as one of the major diagnostics on the MPDH, but has not yet been experimentally demonstrated. We plan to design an imaging system to utilize the multi-GeV beams at Stanford Linear Accelerator Center to test the concepts and performance of high energy electron radiography. Although this type of imaging has been demonstrated with MeV-GeV protons, it has never been attempted with high energy electrons. The demonstration of this measurement capability would provide a new window into the dynamic process of opaque materials at unprecedented time and length scales. This new window would allow a more fundamental understanding of material response to extreme environments such as is experienced within a functioning nuclear weapon system.

Benefit to National Security Missions
This work will test the concept of using multi-GeV electrons for radiography of thin dynamic systems. This concept is a major pillar of the proposed Multi-Probe Diagnostic Hall at the Matter and Radiation in Extremes (MaRIE) facility. It is envisioned that these high energy electrons will be used to study materials relevant to the future weapons program, measuring fundamental materials properties with very high temporal and spatial resolution. The successful development of this technology will support the fundamental material research efforts within the DOE Office of Science and the fundamental and applied research in the nuclear weapons program for both inert as well as reactive materials such as high explosives. This capability to measure dynamic material response will also be applicable to DOD programs for military applications.

Progress
In the first quarter of this project a conceptual design of the electron radiography system has been completed using “standard” magnetic optics components available at the Stanford Linear Accelerator Center (SLAC). The analytic analysis of this system shows that this configuration will exceed the performance requirements for these measurements. Preliminary Monte Carlo simulations confirm these calculations. The next step is to work with SLAC staff to determine how to implement this configuration at SLAC, perform detailed Monte Carlo simulations to fully characterize the system performance and develop a conceptual design for an image collection system for future experiments. This project started in the third quarter of fiscal year 2014 and is on track to meet the fiscal year 2014 goals.

Future Work
In the second year of this project we will:

• Determine the requirements for implementation of the imaging system at SLAC.
• Work with SLAC staff to identify a path forward to field this system.
• Install the imaging system at NIF.
• Further develop tools to simulate this diagnostic technique.
• Design an image collection system.

Conclusion
We plan to design, assemble and test the first ever Multi-GeV electron radiography system. These measurements will focus on characterizing the performance of this type of radiography system as well as identifying the fundamental limitations of this technique. This effort will provide important information for the MaRIE project in determining the electron radiography capabilities as well as specifying the requirements for a future facility.
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Photocathodes in Extremes: Understanding and Mitigating High Gradient Effects on Semiconductor Cathodes in X-FELs
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20140616ER

Introduction
At the frontier of many scientific disciplines is the goal to understand, and even control matter, especially when it is subjected to extreme and dynamic conditions, such as those encountered in combustion, explosions, or other excursions in temperature and pressure. The ideal tool to probe matter in such extreme conditions is what has become known as an x-ray laser, or x-ray free electron laser (X-FEL). An X-FEL produces pulses of light (coherent hard x-rays) with a wavelength comparable to the distance separating atoms in solid materials and a pulse duration nearly as short as the changes which occur in materials, such as the formation and breakage of chemical bonds. Consecutive pulses of these hard x-rays would allow movies to be made of atoms or molecules, providing first-ever crucial information about how matter interacts under extraordinary environmental conditions. Any FEL relies upon a very strictly defined electron beam and what stands in the way of building an X-FEL light source like the one described above is the lack of sufficiently bright electron beam. Designs for such a beam exist but call for electron beam sources (cathodes) with performance that has never been proven or verified. These large scale X-FEL instruments are very costly and time consuming to construct, thus their design should be built on known facts regarding electron beam source performance and capability. The dominant question regarding most X-FEL designs relates to the maximum electric field strength it can be exposed to (and for how long) before the material breaks down due to the stress of the extreme electric field (> 100 MV/m). This project answers the question of whether present-day cathodes can survive high electric field gradient and it also presents methodologies for addressing and mitigating this risk.

Benefit to National Security Missions
MaRIE: This project addresses the highest risk element in Matter-Radiation Interacting in Extremes (MaRIE) x-ray free electron laser (X-FEL) design: the unknown effect of high field gradient on semiconductor photocathodes. Because these effects irreversibly damage the emitted electron beam, they impact nearly every other aspect of an X-FEL design and must therefore be rigorously and experimentally understood, quantified, and mitigated before such designs mature beyond the conceptual stages. This project accomplishes all these goals.

DOE/DOD/SC: all next-generation light sources require a high brightness electron beam source. This research will answer fundamental questions concerning the behavior of cathodes under extreme conditions. The results will include fundamental research validating the basic approach to electron beam source design, and demonstrations of the enabling technology required to successfully utilize those cathodes in next generation light sources, user facilities, or weapons systems. We identify key technical challenges and solutions which simplify FEL designs and/or reduce the commissioning and operation costs significantly.

Basic Understanding of Materials: x-ray free electron lasers (X-FELs) are the ideal tool to interrogate, understand, and even control matter in extremes. To date, nineteen Nobel Prizes have been awarded for x-ray science using beam-based x-ray light sources, and we can expect more in the future as these tools open vast science frontiers to probe matter-in-extremes at unprecedented temporal, spatial, and energetic scales. The work represented in this project closes critical technology gaps in the fielding of X-FELs as instruments of discovery science.

Progress
The overarching goal of this project is to understand, quantify, and mitigate the effects of high electric field gradient at the surface of semiconductor cathodes in high performance electron injectors. Semiconductors are becoming a preferred material for launching an electron beam at high energy and high charge per bunch, but the
upper limits of this technology have not been quantifiably explored in terms of electric breakdown. This information is needed, however, in optimizing the designs of future advanced accelerators. Progress toward this goal involves growing relevant cathode samples and then controllably exposing them to high electric fields (up to 140 MV/m) for pulse durations ranging from sub-microsecond to 10 microseconds and beyond. At some point, it is expected that sufficiently high electric fields are able to remove material from the cathode surface leading to failure of the cathode, which is termed electric breakdown. Several underlying engineering challenges must be addressed in this project, including the design and fabrication of the resonant cavity test structure and the so-called radio-frequency (RF) seal surrounding the cathode, which enables the cathode assembly to act as an integrated part the test structure.

Progress this first year is occurring as planned. Two surrogate cathode films were prepared this year and are undergoing baseline characterization tests in the 4Q FY14. The characterization studies consist of low-electric field measurements of efficiency as a function of incident light wavelength (a metric referred to as spectral response) in a controlled environment. These initial measurements will later serve as the baseline comparison to those taken in a high electric field environment in the resonant cavity test structure. The requisite experimental hardware and data acquisition systems were also assembled and manually tested. We have thus established and verified the essential capability to perform cathode fabrication and characterization tasks in the remaining years of this project.

The cavity test structure (in which cathodes will be exposed to high electric field) will be made of dispersion-strengthened copper metal and will consist of a single cell resonant in the L-band portion of the microwave frequency spectrum. Our first step in designing this structure has been completed: preliminary two dimensional modeling of a candidate test cell, for two alternate power coupling configurations. RF power must be coupled into the structure in order to establish the standing wave electric fields which are needed for the study. We have identified two ways to reliably couple the request RF power into the cavity, each offering distinct advantages. In 4Q FY14 we will down-select between these two methods and produce engineering designs which can be turned over to metal fabricators. The design of the cavity structure itself incorporates a novel difference which yields significant risk reduction to the entire project: we have separated the vacuum seal and the RF seals within the cavity. This is significant because it allows us to optimize each seal to perform its individual duty well (e.g., the vacuum seal does not have to function as an RF seal and vice versa).

The simulations we have performed indicate the required on-axis field of 140 MV/m can be readily achieved with the RF power source available to us (e.g., a high power klystron). Further, the cathode is situated at the peak-field location in the cavity, minimizing the probability of field emission damage to candidate cathodes. Full three dimensional modeling will commence shortly to facilitate a down-select between the coupling methods mentioned above. Figures-of-merit include maximum surface fields, coupling tunability, robustness, field-of-view of the cathode (necessary for illuminating it with laser light for photoemission), and field symmetry at the cathode. These studies will be completed at the end of FY14 and will allow for cavity fabrication to be completed early FY15. Procurement of key components in the cavity test structure has already begun and will facilitate timely completion of the fabrication of the test structure.

In short, the progress during FY14 was according to schedule and included cathode film fabrication, data acquisition setup, procurement of key hardware components, 2D design of the cathode RF seal, 2D design the resonant cavity test structure and its RF power coupler, and a novel method for separating the roles of the RF and vacuum seal in the structure itself.

Future Work

RF Cavity Fabrication
Having obtained a cavity design for a single cell RF test structure during FY14 (which includes our novel concepts of modularizing key components), we will proceed to fabricate the structure, which includes: the test cell itself, its on-axis RF coupler, and the cathode RF joint.

Milestone: A completed and assembled RF structure, mounted on a hard-back breadboard system, ready for low power testing.

RF Cavity Testing
We will demonstrate basic functionality and suitability of cavity structure: RF coupling, cavity resonance, coupling co-efficient, RF joint compatibility, initial cathode integration using instrumented metallic surrogate, and low power characterization of RF cavity.

Milestone: Report data on each of the metrics listed above.

Cathode Fabrication
Success in this project is defined as determining the upper damage threshold limit in terms of electric field gradient of semiconductor photocathodes in relevant test environment. Therefore, having a library of photocathode test samples is very important. Two cathode samples were fabricated in FY14 and progress in continuing to build a
sample library will continue in parallel with RF cavity fabrication.

Milestone: fabricate at least two additional semiconductor (multi-alkali) photocathode samples on relevant substrates that are ready for testing in the RF cavity environment.

**Characterization of Cathode Samples**
Milestone: collect data on each cathode sample fabricated in FY15 (current vs. voltage curves and quantum efficiency) prior to cavity testing.

**Conclusion**
This research will answer fundamental questions concerning the behavior of electron beam sources (namely, upper limit of electric field) when subjected to the conditions associated with an electron beam based x-ray free electron laser (X-FEL). The results will include both fundamental research validating the basic approach to designing electron beam sources, and/or demonstrating the enabling technology required to successfully utilize those cathodes in a specific X-FEL design. Key technical challenges and solutions, such as cathode seal geometry and high electric field surface treatment, will emerge and the data will allow future X-FEL designs to be based on validated test results.

**Publications**
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Abstract
When lasers propagate through plasma media, they may excite laser-plasma instabilities, where plasma waves grow rapidly, extracting energy from the laser and scattering the light. The physics governing the growth and saturation of these instabilities presents a very complex, nonlinear optics problem, as instability growth in one laser “speckle,” or a bright spot of the beam, can affect how the instability grows in neighboring speckles, which can in turn affect the growth in the original speckle. These complicated networks of speckles, coupled through the exchange of hot electrons and light waves, have complex, multi-scale, “emergent” properties that can only be understood by examining the physics on multiple scales—from the very smallest scales of individual wave-particle dynamics all the way to the macroscopic scale of a large laser beam comprising many speckles.

In this project, we used two- and three-dimensional kinetic simulations to bridge these scales and significantly advance the understanding of the physics of laser-plasma instabilities [1-5]. We also were able to develop reduced models of the dynamics, allowing prediction of the regimes of the greatest risk to laser-plasma instabilities in inertial fusion experiments, a result of profound scientific and practical importance, as control of such laser-plasma instabilities underpins our ability to achieve fusion ignition or field meaningful high-energy-density physics experiments at the National Ignition Facility.

Background and Research Objectives
Understanding the nonlinear optics of plasmas has been identified as a high energy density physics grand challenge. Decades of research have shown that this problem plays host to a wide range of complex physics processes and that the complexity of the problem presents an ideal platform for advancing fundamental, discovery-class science in multi-scale, emergent, nonlinear physics. This problem has only recently become tractable computationally with the growth of supercomputing power and simulation codes that have co-evolved to where ab initio exploration of the underlying physics is possible.

With Petaflop-class supercomputers, the investigators have advanced the understanding of the basic physics of stimulated Raman scattering in solitary laser speckles, the irreducible “building blocks” of intensity structures found in laser beams. If laser speckles do not meaningfully interact with one another, then a knowledge of single-speckle behavior and the statistics of speckle intensities would be all that’s needed to craft a macroscopic model of plasma behavior: a large laser beam with hundreds of thousands of laser speckles would act merely as the sum of the contributions of the constituent speckles (plus a relatively tame background contribution).

However, this is not the case. Laser speckles have been shown by the researchers to interact nonlinearly with one another. As a consequence, “meso-scale” modeling is essential because small aggregates of laser speckles may interact with one another, causing the system to exhibit emergent behavior—i.e., behavior in the aggregate that’s fundamentally different from the sum of individual speckles. One way that this happens is through the exchange of particles and waves among laser speckles: an intense speckle in an environment with other speckles nearby could “destabilize” those neighbors, resulting in enhanced emission of particles and transmission of wave energy from those speckles back to the original speckle, thus affecting its behavior nonlinearly and non-locally.

In our research, we examined speckle interaction in first-principles computer simulations of both modest and large ensembles of laser speckles. We applied the LANL VPIC particle-in-cell code and performed simulations over a range of plasma conditions to identify when and how such emergent behavior may take place.
Scientific Approach and Accomplishments

In laser-driven fusion experiments, stimulated Raman scattering (SRS) occurs when electron density fluctuations are amplified resonantly by the incident laser beams and scattered light. These laser beams comprise several thousands of individual laser speckles. We have found in our prior single-speckle studies that electron trapping, which occurs for electrons whose speed matches the phase speed of the plasma waves, lowers the threshold intensity for SRS onset to a value below that from linear theory and enhances scattering. Trapping of electrons induces a frequency shift in the plasma waves and leads to electron plasma wave-front bending and break-up (“filamentation”), processes that together saturate SRS and limit scattering within a speckle. These processes also produce hot electrons and side-scattered light waves. The former reduces wave damping, whereas the latter seeds new SRS growth. Both lead to the growth of SRS in nearby, lower-intensity speckles.

In this project, we employed the VPIC particle-in-cell (PIC) code to perform simulations of SRS in order to study how laser speckles interact through this exchange of particles and waves. We implemented new simulation diagnostics to elucidate and understand the nature of the coupling among speckles. We have developed new algorithms and implemented new boundary conditions for laser injection to enable simulations of SRS in yet larger networks of speckles.

With two- and three-dimensional simulations at modest size and large size, we examined how laser speckles interact with one another. Our work showed that kinetic trapping physics also governs the onset and saturation of SRS in small and large collections of speckles. Speckles interact in a way that is fundamentally nonlinear and nonlocal: As shown in Figure 1, an intense speckle can indeed destabilize its neighbors through transport of hot electrons and SRS, resulting in enhanced emission of particles and waves that, in turn, act upon the original speckle. In this way, speckles below threshold when in isolation can, in fact, be above the threshold in multi-speckled beams of sufficient size. Large-enough collections of speckles can collectively and cooperatively lower their SRS onset thresholds (Figure 2).

The nonlinear physics governing the kinetic behavior of SRS in large networks of speckles has been identified in the trapping regime at $\lambda D^2 > 0.3$ (here $k$ is the wave number of the electron plasma waves and $\lambda D$ is the Debye length) in homogeneous and inhomogeneous plasmas. Hot electrons from intense speckles, both forward and side-lobe hot electrons produced during SRS daughter electron plasma wave bending and filamentation, seed and enhance the growth of SRS in neighboring speckles by reducing wave damping. Trapping-enhanced speckle interaction through the transport of hot electrons, backscatter, and sidescatter SRS light waves enable the system of speckles to self-organize and exhibit coherent, sub-ps SRS bursts with instantaneous reflectivity exceeding 100% (Figure 3). This results in an SRS transverse coherence width (the transverse size of a region exhibiting a burst of SRS activity) that is much larger than a speckle width (Figure 4) and a SRS spectrum that peaks outside the incident laser cone. Such “avalanches” as seen in our simulations are common features of systems exhibiting self-organization.

We have shown that much of the nonlinear SRS physics in 3D is represented fairly in 2D, but that 3D speckles possess weaker inter-speckle coupling. Nevertheless, we have also shown that speckle interaction through exchange of hot electrons and SRS waves remains effective in 3D (Figure 5), enabling the potential for the same type of emergent, multi-speckle behavior observed in 2D multi-speckle simulations of SRS.

Impact on National Missions

Our project involved high-risk/high-payoff scientific R&D that underpins inertial confinement fusion experiments to achieve ignition and allowing for the fielding of meaningful high energy density physics experiments. The DOE/SC Office of Fusion Energy has an ongoing interest in inertial fusion energy in a variety of IFE approaches, including indirectly driven (i.e., hohlraum driven) capsules, direct driven capsules, shock ignition, and laser-driven fast ignition; our work also supports the primary mission of enabling nuclear power production from fusion.

Ignition experiments on the NIF have been identified as vital for the Stockpile Stewardship Program and other defense programs missions; recent strategic planning for the use of ICF for NNSA programmatic missions explicitly called out control of laser plasma interaction (LPI) as a primary research area. Therefore, this work is relevant to “Nuclear Weapons: Safety, Security, and Reliability of the Nuclear Stockpile” under “Mission Relevance,” one of the LDRD thrust areas.

High energy density physics (HEDP) remains a priority of the Laboratory and greater DOE complex that is closely aligned with its nuclear security and energy independence goals; this work underpins the use of leading HEDP experimental facilities. A natural customer for this work would be the Science Campaigns, specifically Campaigns 1, 4 and 10, where laser-driven HEDP experiments are fielded.

LANL is likely to play a leading role in any prospective national inertial fusion energy program. LPI is a natural
problem area and test bed for improvements to our VPIC codebase, which is being further adapted for supercomputers such as the Trinity machine that are on the path to Exascale.

Figure 1. Upper left: SRS reflectivity vs. laser peak intensity scaling for an isolated speckle showing a sharp onset of nonlinear SRS at a threshold laser intensity and saturation at higher intensity. Lower left: Illustration of the simulation which includes a nonlinear, strong speckle above threshold intensity and a neighboring weak speckle below threshold intensity. Right panel: 3D simulation of two-speckle interaction shows that high intensity speckle can cause nonlinear SRS onset in a nearby speckle, whose intensity is below onset threshold if isolated. Shown are iso-surfaces of electrostatic field of the electron plasma waves with color indicating light wave field. Inset: Illustration of the nonlinear speckles above the threshold intensity I populating the tail of the intensity distribution in an ensemble of speckles.

Figure 2. Time averaged SRS reflectivity vs. laser average intensity scaling for collections of speckles in domains 500microns by 20microns (black diamonds) and 500microns by 160microns (black triangles). Both systems show a sharp onset of SRS at a threshold laser intensity and saturation at higher intensity as found in isolated speckles. Although the system length is the same in the two sets of simulations, the wider system allows for more speckles to interact transversely. We found that in the larger volume, the SRS onset threshold intensity is lower and that the time-averaged reflectivity is higher.

Figure 3. Left frame: SRS reflectivity, showing sub-ps bursts from a multi-speckled simulation. Right frame: The pump laser field. The black arrow indicates the first SRS burst from strong speckles in the while oval; large bursts are indicated by the red arrows. In a multi-speckled laser beam, the ensemble of uncorrelated laser speckles interact non-locally and exhibit a transition to self-organized, collective behavior. A manifestation of this is the presence of intermittent, large bursts of SRS with reflectivity > 1, as indicated by the red arrows.

Figure 4. A snapshot of the backscatter flux of SRS, showing spatial locations of SRS bursts. In the simulation, strong speckles exhibit nonlinear SRS first. Hot electrons produced from the strong speckles can travel to the neighboring speckles and reduce wave damping; the scattered light waves can also seed new SRS in neighboring speckles. The speckle interaction creates a SRS “avalanche” throughout the network of speckles with a transverse scattered-light coherence width far greater than that of an individual speckle.
Figure 5. Right: SRS reflectivity scaling vs. single-speckle laser peak intensity using initial Maxwellian electron distribution (data in black) and SRS reflectivity (red) using a non-Maxwellian electron distribution with small, SRS induced hot-electron tail, shown in the middle frame, collected at the side of a speckle at peak as illustrated by yellow block in the left frame. The small hot electron tail is to mimic the hot electron effects in 3D. We found that indeed the onset threshold intensity is lowered when a small hot electron tail is used instead of Maxwellian.
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Abstract
The dominant physical effect of laser light exceeding 1020-W/cm² irradiance on a thin target is the generation of a many-mega-amp relativistic electron jet. The jet is pushed through the target by radiation pressure, and the departure of the jet from the target vicinity results in the erection of a multi-kV/atomic diameter, quasi-static electric field at the target’s rear surface. As a direct consequence of the jet’s existence, copious high-energy x rays and accelerated ions are produced: x rays ≥ 5 MeV and ion energies of >50 MeV. Previously, with no direct measurement of jet behavior, the physics was known only in generalities. The proposed goal was to diagnose the jet – to see what became of electrons behind the target. Phase contrast imaging (PCI) was proposed to image jet geometry. With a sub-ps probe, we hoped to resolve temporally and spatially the jet length, width, duration, and stability in 2D for many ps after the laser shot. Charge collection permitted us to measure jet charge and charge density. Coupled with electron divergence measurements, we could estimate total charge leaving the target and the total current. The emerging discoveries of this research have indeed ‘plowed new ground’ for understanding the physical effects.

Background and Research Objectives
Radiation driven by PW-class lasers may be crucial for diverse problems from fusion energy production (fast ignition) to health care to weapons physics and material science. To apply this radiation usefully, we must understand the energetic electron and ion properties resulting from PW-laser interactions to determine the radiation scaling. Although many experiments have been performed to understand electron behavior, conclusive results have been rare. There remained a real need to directly measure the characteristics of the ‘electron debris’ that appears behind the target, creates the intense radiation, and to validate models to be used for scaling studies.

Scientific Approach and Accomplishments
As indicated above, the objectives of the research were to assess the electron jet stability, divergence, charge density (current), and general behavior. The basic diagnostics included PCI, mapping of the electron trajectories (divergence), and charge collection with a Faraday cup. Several first-in-the-world measurements were achieved.

Figure 1 shows a sketch of the laser PCI apparatus. The short-pulse beam driving the electron beam enters the thin-film target from above in the sketch. The ~600-fs, 527-nm probe beam enters from the left, parallel to the plane of the target. The probe propagates nominally as a plane wave and interacts with the electrons that suppress the refractive index in the interaction volume. The perturbed wave front is imaged by lenses downstream where PCI theory may be used to deduce the integrated line charge density of the electron populations in the field of view.

Data were taken of this optically thin domain with ~0.6 ps temporal resolution over the interval ~2 – 70 ps following the arrival of the jet-forming beam on target. The field of view of this diagnostic was ~1 mm². Two phenomena were photographed: a series of concentric, irregularly-space rings, centered roughly at the target position late in time and a slow jet of electrons which appears to be moving in conjunction with the accelerated ion beam ejected from the target by the strong electric field associated with departure of the relativistic electrons. This is illustrated in Figure 2.

So late in time (~18 ps), the relativistic electrons are > 5 mm down range by the time this exposure was made. The obvious rings are not moving radially at relativistic speed else they would exhibit motional blur – their velocity times the duration time of the probe. This is not the case. This ring-like structure is seen to persist for 70 ps in other exposures. It is not known what causes this structure. One guess is that it is the residual effect...
of electron vortices formed during the laser pulse, but particle-in-cell codes are hard pressed to run through even the end of the laser pulse – not for tens of ps.

The second feature is associated with ions. Because of their large mass, ions do not alter the refractive index, but the horizontal feature may be due to thermal electrons in the vicinity of the accelerated ion beam (from a carbon target). The electrons may be drug along by an ion charge approaching 1 µC. Their azimuthal spread is not relativistic for the same reason mentioned above. They are not spread sufficiently to indicate a motional blur. Furthermore, their divergence is very nearly the 10° half-angle spread of accelerated ions reported in the scientific literature. If this model is correct, the C ions traveling with these electrons have moved > 400 µm in 18 ps, which corresponds to C atoms having an energy of ~30 MeV. Just to remind the reader, C ion beams in the 100s of MeV class, if controlled, have the potential to destroy cancers in inoperable locations in the body with minimal damage to surrounding tissue.

While the early time history of relativistic electrons is not so clear, we have measured the electron divergence. The electrons emanating from the target pass into a wedge-shaped magnetic field through a narrow slit perpendicular to the page and parallel to the field direction. “Wedge” means the pole pieces are not parallel but are wedged apart at the rear, like the letter “V” looking down from above. The electrons are dispersed by energy in the field since the electron cyclotron radius increases with electron energy so that the most relativistic ones are scarcely deflected by the field compared to their less energetic companions. The field, a few hundred Gauss, is variable front to back because of the wedge. Regardless of the electron energy (height above the axis at the detector), to 0th order all electrons passing through the slit have about the same divergence. A schematic drawing of the apparatus is seen in Figure 3.

Electrons are deflected upward, impacting the image plate after they have drifted beyond the field region. Ions are deflected downward in the field. Photons propagating through the slit impact the IP “on axis”. The sensitivity of the IP is greater for electrons than for photons, however; so, the 0th order was seldom seen in the data. An example of the electron divergence is seen in Figure 4. The full-scale angular spread captured on the IP is ~ ±150°. As discussed above, for the various horizontal bands of electrons (the virtual constant-energy contour lines), the divergence is energy independent – has approximately the same value~10° half angle for all energies. The apparent bright feature at 0 cm along the horizontal axis is a population of very collimated electrons that represent a bump-on-the-tail on the energy distribution, which was also measured in several electron spectrometer measurements – a perturbation on the usual exponential energy distribution, typically showing up between 15 and 30 MeV. It represents a small portion of the total electron flux. The shark fin appeared and disappeared from shot to shot, and it is a curious feature, perhaps related to whether the thin target becomes relativistically transparent to the laser light as the electrons put on mass in response to their acceleration; m → m0 where m0 is the electron rest mass, the Lorentz gamma factor and v → c. Said another way, with depletion of the electron density in the thin Al target and a ~100 fold increase in ∼, the laser frequency at some point instantaneously exceeds the target plasma frequency. The result is laser light penetrating a solid-density Al matrix in the target and shining through to diagnostics on the back side. Regardless, electron energies determined with magnetic electron spectrometers showed peak values up to 70 MeV. This distribution function f(E) drives the ion acceleration and all the rest. Understanding f(E) and how it scales with laser power is the key to practical applications.

The final topic is charge measurement. Previous experiments by others to measure the conversion efficiency of short-pulse laser light to electron energy range from 20% to 60%. This is not an especially satisfying conclusion. We attempted to measure the charge density with a Faraday cup – no mean feat in the face of 2-keV peak-to-peak noise on the signal cable. We paid careful attention to noise suppression: triax cable, elimination of ground loops, and an uninterruptable power source for the recording oscilloscope and grid bias. The grid was deployed to push secondary electrons back toward the collection cup – the opposite of what one does, for example, with an x-ray diode. The results were remarkable, as seen in Figure 5a. The noisy trace is typical of “pick up” for a 180-TW laser shot on target at the Trident laser. The thin red line on axis is the output for the Faraday cup when it is behind a Pb brick, i.e., is not expected to collect electrons. It shows we solved the noise problem. Figure 5b shows a successful measurement of collected charge: both the raw signal and another with additional processing by a low-pass mathematical filter. This shows that the simple technology works. An array of Faraday cups could unequivocally measure electron divergence. This is desirable since the IP data have a high background noise too.

The Faraday cup provided a point measurement of the charge density at a particular value of the angle ∼ off the laser axis. Using the divergence data, we modeled the total integrated charge as a Gaussian distribution in ∼ with the result that 5 – 15 µC of charge are ejected from the target at a distance > 0.75 m from the target. Unfortunately,
temporal resolution is lacking with the cup data. As a most optimistic case, one might assume that the electrons, all relativistic, arrive at the cup within a time period about equal to the duration of the laser. This results in a current estimate of ~10 MA. The average electron energy from the spectrometer suggests the idea that a very large fraction of the laser energy is carried by relativistic electrons – perhaps exceeding 50% for the thin targets.

The Figure 2 image was filtered by Fourier techniques to remove noise – Fresnel fringes from the edge of the target holder. What is lacking is solving the non-homogeneous Laplacian equation for discovering contours of constant line-integrated electron charge density that depend on the PCI image. Then one could in principle answer the question of the charge neutrality of the accelerated multi-MeV ion beam. Further analysis of the images was a victim of the first Congressional budget passed in six years. When LDRD funding was reduced early this year, the FY2014 allotment for this project was reduced by more than a factor of two. The problem was not with the quality of work. Other casualties of the cuts were the Faraday-cup array for unequivocally determining the divergence and the publishing of science papers on these topics.

**Impact on National Missions**

Several first-in-the-world measurements were achieved: first measurement of electron divergence behind a high-intensity short-pulse laser target, first measurement of charge density with a Faraday cup (or any other device), first estimate of integrated charge emitted from the target, first data-based estimate of emitted electron current, first optical evidence of the accelerated ion beam (rather, the electrons accompanying it), and first detection of the unusual ring-like structure via PCI behind the target for tens of picoseconds.

The inherent relativistic electron jet dominates radiation processes for electrons, ions, and x rays in ps-laser interactions. Once jet manipulation is understood and scaling laws are determined, managers have a decision point for capability building. We will know: 1) how big and what quality of laser is necessary to pump electron (or ion) fast ignition at the National Ignition Facility, 2) what is required to accelerate ions to greater than 1-GeV energy for cancer or other uses, whether for medical or national security purposes, 3) the feasibility of focusing other energetic ions, and 4) what laser to build for MaRIE for shock physics and materials research utilizing 20 – 100-keV x rays. Successful development of high-energy backlighters opens doors, for example, the possibility of phase-contrast imaging with x ray.
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Figure 4. Image plate capture of electron divergence

Figure 5. Typical kV-noise pick up at Trident vs. the shielded Faraday cup; b) A raw Faraday-cup signal and the signal treated with a low-pass filter to damp residual noise – The cup was > 75 cm from the target.
Abstract
The Standard Model is a description of the interactions between quarks, leptons and their force carriers. Experimentally it is highly successful, being firmly established through the precision measurements at low-energies, LEP, the Tevatron, and by the discovery of the top quark in the mid-1990s. The origin of mass – “electroweak symmetry breaking” – remains elusive however. An era of theoretical speculation spanning three decades on this fundamental problem has finally come to an end with the first physics run of the Large Hadron Collider (LHC). This experiment will soon probe a new frontier by directly exploring the interactions of matter at the TeV scale, and through its discoveries a new Standard Model will take shape. It is a high priority of the particle physics community to develop methods to elucidate the physical properties of the new particles discovered, such as their spin, quantum numbers and interactions with other particles, properties that are not directly probed by conventional methods. To construct the underlying theory at the TeV scale it is absolutely critical that these properties be unambiguously identified. We will develop specific strategies and illustrate their effectiveness in candidate theories such as supersymmetry and extra dimensions. We will incorporate into our analyses any new discoveries and measurements made in the first physics run of the LHC, by proposing subsequent measurements to further pin down the physical properties of the new discoveries and eliminate degeneracies between competing theories.

Background and Research Objectives
The Large Hadron Collider (LHC) has finished its first physics run. It discovered the Higgs boson and generated over 100 picobytes of data that is being used to constrain new theories of Nature at the TeV scale (that is, Beyond-the-Standard-Model physics (BSM)). The first run of the LHC experiment began to probe a new frontier by directly exploring the interactions of matter at the TeV scale, and through its discovery of the Higgs boson a new Standard Model is beginning to take shape. During the next run slated to start in 2015, the LHC will collide protons together at 14 TeV of center-of-mass energy, nearly two times higher than its value for the first run. The LHC will directly explore the nature of physics at the TeV-scale.

In the Standard Model, the Higgs boson gives mass to all of the elementary particles, such as the electron, top quark and W boson. The discovery of the Higgs boson in 2012 [1,2] appeared to put the missing capping stone of the Standard Model firmly into place. Instead, this discovery has brought the question of the “origin of mass” sharply into focus. Faced with the existential reality of the Higgs boson, nagging questions about the internal consistency of the Higgs boson itself have now been brought to the forefront; even the consistency of these “nagging questions” have been questioned.

The questions raised by the existence of the Higgs boson will only be truly settled with the discovery of additional new particles. It is therefore a high priority of the high-energy particle physics community to discover new particles. That process is facilitated by improving the sensitivity of the LHC experiment to new particles, through developing new methods to elucidate the new physics probed by this experiment, and using current and forthcoming LHC data to constrain BSM physics.

This ER project has identified third generation particles of the Standard Model – tau leptons, tau neutrinos, and the bottom and top quarks – as useful probes to address these physics goals in a way that is fairly independent of the specific theory realized at this scale. These particles can be used as experimental handles to infer important physical properties of the new particles produced. These include their spin, quantum numbers, and interactions with other particles, properties that are not directly probed by conventional methods. Moreover, these particles can also be used to improve the sensitivity of the
LHC experiment to new particles.

To construct the underlying theory at the TeV scale it is absolutely critical that, first, new particles be discovered, and next, that their physical properties be unambiguously measured. During the course of this project we have developed specific strategies to enhance the discovery potential of the LHC to discover new particles [3]. We focused on supersymmetric models for BSM physics that produce top and bottom quarks in the final state. We proposed a new final state for the LHC collaborations to investigate in order to improve their sensitivity to new BSM particles that couple to the top quark. We also introduced a new kinematic variable — which we dubbed “topness” — that could be used to significantly increase the LHC experiments’ sensitivity.

Our ideas and topness variables are now incorporated into the ATLAS experiment’s search for hypothetical top squark particles [4]. It is anticipated that both ATLAS and CMS LHC experiments will use our work to enhance their search analyses in the next run of the LHC beginning in 2015.

Neutrinos have very weak interactions with the Standard Model, yet are the only fundamental particles in which BSM physics has been discovered. Neutrinos may therefore be the place where other BSM particle physics will be discovered first. New physics in neutrinos may occur in so-called “non-standard neutrino interactions” (NSI), which were first proposed by L. Wolfenstein in his landmark paper on neutrino oscillations. In non-standard neutrino interactions, neutrinos interact with quarks just as they do in the Standard Model, except that the size of the interaction is different.

The LHC experiment collides protons together; since protons are comprised of gluons and quarks, the LHC is really colliding quarks and gluons. The presence of non-standard neutrino interactions implies that the production of neutrinos from collisions of quarks is modified. We were able to use data from the LHC to constrain certain kinds of non-standard neutrino interactions (especially those involving tau-neutrinos) [5]. For some of these interactions, our constraints provide the world’s best bounds. This work has implications for searches for non-standard neutrino interactions at the future Office of Science HEP flagship experiment, the Long Baseline Neutrino experiment (LBNE).

We further note that the papers published during the course of this ER project are well-cited and in particular, being cited by the ATLAS and CMS experiments.

Scientific Approach and Accomplishments
A major focus of searches for BSM physics at the LHC is on finding supersymmetry. Theoretical interest in supersymmetry arise from several of its features, including stabilizing the interactions of the Higgs boson, and providing a dark matter candidate. The superparticle with the largest coupling to the Higgs boson is the superpartner of the top quark, the so-called top squark. Searching for top squarks at the LHC is therefore a top priority.

Even if supersymmetry does not exist at the TeV scale, general theoretical arguments suggest there should be a new particle coupled strongly to the Higgs boson in order to stabilize its interactions (for an exception to this statement, see the so-called “Twin Higgs” theories [6]). These general considerations motivate searching for a new particle that is strongly coupled to the Higgs boson and is charged under the strong interactions of the Standard Model. While the top squark of supersymmetry is a particle having these properties, other examples outside of supersymmetry exist.

To search for new physics, the general strategy used at the LHC is to classify events according to what the detectors see, specifically the types of particles it detects, which we call a signature. An example would be a final state containing one lepton, two bottom quarks and an imbalance of momentum transverse to the direction of the colliding beams. The latter quantity is referred as missing transverse energy (MET). Since the transverse momentum is conserved in a proton-proton collision at the LHC, the observation of a non-zero value of MET in the event, not attributable to mis-measurements of momentum and energy, indicates the presence of a particle that has escaped invisibly from out of the detector. In Standard Model processes these are neutrinos. For a given BSM model, one then maps its processes onto experimental signatures, and compares to the LHC data measured for that signature, as well as predictions of the Standard Model for that signature.

Top squarks are charged under the strong interactions of the Standard Model, and therefore have large production rates. How they decay depends on the specific BSM realization, but typically they decay to top quarks. In [3] M. Graesser and external collaborator J. Shelton realized that for a wide class of supersymmetric models, a pair of top squarks can decay to a top quark, a bottom quark, and invisibly escaping particles producing MET, with a sizable branching fraction. At the time we published our work, the ATLAS and CMS experiments were not searching for top squarks in this signature, and as a result, had reduced sensitivity to top squark production. The dominant background to this process occurs from the production of top quarks through Standard Model processes. Further, in [3], we invented a new kinematic variable that we called “topness.” This variable discriminates between the domi-
nant top quark background and the top squark signal. We showed that our variable is an effective suppressant of the Standard Model top quark background and improves the significance of the top squark signal significantly. We further demonstrated that our topness variable outperforms all existing variables, in both the new signature we were proposing (tb+MET final state), and the standard (tt+MET) signature that the collaborations had been using to search for top squarks.


In [4] the ATLAS collaboration used our topness variable in two of their analyses searching for top squarks – in the tb+MET final state, as well as the tt+MET final state. We expect that the ATLAS collaboration will continue to use our work to analyze the data they will collect in the forthcoming run of the LHC. We have also been in contact with members of the CMS collaboration and it appears that they will also use our work to analyze the LHC data produced in the next run.

With LANL post-docs I. Shoemaker and L. Vecchi, in Ref. [5] A. Friedland and M. Graesser explored the potential for the LHC to constrain non-standard neutrino interactions between neutrinos and quarks. The collision of two quarks through an NSI interaction leads to final states containing a jet and MET caused by the escaping neutrinos. We used LHC “mono-jet” data to place bounds on the strength of the NSI signal, under two scenarios for modeling the NSI. In the “contact” limit of a mediator mass heavier than the typical collision energy of the quarks (O(TeV)), our limits for interactions involving tau neutrinos are the best in the world. As the mediator mass is lowered, the constraint on such interactions strengthen dramatically. As the mediator mass is decreased further, below the size of the typical cuts used in the analyzes (O(100 GeV)), the limits weaken significantly. We explained this feature as arising from weaker acceptances that occur as the mediator mass becomes smaller. This occurs because for a light mediator, the spectrum of the monojet decreases, unlike the spectrum in the contact limit, which rises as the transverse momentum of the monojet is increased. Consequently, for fixed cuts, the acceptance decreases as the mediator mass is lowered. This means that for light mediators, experiments done at lower energy (such as the Tevatron) set better limits in this regime.


Our work has implications for the interpretation of a possible anomaly seen in the Boron-8 Sudbury Neutrino Oscillation experiment data [7]. If the anomaly is being caused by non-standard neutrino interactions, then our work shows that the LHC monojet data constrains such an interpretation, and may completely exclude it if the mass of the mediator is of O(100’s GeV).

Impact on National Missions
This project supports the Laboratory Mission to enhance the nation’s scientific capabilities, as defined by the DOE Office of Science. Within the Los Alamos National Laboratory, this project is aligned with Nuclear and Particle Physics Pillar. This project contributes to the search for BSM physics at the LHC, which is a top priority in the DOE’s HEP energy frontier, as endorsed by the Particle Physics Prioritization Panel in 2008 and again in 2014 (the so-called “P5 reports”). By building expertise in theoretical particle physics, this ER will maintain and enhance LANL’s capability in this area.
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Abstract
We deployed and operated an integrated suite of autonomous robotic optical instruments to measure the properties of prompt optical flashes and optical afterglows generated by Gamma-Ray Burst (GRB) explosions. The novelty of our approach was to employ full-sky persistent monitors in conjunction with our fast slewing robotic telescopes to collect optical measurements in the minutes before the explosion, during the prompt gamma-ray emitting explosion interval, and during the onset and early phases of the post explosion afterglow. This approach was extremely successful and allowed the collection of optical observations for a powerful gamma-ray burst, GRB 130427a that, when combined with x-ray and gamma-ray measurements from NASA’s Swift and Fermi missions, probed the physics of gamma-ray bursts with unprecedented temporal and spectral detail. Straightforward interpretation of our observations solved the puzzle of the origin of the very highest energy gamma-rays. Unlike the lower energy gamma-rays which are generated by colliding internal shocks in the relativistic outflow, we showed that the highest energy gamma-ray are emitted by relativistic electrons that are accelerated by interaction of the explosion ejecta with surrounding environment. Our successful observational effort was complemented by a comprehensive theory and modeling effort. Together, these efforts led to several new discoveries: (1) Reverse shocks play a key role in accelerating particles to the very highest energies; (2) Most GRB afterglows require sustained energy injection by a central engine; and (3) Both optical and x-ray afterglows reach a peak luminosity at a time that is anti-correlated with the time required to reach peak luminosity—a relationship that suggests we are often observing afterglow emission from a conical jet interacting with the stellar wind of the progenitor star.

Background and Research Objectives
The production of catastrophic explosions by collapsing compact objects, the generation of relativistic jets, and the acceleration of high energy particles are processes of fundamental importance in high energy astrophysics that are still not well understood. Gamma Ray Bursts (GRBs) are the sites where those processes are pushed to their most extreme forms: generating explosions that are the biggest since the Big Bang; ultra-relativistic jets with flow speeds of 99.9999% of the speed of light; and perhaps particles with the highest energies ever measured. This extreme nature of GRBs makes them ideal laboratories for exploring fundamental high energy processes and provides a powerful probe of conditions in the distant Universe that are difficult to explore any other way. Since their discovery with our Nuclear Test Ban monitoring instruments on the Vela Satellites, scientists at Los Alamos National Laboratory (LANL) have maintained a history of scientific leadership in the study of GRBs. Today, that LANL tradition is continuing with our network of RAPTOR (RAPid Telescopes for Optical Response) telescopes that constitute the world’s most capable system for observing the optical light from GRBs before and during the critical first few minutes after the onset of these cataclysmic explosions.

Our approach to modeling the optical emission, in order to determine the fundamental properties of the jet and its’ radiation process, relies on the synergy of the simultaneous multi-color optical measurements from RAPTOR, the gamma-ray data obtained by Swift-BAT and Fermi-GBM instruments, and the > 100 MeV measurements from Fermi-LAT. To isolate the prompt component, we measured the optical spectral energy distribution at times when the variable optical flux that tracks the burst emission is dominant over the smooth optical afterglow component. The multi-wavelength spectral energy distribution of the emission constructed with the measurements from these three instruments was used to indicate if the burst radiation process is synchrotron (if the optical and MeV measurements are consistent with single spectral component) or inverse-Compton (if the optical flux is brighter than the extrapolation of the burst
and in Maui detected a bright optical flash (7th magnitude) and in New Mexico detected well after the lower energy gamma-rays have faded away—they are generated by a completely different mechanism (e.g. a high optical-depth is encountered in Poynting outflows, while a low optical-depth exists in internal shocks occurring in a variable outflow). In short, the novelty of our approach was in the use of persistent full-sky monitoring to measure the early optical flash in conjunction with fast follow-up simultaneous multi-color measurements (Figure 1) and model them with a comprehensive numerical model for the synchrotron and inverse-Compton emissions from relativistic outflows.

Scientific Approach and Accomplishments

Three of our full sky RAPTOR monitors in New Mexico and in Maui detected a bright optical flash (7th magnitude) and fading afterglow [1] from a powerful burst, GRB 130427A, that set new records for gamma-ray brightness and duration [1-2]. This flash, the second brightest ever detected, is the first to allow detailed comparison of the optical emission through the whole course of event with both the properties of the keV/MeV gamma-ray emission measured by Swift and the MeV/GeV high-energy gamma-ray emission measured by Fermi (Figure 2). We found the optical flash from GRB 130427A was delayed (Figure 3) with respect to the keV/MeV emission measured by the Swift BAT (Burst Alert Telescope)—which, employing the standard optical emission taxonomy [3], indicates that the optical flash is early afterglow emission like that measured in GRB 990123 [4]. Further, these flash observations when combined with subsequent observations taken with our narrow-field rapid response telescopes show a striking correlation between the optical light curve and >100 MeV photon flux light curve during the first 7,000 seconds.

This discovery of a link between the >100 MeV gamma-ray light-curve and the optical afterglow light-curve indicates co-generation in an external shock (Figure 4)—a result that was featured in the journal Science [1]. It also solves the puzzle of why the highest energy gamma-rays are often detected well after the lower energy gamma-rays have faded away---they are generated by a completely different population of energy particles. Our joint modeling of the simultaneous, multi-color, RAPTOR observations with the Swift and Fermi x-ray/gamma-ray energy observations indicate that the broad emission is best explained at early times by reverse shock emission generated in the relativistic burst ejecta as it collides with surrounding material and at late times by a forward shock traversing the circumburst environment.

The theory and modeling component of our effort was also very successful. One of the highlights was our development of the new reverse shock model for generation of >100 MeV gamma-rays in GRBs [5]. By adding that new model component to the standard forward shock synchrotron picture, we were able not only to model and successfully fit the optical and GeV gamma-ray afterglows of GRB 130427A, but also simultaneously fit the radio afterglow (which was monitored to 10 days) and the x-ray afterglow (which was monitored out to 50 days). An interesting result of that study was that the high ratio of the early optical to late radio flux requires that the ambient medium is a wind and that the forward-shock synchrotron spectrum peaks in the optical at about 10 ks. The latter has two consequences: the wind must be very tenuous and the optical emission before 10 ks must arise from the reverse-shock, as suggested also by the bright optical flash we detected during the prompt emission phase (<100 s). We found that the radio emission is from the reverse-shock, the X-ray emission is mostly from the forward-shock, but the both shocks give comparable contributions to the Fermi GeV emission. The low density of stellar wind from stellar progenitor implies a large blast-wave radius and a very tenuous circumstellar medium. This led us to conclude that the massive stellar progenitor of GRB 130427A resided in a superbubble similar to the one that our Sun resides in.

We also investigated the effect that the absorption of high-energy (above 100 MeV) photons produced in gamma-ray burst afterglow shocks has on the light curves and spectra of Fermi Large Area Telescope (LAT) afterglows [6]. We found that afterglows produced by the interaction of a relativistic outflow with a wind-like medium peak when the blast wave deceleration sets in, and the afterglow spectrum can harden before that peak, as the optical thickness to pair formation is decreasing. In contrast, we found that for afterglows produced by interaction with a homogeneous medium, the optical thickness to pair formation increases and yields a light curve peak when it reaches unity, followed by rapid light curve decay, accompanied by spectral softening. But if energy is injected into the blast wave, then the accelerated increase of the optical thickness yields a convex afterglow light curve. We also found that other features, such as a double-peak light curve or
a broad hump, can arise from the evolution of the optical thickness to photon-photon absorption. Fast decays and convex light curves are seen in a few >100 MeV gamma-ray afterglows, but the expected spectral softening is rarely seen in (and difficult to measure with) Fermi LAT observations. Furthermore, for the effects of photon-photon attenuation to shape the high-energy afterglow light curve without attenuating it too much, the ejecta initial Lorentz factor must be in a relatively narrow range (50-200), which reduces the chance of observing those effects.

Another highlight of our program was the answering of a key open scientific question: How long does the Gamma-Ray Burst (GRB) central engine inject energy into the ultra-relativistic outflow? To explore that question the team examined the optical and x-ray brightness from the GRB afterglow generated when the ultra-relativistic material in the explosion impacts the surrounding environment. The standard explosion assumption is that a short interval of impulsive energy injection is followed by adiabatic evolution of a forward shock wave traversing local gas. In a paper summarizing our study of 117 afterglows [7]--- the most comprehensive study to date--- we found that this standard assumption is often incorrect and, in fact, that most afterglows require a sustained injection energy by the central engine.

We also studied the physics responsible for the generation of peaks in optical and x-ray afterglows [8]. We found that a sample composed of the peaks of 30 optical afterglows and 14 X-ray light curves displays a good anticorrelation of the peak flux with the peak epoch: $F_p \propto t_p^{-2.0}$ in the optical and $F_p \propto t_p^{-1.6}$ in the X-ray, the distributions of the peak epochs being consistent with each other. We investigated the ability of two forward-shock models for afterglow light-curve peaks - an observer location outside the initial jet aperture and the onset of the forward-shock deceleration - to account for those peak correlations. For both models, the slope of the $F_p$-$t_p$ relation was found to depend only on the slope of the afterglow spectrum. We found that only a conical jet seen off-aperture and interacting with a wind-like medium can account both for the X-ray peak relation, given the average X-ray spectral slope $\beta_X = 1.0$, and for the larger slope of the optical peak relation. However, we also concluded that the origin of the peak flux-peak epoch correlation is, at best, tentative, because the current sample of X-ray peaks is too small to allow a reliable measurement of the $F_p$-$t_p$ relation slope and because more than one mechanism and/or one afterglow parameter may be driving that correlation.

**Impact on National Missions**

This project pioneered new directions for constructing coordinated ecosystems of persistent wide-field surveillance sensors and autonomous robotic follow-up sensors. Experience with autonomous sensor networks having a global spatial footprint combined with demonstrated ability to both handle massive real-time data-streams and extract the key actionable knowledge “on the fly” will be essential for addressing the Nation’s most challenging global security problems during the next decade. The work on this program demonstrated the power of combining persistent surveillance with autonomous fast slewing interrogation telescopes to explore fast transients and make previously impossible observations. And this work has developed new capabilities that directly impact National Missions in Space Defense, Persistent Surveillance, and Large Data to Decision.

**Figure 1.** RAPTOR-T is one of LANL’s Thinking Robotic telescopes that is used to make rapid response observations of the optical light from gamma-ray burst explosions. The instrument is composed of four co-aligned 0.4-meter telescopes, each with a different color filter (the “T” stands for technicolor), so that simultaneous multi-color observations of the fast varying emission can be collected.
Figure 2. The optical light curve measured by our RAPTOR telescopes and the x-ray/gamma-ray light curves measured by NASA’s Swift, Fermi, and NuStar satellites. The optical light measured by RAPTOR closely tracks the high-energy gamma-rays measured the Fermi LAT (Large-Area Telescope)—an unexpected relationship.

Figure 3. A comparison if the relative flux variations measured for GRB 130427A by the Fermi LAT (Large Area Telescope) at very high gamma-ray energies, RAPTOR in visible light, and the Swift BAT (Burst Alert Telescope) in low energy gamma-rays. The low energy gamma-rays reach their peak brightness before both the visible and high-energy gamma-rays simultaneously reach their peaks.

Figure 4. The components of the most common type of gamma-ray burst. The core of a massive star (left) has collapsed, forming a black hole and ejecting a jet of gas that is traveling at nearly the speed of light. The radiation we observe is generated both as clumps of material in the jet collide (internal shocks) and the jet sweeps up and interacts with its surroundings (external shocks). Our work showed a close link between the optical afterglow light and the highest energy gamma-rays and revealed that high-energy gamma-rays are generated by the external shocks that generate the afterglow emission.
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Transport by Thermodynamic Cross-terms in ICF Capsule Plasmas
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Abstract
In inertially confined plasmas, plasma particle and energy transport can significantly modify the fusion yield compared with the prediction from standard radiation-hydrodynamics models. These include (1) the inter-species ion diffusion that can upset the initial optimal ratio of the two fuel ion species, the triton and the deuteron, or can atomically mix pusher ions into the fuel gas which can enhance radiative energy loss; (2) the tail ion transport that can degrade the fusion reactivity in the hot spot and recover portion of the reactivity at neighboring fuel ice layer; and (3) the hydrodynamic mix that can aggravate the aforementioned ion diffusion and free-streaming effects in thermonuclear burn, in addition to hot-spot cooling via enhanced thermal conduction energy loss. This ER project developed the fundamental theory for inter-species ion diffusion taking into account all the thermodynamic cross terms, which are baro-diffusion, electro-diffusion, and electron and ion thermo-diffusion. It also advances a hybrid model that can rigorously couple tail ion transport calculation to radiation-hydrodynamics model. We have implemented this model and uncovered new physics of the so-called inverse Knudsen layer effect, in addition to a careful comparative study that places prior work in this area within our comprehensive theoretical framework and model hierarchy. Finally, we have carried out systematic studies on the detailed plasma transport physics by which hydrodynamic mix at the gas-ice interface impacts hot-spot fusion performance. A novel control approach based on external magnetic fields arises from these physics advances. It not only mitigates the adverse transport effect aggravated by the mix, but also provides a direct means to control mix in the first place.

Background and Research Objectives
The fact that NIF has not ignited to date inspires a thorough study into the fundamental physics that governs hot-spot assembly and thermonuclear burn. This ER project takes the most direct route of attack by focusing on the fundamental physics underlying the fusion yield rate. In the most general form, the fusion yield rate is the triple product of the two reactant number densities, \( n_D \) and \( n_T \), and the fusion reactivity \( \langle \sigma v \rangle \). To maximize the product of \( n_D \) and \( n_T \) and hence the yield rate, one should prepare the target so \( n_D=n_T \) everywhere. This can be easily accomplished via an equi-molar gas fill and D-T ice layer in the target preparation stage. During the hot-spot assembly in which spherical implosion increases the hot-spot density and temperature enormously, significant gradients of ion pressure, electric potential, and temperature inevitably appear in the capsule, and they can drive species separation that results in a reduced \( n_D n_T \) product. A key objective of this ER is to develop a rigorous theory governing inter-species ion diffusion taking into account all the thermodynamic cross-terms including the baro-diffusion, electro-diffusion, and electron and ion thermo-diffusion.

The fusion reactivity between D and T in the multi-keV temperature range is the highest among all fusion reactions. In a plasma close to thermodynamic equilibrium, \( \langle \sigma v \rangle \) is a function of ion temperature only, and scales as \( T^4 \) for \( T_i=1-8 \) keV, and \( T^2 \) for \( T_i=8-25 \) keV. To achieve better fusion performance, one needs to maximize \( T \). For a given laser driver, the hot-spot peak pressure tends to be similar, but the temperature and hence density can vary. This can be the result of the ice ablated off into the hot spot via thermal conduction loss from the hot spot. In fact, the hot-spot mass-gain via ablating the ice provides most of the hot spot mass in the NIF point design. Hydrodynamic mix at the gas-ice interface can promote the thermal conduction energy loss from the hot spot and the mass gain, due to a drastically increased gas-ice interfacial area. Another key objective is to firmly establish the transport implication of hydrodynamic mix on hot-spot mass gain and temperature cooling, and the resulting adverse effect on fusion performance. This is to set up exploratory research that searches for mitigation strategies.
One additional subtlety concerns the fusion reactivity in an assembled target. This is fundamentally the result of the kinetic physics that ultimately determines the fusion reactivity in a plasma that deviates from a local Maxwellian, albeit only at high energy. It comes about because suprathermal ions, usually with energy 3-4 times the thermal energy, dominate the contribution to the fusion reactivity, resulting in the so-called Gamow peak. Since fast ions have much longer collisional mean-free-path, streaming loss can be a significant concern in a hot spot that is enclosed by cold and dense fuel ice. The so-called Knudsen layer reduction of $<\sigma v>$ can be a significant factor in small target or in large target undergoing significant hydrodynamic mix that enlarges the gas-ice interfacial area. The existing work made various heuristic assumptions to reach a simple model, some of which are in clear violation of the physical parameter ordering, for example, the pitch angle scattering should not be much faster than energy scattering, exactly the opposite of what the previous model assumed. A key objective of this project is to lay out the fundamental physical model for the tail ion transport, and derive rigorous reduced models using the correct ordering where applicable.

Scientific Approach and Accomplishments

On the inter-species ion diffusion problem, we have made two fundamental advances which give rise to a first-principle model for ion diffusion in collisional plasmas. The first is a rigorous derivation from species equation of motion of binary ion mixture, of a inter-species ion diffusion equation that captures all thermodynamic cross-terms including the baro-diffusion due to ion pressure gradient, the electro-diffusion due to the plasma ambipolar electric field, and the thermo-diffusion due to the temperature gradients of both electrons and ions [1,2,5]. We uncover the fundamental physics that baro-diffusion is the result of different ion masses, while the electron-diffusion is the result of different charge-mass ratio of the ion species [1]. Quite remarkably, we find that due to the long-range interaction of Coulomb collision, the thermo-diffusion in a plasma can be dominating, in sharp contrast with that of a neutral gas, which is usually negligible as pointed out by Landau and Lifshitz. In addition to lay out the exact formulae for the relative diffusion coefficients for baro- and electro-diffusion, which are thermodynamic quantities [2,5], we find explicit expression for the thermodiffusion coefficients in terms of the friction and thermo-force coefficients of ion-ion and ion-electron collisions [1].

The second fundamental advance is explicit calculation of the transport coefficients that enter the electron and ion thermo-diffusion coefficients [9]. This is a challenging problem since the well-known Braginskii transport equations only deal with a simple plasma of one ion species. To evaluate the transport coefficients, we need a closure calculation for two-ion-species plasmas. To this end, we follow the 21N moment method, which finds its origin in the celebrated 13N moment method of H. Grad. The result is an expression of the transport coefficients and hence thermo-diffusion coefficients for arbitrary ion mass-ratio and charge-ratio [9]. An important physics finding is that an ion mix with high-Z charge states, the thermo-diffusion dominates over baro- and electro-diffusion. Recent work by others following the Braginskii’s perturbative approach recovers our prediction in the limit of large ion mass ratio. This advance in fundamental transport theory brings a new dimension in inertial confinement fusion plasma modeling.

In the area of understanding the transport implication of hydrodynamic mix, we have carried out a set of contrasting simulations that are specially designed to isolate the transport physics affected by hydrodynamic mix, namely hot-spot cooling and mass gain [11]. The primary physics subtlety is that ablation at the gas-ice interface, which is the inevitable result of thermal conduction energy loss from the hot spot, also has a stabilizing effect on the hydrodynamic instability. In other words, while mix enhances hot-spot energy loss, ablation as the result of this energy loss can substantially modify the mix. With a careful and deliberate set up, we were able to bring a resolution to this competition and find that for standard ICF shots, mix can drastically lower the fusion yield via hot-spot temperature cooling and mass gain. In contrast, for slower implosion or higher gas fill, which produces weaker drive for hydrodynamic instability, the impact of mix on fusion performance is much reduced [11].

One key advance from our research is that an external magnetic field can work in tandem with ablative stabilization and hot-spot ion viscosity to (1) not only drastically reduce hot spot thermal conduction loss via electron magnetization, (2) but also significantly reduce the level of mix at the gas-ice interface [3]. Here there is the subtle competition between magnetic insulation that reduces ablative stabilization, and need of relying on ablative stabilization of Rayleigh-Taylor modes in the direction perpendicular to the magnetic field. We resolve this competition via contrasting simulations, and find that an acceptable compromise can be reached in an intermediate field strength range, which is experimentally accessible [10]. This establishes a novel path toward mix control in ICF implosions.

In the area of kinetic modification of fusion reactivity, we performed a systematic analysis of the Fokker-Planck equation for tail ion transport, taking into account the plasma profile variation including the ambipolar electric field. This leads to a hierarchy of reduced models, of which the
simplest reproduces the previous model in the literature [7]. By contrasting the different levels of model approximation, we were able to precisely identify the cause for the failing of the current model in use, and demonstrated that a three-mode model, which takes into account the velocity space anisotropy in the tail ion distribution, is the most efficient while still reliable reduced model for fusion reactivity calculation [8,13].

On the physics front, we discovered the interesting physics of the so-called inverse Knudsen layer effect, in which the free-streaming of tail ions from the hot spot produces a surplus of fast ions in the neighboring cold and dense fuel layer, resulting in a locally enhanced fusion yield rate [4]. The spatial redistribution of fusion yield rate at the hot/cold front is of importance in setting the thermonuclear burn progression. Our extensive parameter scan establishes that in a robustly burning ICF target, the nonlocal yield recovery mostly compensates the yield rate loss from the hot spot. In a sub-ignition target, however, Knudsen layer reactivity reduction plays a dominant role [8].

The fact that the tail ion transport model must be coupled to radiation-hydrodynamics simulation to be useful brings a theoretical challenge on the self-consistency between the two. This has brought significant confusion in the interpretation of the previous heuristic model. We have taken a careful look at this and come up with a theoretical formulation that couples the tail ion kinetic equation to radiation-hydrodynamic models, via an innovative use of the Chapman-Enskog closure calculation [6]. The advance has implications beyond fusion applications in that it constitutes an alternative non-perturbation formulation for closure calculation in cases where the Knudsen number is not too small. This is a fundamental statistical physics problem, for which we have made a conceptual advance.

**Impact on National Missions**

The research performed under this ER brings fundamental changes in the way we compute fusion reactivity in an ICF plasma and to other inertially confined plasmas as well. Before our ER, the standard practice is to assume \( n_D/n_T \) having exactly the same ratio as the initial condition, and the fusion reactivity \( \sigma v \) is from tabulated data as a function of ion temperature, which is computed by integrating two Maxwellians for the reactants. After this ER, one now has the transport equation to evaluate the dynamic evolution of \( n_D/n_T \), which can deviate strongly from its initial condition. For the fusion reactivity, one now has a hybrid model in which a non-perturbative tail ion kinetic equation is rigorously coupled to the radiation-hydrodynamic simulation. In summary, the impact of this ER manifests in a fundamental change in our evaluation of fusion yield rate in an inertially confined plasma [12].
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Abstract
This project has taken the first key steps toward the strategic integration of graphene in accelerator design and engineering. This report addresses why this is important and how these key steps were accomplished. Graphene is presently the world’s most celebrated material and as a strictly 2D monolayer honeycomb of carbon atoms, it is the thinnest known material in the universe and the strongest ever measured [1]. Relevant to engineering are its outstanding properties: ultra-high electrical and thermal conductivity, optical transparency, impermeability to all molecular gases, high charge mobility, and ability to sustain extreme current densities. Each of these verified and accessible characteristics allow us to consider graphene as an engineering solution to some of the outstanding problems in accelerator design. The application we target in this project is in enhancing the lifetime of photoemissive surfaces by integrating graphene as a passivating, transparent layer onto electron sources. Electron accelerators require a source of electrons, a cathode, and in most applications cathode lifetime is a limiting factor due to surface contamination of background gases or other mechanisms that otherwise compromise the surface. We have developed an engineering path and several prototypes that demonstrate how graphene can be effective as a gas barrier to the chemically sensitive surface of photo-excited cathodes. Specifically, we have demonstrated the use of graphene as a monolayer shield applied to several metallic photocathodes.

Background and Research Objectives
Among the extraordinary properties of graphene, which have been extensively investigated and subsequently exploited across multiple disciplines, is its general capacity to form an ultra-thin hermetic barrier to gases [2]. Basic applications of this property at atmospheric pressure have been demonstrated in multiple ways, including prevention of oxide layers on metals and hermetic isolation of organic photocells [3]. LANL is the first to apply graphene’s ultra-barrier properties to complex vacuum environments encountered in accelerator design and engineering, which include extremes in temperature, dynamic partial pressure gas composition, electric field gradient, and incident drive laser optical intensity. Photoemission has become widely used and is conceptually convenient mechanism to launch a high quality electron beam with high brightness and pre-bunching [4,5], which is necessary in almost all next-generation accelerator-based light sources [6,7]. Progress in advanced accelerator engineering is so critically tied to advances in electron sources that the DOE has identified it as a top decadal priority in its strategic R&D road-map. Photocathodes are specially prepared metallic or semiconductor surfaces which emit an electron beam via the photoemission effect. The beam is photo-gated because emission is dictated by the pulse structure of the incident light.

The need in photocathode design is a realistic methodology for lifetime extension, without compromises in other performance metrics, including spectral response, quantum efficiency, and beam emittance [8]. Demonstrating such a methodology is the goal of this project and it has implications in terms of both design and operation of large user facilities (e.g., next generation light sources) utilizing high energy electron beams, as it would enable performance gain, reduction in operational costs, and simplification of design and construction. Graphene’s ability to provide barrier isolation to molecular gases is fundamental to this application and our work suggests that under certain conditions, a few (3-5) monolayers graphene does not significantly alter substrate work function. Importantly, this means that its overlay on the cathode surface does not inhibit photoemission, since the few layers are evidently transparent to low energy electrons leaving the surface. Lastly, its optical transparency allows for the widest flexibility of cathode design by allowing for both reflection and transmission mode photoemission.
Scientific Approach and Accomplishments

Only recently has the capabilities emerged to grow and transfer large area monolayer films of sufficiently high quality for photocathode applications [9]. Large area coverage is required because most photocathode surfaces span multiple square millimeters or more, depending on laser spot size and other considerations. Some of the recent advances in large area graphene growth and transfer have occurred at LANL [3,10,11] and we have begun using an adaptation of a charged-particle beam angular scattering measurement to quantitatively interrogate the film quality (i.e., pinhole density) as part of a verification process.

Demonstration of cathode lifetime enhancement using graphene is a multi-step problem requiring stepwise techniques including growth, transfer, and characterization. Schematically, the integration of a graphene layer onto a transmission-mode photocathode is shown in Figure 1. Note that for almost all cathodes, the application of the graphene layer occurs in a vacuum environment. We have developed two engineering approaches in this regard: 1) transfer of graphene onto a pre-grown cathode surface, and 2) growth of the cathode surface onto a wire-mesh suspended graphene film. In either case, a key engineering step is the ability to grow and then transfer graphene reliably onto a target surface or wire-mesh scaffold.

Three graphene derivatives were studied, in order to minimize risk in the overall approach and to enable the most flexibility in addressing application-specific requirements of cathode lifetime enhancement. These include: graphene oxide (GO), reduced graphene oxide (rGO) and chemical vapor deposition grown graphene (CVD-Gr). For GO and rGO preparation, the first step is oxidation and chemical exfoliation of graphite powder using the modified Hummer’s method [12,13] or Tour’s method [14], both of which have led to the large-area growth capability needed for cathode gas barriers. GO consists of sheets of graphene that exhibit microscopic lateral dimension and are decorated with oxygen functional groups. Sonication of the GO suspension was not performed to prevent pinholes from forming which would undermine the film’s hermeticity. Following suspension in aqueous solution, thin GO films of varying thickness were obtained by vacuum filtration of various solution volumes through a filtering membrane. At this point, the assembled thin films were either transferred from the membrane onto a substrate for immediate characterization or additional processing (annealing) was performed to reduce the thin films to rGO. The selection between GO, rGO, or pristine CVD-grown graphene depends largely upon details of the given application. For example, GO and rGO have (by definition) high defect densities which enable gas diffusion pathways (a trait we wish to suppress in gas barrier applications). However, by adding one layer onto the next, the effect of any one defect is mitigated because defects do not coincide layer-to-layer. Furthermore, larger areal samples of GO and rGO can be grown and transferred as compared to CVD-grown samples. CVD yields fewer defects and also thinner films per unit layer. A comparison between graphene and GO was an outcome of this project and the results are summarized in Figure 2.

Successful transfer of graphene and graphene-derived films are obviously critical to their practical use in cathode lifetime enhancement. Prior to transfer onto surrogate cathode substrates, we first transferred GO and rGO onto nickel wire meshes with line densities ranging from 80 to 333 lines per inch. This study was undertaken in order to show how graphene can span an open area and also to utilize a beam-based measurement to estimate pinhole density. This latter technique allows for quantitative evaluation of defects as revealed by the angular scattering of an incident krypton ion beam at energies from 3-10 kilo electron volts. These measurements confirmed that rGO spanned the open area in the mesh with fewer pinholes than a much thicker control sample fabricated using thermally deposited amorphous carbon. Measurement of future samples using this technique could allow for detection of process-induced changes in film quality. Transfer of GO films onto the various wire meshes was successful, as shown in Figure 3. The goal of the wire-mesh transfer study was to determine the open area over which GO could span without delaminating or tearing. It was determined that for a 55nm thick graphene film, a hole diameter of up to 2mm could be spanned quite reliably. Mild heating (less than 100° C) was required in order to control the tension on the suspended graphene films as the aqueous solution evaporated during the transfer process.

In addition to transferring graphene to wire mesh scaffolds, we also developed and demonstrated procedures to transfer graphene onto metallic cathode substrates. The first cathode substrates to receive graphene deposition were gold (a), copper (b), and glass slide (c), as shown in Figure 4. Each of these examples illustrates successful transfer of single layer graphene with large area. Transfer of large area (~1 square centimeter) CVD graphene and rGO films was a major milestone in this effort and transfer quality (i.e., no tears or islands) was verified using optical and scanning electron microscopy. Photoemission from both un-coated and CVD graphene-coated copper was measured using a UV arc lamp and a 300 volt biased collector circuit using a calibrated ammeter. In each case, the arc lamp spot size remained the same as did all other experimental parameters, including pressure which was in
the nanoTorr range. When the UV spot was shown on each sample, the amount of photocurrent was roughly the same as shown in Figure 5. Because spot size and lamp intensity did not change, the fact that photoemission remained the same when graphene was added shows that the presence of graphene does not significantly alter the photoemission process (which we hypothesize is due to the work function and barrier width remaining the same). Intuitively, we expect this to become less and less valid as more layers of graphene are added. Such detailed investigations are suggested in follow-on efforts.

In summary, this project at LANL has introduced a new application for graphene ultra-barriers: lifetime extension of photoemission cathodes for advanced accelerator applications. The results obtained provide constitute key demonstrations showing feasibility of growth, transfer, and initial characterization of GO, rGO, and CVD-grown graphene. A summary list of accomplishments include:

- Development and demonstration of GO and rGO growth techniques
- Demonstration of single layer CVD graphene growth with low defects
- Ability to transfer GO and rGO films to wire meshes of various open areas ranging from 61 – 283 square microns.
- Determined the largest spanning area for various thicknesses of GO films
- For 5nm-thick films, the spanning area was 61 x 61 microns
- For 55nm-thick films, the spanning area was 3 square millimeters
- Performed feasibility study which compares the properties of CVD-grown graphene and GO (this study also shows where future work would be most effectively focused)
- Engineered two methods for integrating graphene barrier films into photocathode devices, including a potential approach to atmospherically stable photocathodes
- Successfully transferred multiple graphene and GO layers onto metallic photocathodes
- Successfully transferred single layer (1nm thick) graphene to a gold and copper photocathode
- Performed photoemission studies from graphene-coat-
ed copper cathode verifying that photoemission from copper persists even with graphene coating applied.
- Successfully transferred single layer (1nm thick) graphene to an alkali-based photocathode without any tears.
- Developed a procedure to control the tension in the transferred graphene films (via temperature control) which prevents both tearing and wrinkling in the resulting samples.

All the above techniques are compatible with known photocathode growth recipes and the general requirements of high vacuum systems. As part of this project, the concept and methods for protecting photocathodes using graphene barrier films was awarded a patent (US patent number 8,823,259) and the work was presented in a conference publication.

Impact on National Missions
The largest impact of this work is in potentially dramatic improvements to accelerator capability at LANL. Cathode improvements are particularly relevant in light of the signature science facility MaRIE and other programmatic accelerator needs at the Lab. The simplification of existing emission schemes translates directly to a reduction in size and complexity of accelerators, which is among the dominant needs in the field.

Figure 1. Overlayment of graphene or graphene-derived films on chemically sensitive photocathode surface.
<table>
<thead>
<tr>
<th>Adhesion to hydrophilic surfaces</th>
<th>Graphene</th>
<th>GO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adhesion to hydrophobic surfaces</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Ease of thicker/thin film prep (50nm)</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Ease of single layer films prep (1nm)</td>
<td>O</td>
<td>X</td>
</tr>
<tr>
<td>Ease of fewer layers film prep (5nm)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ease of chemical functionalizations to tune interlayer distance &amp; chemical properties</td>
<td>X</td>
<td>O</td>
</tr>
<tr>
<td>Transfer using PUMA support</td>
<td>O</td>
<td>X</td>
</tr>
<tr>
<td>Gas barrier property proven at LANL</td>
<td>O</td>
<td></td>
</tr>
<tr>
<td>Solution processability</td>
<td>X</td>
<td>O</td>
</tr>
<tr>
<td>Ease of film morphology control</td>
<td>O</td>
<td>X</td>
</tr>
<tr>
<td>Defect-less atomic structure</td>
<td>O</td>
<td>X</td>
</tr>
</tbody>
</table>

**Figure 3.** Suspended graphene oxide (GO) thin films, all 55nm thick, shown spanning various sizes of nickel electro-formed mesh grids: Panel A shows GO spanning a 61 square micron mesh opening, or a mesh density of 333 lines per inch (lpi); Panel B shows GO spanning a 120 square micron mesh opening, or a mesh density of 200 lpi; Panel C shows GO spanning a 240 square micron mesh opening, or a mesh density of 100 lpi; Panel D shows GO spanning a 283 square micron mesh opening, or a mesh density of 80 lpi. The conclusion from these panels is that GO films can span an open area of at least 283 square microns. The ability to suspend graphene on a wire mesh allows for growth of cathode films directly onto the graphene itself.

**Figure 4.** Cathode substrates a.) gold, b.) copper, and c.) glass showing successful single layer chemical vapor deposition (CVD) graphene transfer with no tears or wrinkles.

**Figure 5.** Preliminary photoemission results showing that few layer graphene films do not alter photoemission process, as evidenced by comparing ultra-violet emission from coated and un-coated copper sample.
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Introduction
Plasma fills most of the universe, including the interstellar medium and stellar interiors. Because plasmas are strongly affected by electric and magnetic fields, they exhibit quite complex behavior. While the particles in most plasmas have modest charges, dusty plasmas are composed of particles (the dust grains) that can have very large charges—perhaps as high as tens of thousands. For this reason, dusty plasmas have further exotic behavior; for example, they can crystallize and form matter more similar to liquids and solids. Not surprisingly then, the properties of such plasmas are currently not well understood. Here, we are interested in some basic properties of such plasmas and will focus primarily on diffusion and waves in these systems. We use specialized tools, such as molecular dynamics simulations, to analyze the physical properties. In particular, we plan to examine transport in magnetized dusty plasmas and the wave properties in dusty plasmas subjected to external force fields.

This work explores the cutting edge area of what is referred to as anomalous properties; that is, properties that are not well described by standard models. For example, standard model for diffusion is based on Fick’s Law, which leads to the standard diffusion equation. However, it not clear today whether such a picture holds in two dimensional systems or with very strong magnetic fields. Understanding such novel transport processes is crucial for understanding diffusive mixing in a variety of applications, such as material mixing in experiments performed at a variety of Department of Energy facilities (e.g., Omega, Z, NIF, and LCLS).

Benefit to National Security Missions
One of the missions undertaken by DOE Office of Science is Fusion Energy Sciences. Plasma science forms the basis for research that is needed to establish our ability to harness the power of the stars in order to generate fusion energy on earth. The research required for fusion energy’s success is intimately tied to rich scientific questions about some of nature’s most extreme environments, inside and outside of stars, and has practical implications to industry beyond energy as well. The impact of a fusion energy source will be huge, as energy drives much of our domestic and foreign policies. A major fusion energy scenario requires magnetized plasmas, and the situation in real life is fully 3D. Our proposed research speaks directly to the fundamental science of magnetized plasmas.

NASA also has a mission of Science, as we explore the Earth, solar system and universe beyond, to reap the benefits of Earth and space exploration for society. Our research project aims to unravel some fundamental questions about how magnetic structure “works” in three dimensions.

Progress
The RSX team executed experimental campaigns to characterize the evolution of flux ropes focusing on diagnostic measurements of electron temperature, plasma density, magnetic field, and ion flow velocity. The objective was to obtain a full 3D dataset, from which derived quantities could be inferred, such as electrical current density, electron flow velocity, and electron pressure. This full set of measured and inferred quantities allows the team to analyze the dynamics of flux ropes comprehensively and systematically. Nearly 3000 experimental shots were obtained to characterize the flux rope dynamics in four different planes. Improvements to the hardware systems were made and additional diagnostics were implemented during this period as well.

Future Work
We finished one manuscript on the diffusion of 2D dusty plasmas with perpendicular magnetic field, and the manuscript has been submitted to Phys. Rev. E for review. In this manuscript, we discovered that, with stronger magnetic field, the motion of dust particles tends to
be superdiffusive. This is a very surprising result, but we have not fully understood it, so that a clear explanation is still lacking. We will dig into our simulation data further, using more diagnostics such as velocity distribution function and probability distribution function, to understand superdiffusion better, enabling a clear explanation for the next manuscript. We also want to study the shear stress behavior of this system to see how shear viscosity changes as the external magnetic field changes.

Some preliminary results were competed on the diffusion of 2D dusty plasmas under 1D periodic substrates, using our adapted simulation codes. No one has done similar dusty plasma simulations. We will perform more systematic simulations with more data points. Besides diffusion, we will also calculate the phonon spectra of this system. We will study how the phonon spectra changes as the substrate width and strength change. We also generate a soliton in this system to observe how soliton propagates, and how the propagation is affected by the substrates.

We will collaborate with other group members, especially Dr. Mathieu Marciante, in the project of soliton propagation in 2D dusty plasma simulations. In this project, we will use our simulations to verify some conclusions predicted by theorists.

**Conclusion**

Results from molecular dynamical simulations will provide new fundamental insight into the behavior of dusty plasmas under the influence of a uniform magnetic field and in the presence of a 1D periodic electric field. Our simulation results will both help interpret new results from the “Magnetized Dusty Plasma Experiment” at Auburn University, and/or provide ideas for possible future dusty plasma experiments with electrical substrates. These results will have strong impact on soft condensed matter physics in the understanding of dynamics of colloids and granular materials.
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Introduction
The theoretical study and experimental exploration of the internal structure of nucleons (protons and neutrons) and nuclei are of fundamental importance to science and have recently entered a new exciting phase. In the past decades an understanding of nucleons in terms of quarks and gluons (partons) has successfully emerged. Progress has been made in constructing a “one-dimensional” picture of the nucleon, in the sense that we “only” know about the longitudinal motion of partons in fast moving protons and neutrons. However, the parton’s motion that is perpendicular (transverse) to the proton momentum is still largely unknown and urgently needed in order to construct the 3-dimensional image of the proton. Since the transverse momentum component is usually much smaller than parton’s longitudinal component, it is critical to develop accurate theoretical tools to extract this information. We propose two unique ways to attack this problem. One is through the transverse spin dependence of experimental observables, as transverse spin can correlate with the parton transverse momentum. The other way is through a discovery of a novel nuclear dependence, as the small transverse motion can be amplified by the nuclear size. We will develop the first solid theoretical framework that can utilize both methods to pinpoint the partons’ transverse motion in both the proton and the big nucleus.

Benefit to National Security Missions
This project ties directly into the Laboratory mission in scientific innovation and discovery. Understanding the structure of the nucleon is central to the nuclear physics component of the National Science Foundation (NSF) and Department of Energy (DOE) Office of Science portfolios. Specifically, this project will provide new and unique 3 dimensional imaging information for the nucleon structure at the ~20% level. It will also give essential insights into how the quark and gluon dynamics are modified in a large nucleus. It will produce theoretical tools for the community to accurately and reliably extract such information from data collected in the US and abroad. It also provides much-needed theoretical guidance for and interpretation of the experimental results from the flagship nuclear physics program in US and abroad. This project will also help firm the scientific case for a future Electron Ion Collider.

Progress
Since the beginning of fiscal year 2014, we have made significant progress toward the ultimate goal of this project – to understand the internal landscape of nucleons and nuclei at a fundamental level. We have written 4 papers and 3 of these works are published already in: Physical Review Letters, Physical Review D, and Journal of High Energy Physics. The last manuscript has been submitted to Physical Review Letters, and we expect it to be published soon. We also organized the QCD Evolution 2014 Workshop in Santa Fe, NM, and Kang was the co-chair of this prestigious meeting. Our research direction is one of the hot topics discussed there and the workshop was a success.

Two highlights of our work concern the transverse motion of quarks and gluons (collectively called partons) in nucleons and nuclei. In a recent paper published in Physical Review D, we studied the evolution of the Sivers effect (special asymmetric distribution of produced particles in reactions with a polarized target) in both semi-inclusive deep inelastic scattering (SIDIS) (electron proton scattering that produces a strongly-interacting particle in the final state) and Drell-Yan production (DY) (proton-proton scattering that produces a electron-positron pair in the final state). The relevant function – the so-called Sivers function - contains important information about the partons’ transverse momentum distribution inside a proton. For the first time, we found a suitable spin-independent representation of the non-perturbative Sudakov factor (a key ingredient in the energy evolution formalism for such reactions). Our new work gives a good description of the community’s ex-
Experimental data on the transverse momentum distribution in SIDIS, DY production, and W/Z boson production. With this Sudakov factor at hand, we performed global fitting of all the experimental data on the Sivers asymmetry in SIDIS from HERMES, COMPASS and Jefferson Lab. We then made predictions for the Sivers asymmetry in DY lepton pair and W production that can be compared to the future experimental measurements to test the predicted sign change of the Sivers functions between SIDIS and DY processes and further constrain the Sivers functions in unexplored kinematic regions.

In another paper, published in Physical Review Letters, we computed to high accuracy (next-to-leading order) the transverse momentum broadening in semi-inclusive hadron production in deep inelastic electron-nucleus scattering. The complexity of this calculation arises from the large size of the nucleus. Such transverse momentum broadening is generated when a parton (quark or gluon) passes through the big nucleus and undergoes multiple scattering, and thus it reveals the characteristic size of the transverse momentum kick from the partons and, in turn, the parton's typical transverse momentum inside the large nucleus. Such information is contained in complex correlation functions. From our next-to-leading order calculation, we were able to extract the momentum scale evolution (energy dependence) of this four-parton correlation function. Thus our calculation also demonstrates for the first time how the strength of the multiple scattering inside large nuclei changes when one probes it at different momentum scales (different resolution).

**Future Work**

We have studied the energy evolution of the Sivers asymmetry measured at HERMES, COMPASS, and Jefferson Lab (the experimental facilities for polarized reactions physics). Our studies were based on semi-inclusive deep inelastic scattering (SIDIS) (the process of electron-proton scattering to produce a strongly-interacting particle in the final state). To further test the QCD evolution and understand the spin correlation in the fragmentation process, we plan to perform the similar global analysis of Collins spin asymmetry measured in both SIDIS at HERMES, COMPASS, and Jefferson Lab, as well as the electron-positron annihilation experiments at BarBar and Belle (names of experiments). The advantages of this study are two-fold: (1) they are two different processes, thus we will be able to test the universality of the Collins fragmentation function (the function that describes how the fundamental constituents of the standard model, quarks and gluons, evolve into experimentally observable elementary particles such as pions and kaons) and the associated strong interaction dynamics. (2) These reactions occur at very different center of mass energies and allow us to determine the energy dependence of the Collins function (its evolution).

**Conclusion**

We will develop a new consistent theoretical formalism for evaluating the cross sections in polarized reactions with protons and nuclei. We will also investigate the novel nuclear dependence of experimental spin observables in both electron-nucleus and proton-nucleus collisions. We will use these theoretical formalisms to interpret the experimental data collected at the major experimental facilities in the US and abroad and extract the valuable information on the parton's transverse motion. This will provide unique 3-dimensional imaging information for the proton and nuclear structure at high energies.
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Introduction
The Standard Model (SM) of particle physics is the most precise and successful theory in the history of science, but it still cannot explain dark matter or the huge hierarchy of energy scales (from nuclear forces to gravity) found in nature. Much excitement today comes from predictions of new models of elementary particles that could help solve these mysteries and be detected at the Large Hadron Collider (LHC).

The LHC collides protons at high energies and records the resulting particles that are produced. The most common type of SM final state contains collimated streams of hadrons called jets, produced by radiation from high-energy quarks or gluons. On occasion, new, non-SM particles may be produced and decay into jets. A very difficult needle-in-the-haystack problem is to distinguish jets produced by new particles from the vastly larger number of jets produced by ordinary SM processes. This makes high-precision predictions of the SM jet background essential. Unfortunately, jet cross sections are among the least precisely understood due to the often prohibitively difficult nature of the calculations.

This research aims to vastly increase the precision of theoretical jet cross section predictions. We will develop strategies to characterize and probe the substructure of jets, which can serve as a discriminant between signal and background jets. We will apply our expertise in theoretical methods to resume the effects of infinitely many quarks and gluons radiated from jets to predict jet cross sections to high precision and accuracy. We will develop new methods to predict cross sections dependent on subjet measures. We will thereby improve the theoretical input into Monte Carlo event generators that simulate large numbers of particles in high-energy collisions. All of these tools together will greatly advance our ability to find evidence of new physics at the LHC inside hadronic jets.

Benefit to National Security Missions
Two key missions of the DOE Office of Science in High Energy and Nuclear Physics are 1) to improve our understanding of Quantum Chromodynamics (QCD), the theory of the strong interactions between quarks and gluons, constituents of all ordinary matter; and 2) to search for new particles and forces beyond the Standard Model that will explain the origin of matter, dark matter, and masses of elementary particles.

Understanding properties of jets of hadrons produced by energetic quarks and gluons are key to achieving these objectives. They reveal the behavior of QCD itself and contain evidence of new particles that decay to jets.

This project tackles problems at the forefront of QCD perturbation theory and strategies to search for signatures of new physics in the substructure of jets. Physically accurate predictions of jet cross sections require resumming arbitrarily many soft and collinear quark and gluon emissions in and from jets. We will develop and apply tools for resummation to achieve unprecedented precision in predicting jet cross sections for probing QCD and new physics at the Large Hadron Collider (LHC). In concert we will invent and develop new strategies for finding and characterizing jet substructure and interpreting those characteristics as signatures for new physics.

Historically, individuals hired for their expertise in this area have gone on to address a range of Laboratory challenges, including bio and energy security, thanks to their broad analytical skills.

Progress
Dr. Hornig has made progress on several topics of research under this PRD proposal in the past fiscal year.

Qjets (“Quantum” Jets)
Dr. Hornig has been developing a method that is designed to optimize the information one obtains when...
making jet measurements at particle colliders such as the Large Hadron Collider (LHC). Traditional methods rely on a single interpretation of how quarks and gluons shower from one to many particles (and eventually hadrons) to form the jets we measure. By utilizing the fundamentally quantum mechanical nature of this process and allowing for multiple such interpretations, much can be gained. For one, the spread in the masses one obtains, a measure of the ambiguity of a jet’s mass (dubbed the Qjet “volatility”), can be used to distinguish background Quantum Chromodynamics (QCD) jets from Standard Model and Beyond the Standard Model signal jets. In addition, the statistical nature of signal searches can be enhanced. Hornig’s most recent work has been to understand the latter effect, which arises since assigning multiple interpretations to a jet done in a particular manner moves the QCD background to smaller mass, while only slightly distorting the signal distribution (negligible on the scale of a jet mass window typically used in experimental searches). A paper on this topic is currently being prepared for publication.

Qthrust
Thrust is an observable traditionally used to measure the degree of collimation of hadrons into jets in the final state of a collision. Recently Dr. Hornig has proposed a generalized version of thrust called “Qthrust,” which incorporates the effect of a probabilistic assignment of particles to jets, reminiscent of the multiple interpretation algorithms associated with Qjet analyses. By understanding the differences between thrust and Qthrust analytically, one can hope to understand the ways in which probabilistic observables and deterministic (single interpretation) observables differ. In particular, Qthrust can be generalized to a jet and subjet observable in a way completely analogous to the way in which thrust has been generalized to N-jettiness and N-subjettiness, and the differences studied above can be directly applied to the corresponding (sub)-jet observables.
Qthrust also provides an excellent arena to explore the structure of non-global logs with the hope of using probabilistic weighting to reduce their coefficients, allowing the precision community to begin to make strides in the difficult task of performing calculations relevant to field of jet substructure. Dr. Hornig has performed preliminary calculations in QCD perturbation theory to predict Qthrust cross sections and is on track to complete these calculations and report them in a publication in the coming fiscal year.

Future Work
- Complete perturbative calculations for “Qthrust” and evaluate its power as a prototype measure of subjet structure that can distinguish between Standard Model and new physics jets.

Conclusion
In this new, exciting era in particle physics, this project will play a crucial role in guiding what observables to measure at the Large Hadron Collider and how to interpret measurements for signals of new physics. We focus on probing the substructure of jets of hadrons to which new physics particles decay and which can be used to distinguish jets produced by known and by new physics. We will make simultaneous advances in search algorithms, theoretical predictions, and computational programs for jet cross sections that are all part of a comprehensive strategy for finding new physics using hadronic jets.
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Introduction
Jets measurements feature prominently in the current set of Large Hadron Collider (LHC) results. Measurements at Relativistic Heavy Ion Collider (RHIC) will provide insight into properties of the Quark Gluon Plasma (QGP) under different physical conditions than can be explored with the LHC alone. The 400 person PHENIX collaboration is planning to propose the construction of a new $30M detector, sPHENIX, to DOE to provide a comprehensive set of jet measurements at RHIC and to prepare for the construction of an electron-ion collider (EIC). These physics goals are much beyond the original design capabilities of the PHENIX experiment which was designed two decades earlier. To achieve these measurements, this LDRD-PRD project proposes to spearhead the development and construction of a new RHIC detector needed to bring a world-class experimental jet physics program to LANL. The new detector is crucial to the full exploration and understanding of the Quark Gluon Plasma.

This LDRD-PRD project, aiming at a new research area of Heavy Ion Physics, namely using particle jet production as a probe to study the properties of Quark Gluon Plasma and leading the development of the future upgrade of the PHENIX detector, opens up a new research direction for LANL Nuclear Physics Program, which is very much beyond the capabilities of the current DOE-funded program. The current DOE funded Heavy Ion Physics program of P25 group has been focusing on higher energy muon detection through a magnetic spectrometer at the forward angle, and using a silicon vertex detector to separate primary muon from secondary decays. Our work in this project will go beyond this limitation by initiating a new set of detector system (sPHENIX) which is designed specifically for high energy jet measurement. Therefore, technical schemes and scientific goals of this LDRD-PRD project are beyond existing DOE funded non-LDRD projects.

Benefit to National Security Missions
This project is highly relevant LANL’s Scientific Discovery and Innovation mission, in the area of Nuclear, Particle, Cosmology, and Astrophysics. Quantum Chromodynamics (QCD), the Standard Model theory governing the behavior of quarks and gluons, predicts that a new phase of matter is present in the relativistic collisions of large nuclei. Matter generated by these collisions is at such high temperature and density that quarks and gluons are no longer imprisoned in hadronic states, but are instead free to interact with one another directly, a state of matter known as Quark Gluon Plasma (QGP). The new phase of matter is being actively studied at hadron collider facilities such as the Relativistic Heavy Ion Collider (RHIC) at Brookhaven National Laboratory and the Large Hadron Collider (LHC) at CERN. Research work on the understanding of properties of Quark-Gluon Plasma will also contribute and lead to new resources of nuclear energy in the next generations.

Progress
This LDRD-PRD project, aiming at a new research area of Heavy Ion Physics, namely using particle jet production as a probe to study the properties of Quark Gluon Plasma and leading the development of the future upgrade of the PHENIX detector, opens up a new research direction for LANL Nuclear Physics Program, which is very much beyond the capabilities of the current DOE-funded program. Whereas, the current DOE funded Heavy Ion Physics program of P25 group has been focusing on higher energy muon detection through a magnetic spectrometer at the forward angle, and using a silicon vertex detector to separate primary muon from secondary decayed muons. Our work in this project will go beyond this limitation by initiating a new set of detector system (sPHENIX) which is designed specifically for high energy jet measurement. Therefore, technical schemes and scientific goals of this LDRD-PRD project are beyond existing DOE funded non-LDRD projects.
During the past six months, Mike has developed a jet simulation package based on PYTHIA event generator and anti-KT jet algorithm to study the jet sensitivity to the QGP properties, and further developed a direct-photon and jet separation method to improve the event kinematic reconstruction.

Mike presented his study at various working group meetings in PHENIX and also at major international conferences. Representing the PHENIX collaboration, Mike successfully defended the sPHENIX proposal at various review, including the latest BNL Directors Review. He has presented the jet physics study at the DOE sPHENIX Science Review that is scheduled July 1-2, 2014.

In addition, Mike also led the efforts in establishing the physics program in Forward sPHENIX jet production for future p+p and p+A collisions. A white-paper of Forward sPHENIX, with many major contributions from Mike, has been submitted to BNL’s management in May 2014.

**Future Work**

This LDRD-PRD project, aiming at a new research area of Heavy Ion Physics, namely using particle jet production as a probe to study the properties of Quark-Gluon Plasma and leading the development of the future upgrade of the PHENIX detector, opens up a new research direction for LANL Nuclear Physics Program, which is very much beyond the capabilities of the current DOE-funded program. Whereas, the current DOE funded Heavy Ion Physics program of P25 group has been focusing on higher energy muon detection through a magnetic spectrometer at the forward angle, and using a silicon vertex detector to separate primary muon from secondary decayed muons. Our work in this project will go beyond this limitation by initiating a new set of detector system (sPHENIX) which is designed specifically for high energy jet measurement. Therefore, technical schemes and scientific goals of this LDRD-PRD project are beyond existing DOE funded non-LDRD projects.

At the same time, during the development of the sPHENIX design, PHENIX experiment will continue to take interesting data in 2014 and 2015. As a physics working group convener in PHENIX for hard scattering physics, Mike will also direct ongoing analysis and publication in the new directions on the topics such as modified jet fragmentation, heavy quark energy loss, and quarkonia production. This part of the research effort is not on the original PHENIX experiment’s physics plan approved by DOE, therefore, Mike’s research work will push the physics frontier of PHENIX experiment much beyond the DOE funded projects.

sPHENIX detector at RHIC: leadership of the detector research and development needed for the construction of a jet-focused experiment at Relativistic Heavy Ion Collider (RHIC) covering both mid and forward rapidity in preparation for an Electron-Ion Collider (EIC) detector.

**Conclusion**

A key piece of physics to obtain in this data is the energy loss of massive quarks in the Quark Gluon Plasma (QGP) and so Mike will take a leadership role in the first direct analysis of heavy quarks at forward rapidity using the Forward Vertex (FVTX) detector, a LANL led DOE project, from the heavy ion data to be collected in 2014. This work presents a pivotal test of the models describing the interaction of fast moving quarks with the QGP so will prepare the field for the suite of measurements to come with the sPHENIX detector.

**Publications**
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Introduction
High-energy collisions are a powerful tool to discover fundamental particles and laws of nature. The focus of US nuclear physics is now turning to a new Electron Ion Collider (EIC), where nuclei are to be probed more extensively than ever. Crucial measurements there will include precision determination of the strong coupling alpha_s and nuclear parton distributions that affect nearly all predictions at other colliders. Many final states in such colliders include collimated bunches of strongly interacting particles, called jets. Predicting precisely the properties of jets is indispensable to search for fingerprints of new physics or to probe the structure of nuclei. In the last decade, soft-collinear effective theory (SCET) has become a powerful theoretical tool for precise predictions for jet production. Successful applications of SCET include alpha_s determination to incredible precision < 1% using data from e+e- collisions. However, this value is in tension with numerical lattice results by more than 3 standard deviations, threatening the predictive power of the Standard Model and urgently demands resolution.

Our research will develop the tools of SCET to push the frontier of precision jet physics at the future EIC. Currently theory uncertainties in jet production remain well behind experimental uncertainties. In order to maximize the potential of the new EIC, a concomitant effort to improve accuracy of theoretical predictions is essential. Our preliminary work on 2-jet production in deep inelastic scattering (DIS) has opened a new avenue in this direction, leading to factorization theorems for DIS jet cross sections valid to all orders in alpha_s which can be systematically computed to any desired accuracy. We will use this theoretical power to compute EIC jet cross sections to the highest precision to date, allowing us to use future EIC data to resolve the existing discrepancies in determining alpha_s.

Benefit to National Security Missions
The proposed research is directly aligned with LANL and national priorities in physics at a future electron-ion collider (EIC), a machine that would probe the structure of the proton and the nature of the strong interaction in unprecedented detail. The proton is a ubiquitous component of all ordinary matter in the universe, and the strong interaction is what binds the constituents of the proton (quarks and gluons) together and protons and neutrons to each other in nuclei. Understanding protons and the strong interaction is key to our fundamental understanding of Nature. Central to this proposal are development and application of Soft Collinear Effective Theory (SCET) to provide the high precision predictions necessary to interpret the unprecedentedly detailed data on nucleon structure that will come from EIC. The proposed calculations will allow us to use EIC data to resolve current disagreements in measurements of the strong coupling, a fundamental constant affecting all studies of nuclear matter (e.g. LHC, RHIC). EIC physics and SCET are high priorities under the LANL Nuclear & Particle Futures Pillar, under the research thrust “Advancing our understanding of QCD and the fundamental properties of nuclear matter.” The 2007 NSAC Long-Range Plan for DOE identifies this research as highest priority: “The EIC embodies the vision of our field for reaching the next QCD frontier,” further emphasizing, “It is essential that theoretical support for EIC-related physics is maintained at a healthy level.” The proposed research will strengthen LANL and US leadership in this exciting international endeavor.

Progress
As of this report, the postdoc is awaiting to be hired.

Future Work
We plan to predict cross sections in Deep Inelastic Scattering (DIS) of electrons and protons, differential in one of several event shape variables known as “N-jettiness.”
These measure the degree of collimation of final state hadrons into N energetic “jets” in addition to radiation along the beam direction.

In the next fiscal year, we will predict DIS 1-jettiness cross sections to unprecedented next-to-next-to-next-to-leading logarithmic (NNNLL) accuracy in resumed perturbation theory in Quantum Chromodynamics (QCD).

We will establish the factorization theorem for multi-jet cross sections with $N > 1$. We will compute the first set of fixed-order perturbative corrections and resum the first sets of large logarithms that affect these cross sections in resumed perturbation theory.

We will explore the degree of universality of the leading nonperturbative corrections to 1-jettiness cross sections. We will explore the nonperturbative corrections to multi-jet cross sections.

We will begin to determine the best strategy to apply these theoretical predictions to the extraction of the strong coupling at an Electron Ion Collider (EIC).

**Conclusion**

The goals of this project include predicting 2-jet cross sections at EIC to the highest precision to date, and so reduce theoretical uncertainty by up to an order of magnitude, and then to predict multi-jet production in EIC collisions, which exhibit even greater sensitivity to $\alpha_s$. These results will make possible the most precise extractions of $\alpha_s$ from DIS data and shed light on the current tension among different methods of extraction. $\alpha_s$ is a fundamental constant of nature and affects all predictions at colliders involving the strong interaction.

**Publications**

Introduction

The observation of an Electric Dipole Moment (EDM) in the next generation of experiments will be a clear signal of new physics. However, interpreting the results of EDM experiments to identify the mechanism of CP-violation is a non-trivial task (CP = charge conjugation and parity is the symmetry that relates matter to antimatter). The mechanism of CP-violation is best formulated at the level of elementary constituents, such as quarks and gluons. Relating these CP-violating interactions of quarks and gluons to the CP-violating couplings of their bound states such as pions and neutrons, and to the observable EDMs requires dealing with the strong interaction (described by Quantum ChromoDynamics, QCD) in the non-perturbative regime.

We will determine pion-nucleon CP-violating couplings originating from new physics using lattice QCD, the only first-principle and improvable approach to QCD in the low-energy regime. These couplings are particularly important because, besides giving sizable contributions to the neutron EDM, they mediate long range CP-violating interactions between neutrons and protons and dominate the EDMs of light nuclei. A direct calculation of the CP-violating couplings is computationally very demanding. The key observation at the basis of this project is that the symmetries of QCD simplify the task of calculating these couplings by relating them to CP-conserving corrections to pion, neutron, and proton masses.

One can thus use lattice QCD to compute masses in presence of new physics perturbations, and then rely on chiral symmetry to determine CP-violating couplings. Specifically, we will compute the shift in the pion and neutron mass and mass splittings induced by the dominant CP-conserving quark-gluon operators induced by physics beyond the Standard Model. Our calculation will reach a precision of 20-30%, a considerable improvement compared to the current order-of-magnitude uncertainties.

Benefit to National Security Missions

The experimental search for Electric Dipole Moments of the neutron and light nuclei is a recognized priority of the DOE/SC Office of Nuclear Physics. This theoretical project will elucidate the relationship between the experimental findings and the underlying interactions that break the so-called CP-symmetry, i.e. the symmetry that interchanges matter and antimatter. The relation between experimental results and underlying sources of CP-violation is characterized by a handful of coefficients (matrix elements), that are currently uncertain at the order-of magnitude level. Our theoretical calculations will reduce the current uncertainty to the level of 20-30%, thus greatly sharpening the interpretation of current experimental searches, in which DOE/SC is making considerable investments.

Progress

As of this report, the postdoc is awaiting to be hired.

Future Work

In this project we will focus on the two dominant quark-level sources of CP-violation (CP = charge conjugation and parity is the symmetry that relates matter to antimatter) beyond the Standard Model, namely the so-called quark electric dipole moment, the quark chromo-electric dipole moment operators, and the gluon chromo-electric dipole moment. We expect to achieve the following results:

- On the analytic side, we will perform the chiral symmetry transformation that relates these sources of CP-violation to corrections to the pion, neutron, and proton mass. This task will serve as a basis for all future computational efforts.

- On the computational side of the project, in the first year we will compute the correction to masses induced by one of the three dominant sources of CP-violation, namely the quark electric dipole moment.
operator. The technical challenge here involves extracting a non-zero signal from the neutron and proton correlation functions. This requires not only accumulating high statistics in the numerical Monte Carlo sampling, but also addressing all the systematics related to discretizing space-time on a finite lattice.

**Conclusion**

In the next few years, several experiments with strong LANL involvement will significantly improve the sensitivity to Electric Dipole Moments (EDM) of the neutron and nuclei, and, hopefully, discover new physics. Our results will be essential in order to relate the experimental results to the underlying sources of charge conjugation and parity (CP) symmetry breaking (CP is the symmetry that relates matter and antimatter). This will allow a more robust interpretation of EDM signals, and a more direct connection to BSM models, with impacts in the fields of nuclear physics, particle physics, and cosmology.
Multi-wavelength Studies of Explosive Astrophysical Transients

Przemyslaw R. Wozniak
20140674PRD3

Introduction
High energy transients producing photons in the GeV-TeV energy range represent a largely unexplored phase space in transient phenomena. To study these extreme phenomena one needs a sensitive (large) detector, wide field-of-view and near continuous operations such as the High Altitude Water Cherenkov (HAWC) observatory. Astrophysical transients such as gamma-ray Bursts (GRBs), Active Galactic Nuclei (AGN), or high-mass X-ray binaries can emit across the entire electromagnetic spectrum from radio to high-energy gamma rays. Rapid multi-wavelength observations are key to understanding the underlying mechanisms of particle acceleration and localizing emission regions. Swift is the only X-ray observatory that can respond quickly enough to HAWC transients and cover the HAWC error box (1 deg) to observe any contemporaneous lower-energy counterparts before they fade away. RAPTOR telescopes at LANL are uniquely equipped to rapidly (< 6 sec) cover the HAWC error box in the optical (2 eV) and catch the associated afterglow emission. Our approach is to automatically alert the most significant transients detected by RAPTOR, Swift, or HAWC, and immediately follow them up. For this purpose we will utilize our approved Swift Guest Investigator Target of Opportunity program and the RAPTOR network. The fast slewing capability of RAPTOR will enable follow-up of sub-threshold triggers from HAWC. In the case of a detection, we will use Swift to perform additional observations in X-rays. To accomplish these goals we will develop new software and the instrument networking framework for real-time correlations of data arriving simultaneously from multiple instruments. Another important advance will be new transient search and classification algorithms for massive time-domain sky surveys such as the Palomar Transient Factory (PTF) and the Large Synoptic Survey Telescope (LSST). In the future, this technology will enable similar studies on much larger data sets.

Benefit to National Security Missions
Tilan Ukwatta will perform research to establish the origin of very high-energy photons in γ-ray bursts and explain the broad-band spectra of explosive astrophysical transients. To accomplish these goals, he will cross-correlate real-time data streams from the RAPTOR telescopes at LANL with data from the Swift satellite and HAWC (High Altitude Water Cherenkov) detector. For this purpose Tilan will utilize and extend LANL’s unique capabilities in the area of telescope networking and continuous sky monitoring. He will also develop new transient search and classification algorithms and software for massive time-domain sky surveys.

This research is well aligned with the long-term vision for Global Security and Threat Identification and Response to develop cutting edge Information Science and Technology capability for national security. The proposed work benefits two out of six focus areas of the Strategic Outcomes Office within PADGS: Large Data to Decisions and Persistent Surveillance.

Progress
As of this report, the postdoc is awaiting to be hired.

Future Work
The main first year goal for the project is to develop a preliminary version of the framework to cross-correlate transient events from RAPTOR, Swift, and HAWC. Triggering criteria for Target of Opportunity (ToO) observations of HAWC events must be designed, coded, and integrated with event messaging and database systems. New data ingest and event translation routines must be developed for anticipated transient events from all three instruments. In the first year we plan to begin initial cross-correlations of data streams from RAPTOR, Swift, and HAWC to provide enough triggers for executing 6 ToO Swift observations.

Another first year goal is to begin the work on iterative
probabilistic classification of transients based on heterogeneous data such as time-resolved multi-color photometry, spectra, and possible X-ray/gamma-ray detections. We will develop a mathematical toolbox based on Bayesian networks that can go beyond classification problems constrained to a major class of transients such as Supernova and instead handle a diverse set of transients. This effort will span multiple years.

Finally, we will model and interpret interesting transients observed over the course of the year. We will fit the observed light curves and time-resolved spectra with blast wave models to identify the relevant emission components and constrain their parameters. Using the relative strength and timing of those components we will constrain possible emission sites and shock propagation scenarios.

We will also study HAWC’s sensitivity to hypothetical TeV transients caused by Primordial Black Holes (PBH) that evaporate by Hawking radiation. Once we have a firm handle on the predicted signature, we will develop the selection and follow-up triggering criteria to include PBH events in future searches.

**Conclusion**

The overarching goal of this project is to perform state of the art real-time searches and joined follow-up campaigns of flaring GeV-TeV emitters using RAPTOR, Swift and HAWC instruments. For this purpose we must develop new software tools and the instrument networking framework for real-time cross-correlations of heterogeneous data streams. Our joined RAPTOR/Swift transient localizations and HAWC observations are likely to deliver the first ground based detection of a GRB. Combined with follow-up studies and distance measurements, these observations will cover photon energies from eV to TeV, providing strong constraints on emission mechanisms that power these extraordinary objects.
Abstract
In this project we have explored the role of tau-lepton decays into hadrons (=strongly interacting particles) in probing physics beyond the Standard Model of elementary particles and interactions. Technical highlights of our analysis include: (i) A more precise extraction of the quark-mixing angle $V_{us}$ from tau decays, which in time will lead to more stringent tests of the Standard Model using weak interactions. (ii) A study of non-standard flavor-violating interactions of the newly discovered Higgs particle, comparing the physics reach of hadronic tau decays versus the Large Hadron Collider.

Background and Research Objectives
While extremely successful, the Standard Model (SM) of elementary particles is incomplete. New phenomena are expected to emerge both at high energy colliders and in decays of relatively light particles produced at low-energy colliders, such as the tau lepton (with mass less than twice the proton mass). Among tau decays, the decays into strongly interacting particles (such as pions and kaon mesons) offer a rich playground to probe non-standard interactions arising from physics beyond the Standard Model (BSM). When dealing with strongly-interacting decay products, the primary task is to obtain reliable calculations of the energy spectra and total decay rates. This problem cannot be solved by making an expansion is small coupling constants or other parameters, but requires non-perturbative quantum field theory techniques, known technically as “dispersion relations”. In this project we have set up the tools to use hadronic tau decays as a reliable probe of new physics, and with these tools in hand have explored a few classes of new physics models, with emphasis on (i) non-standard couplings of the newly discovered Higgs boson; (ii) constrains on the masses and couplings of new hypothetical particles called Leptoquarks, that mediate new interactions between the known building blocks of matter, leptons and quarks.

Scientific Approach and Accomplishments
A tau lepton is essentially a heavier brother of the familiar electron encountered in all atoms. The tau is however quite heavy (~1.8 times heavier than the proton), and so it can disintegrate into a neutrino and strongly interacting particles such as 2 (or 3) pions, 2 (or 3) kaons, or a pion and a kaon, etc. Within the SM a well defined pattern of decay rates arises, since the particle that mediates the decay is the known W meson. Beyond the SM, a host of new particles can mediate tau decays. However, despite the multiplicity of possible mediators, only a finite number of non-perturbative decay amplitudes, called form factors, need to be computed. When studying disintegrations with two mesons in the final state, one needs to compute the “vector” form factor and a number of “scalar” form factors associated to the coupling of light and heavy quarks to the new mediators such as the Higgs particle, see Figure 1 for an illustration.

In this project we have computed state-of-the-art vector form factors for the kaon-pion [1] and pion-pion [2] final states using rigorous techniques that rely on dispersion relations. Moreover, we have for the first time computed the complete set of scalar form factors to both pion-pion and kaon-kaon final states [2]. These advances in the computation of the form factors have enabled us to enhance the role of tau decays as probes of new physics. The main highlights are:

- We have improved the prediction for the decay tau $\rightarrow$ pion kaon neutrino, thus enhancing the precision with which one extracts the quark mixing angle $V_{us}$, [1].
- We have studied in detail the implications of Higgs-mediated rare tau decays [2]. This allows us to put constraints on non-standard couplings of the recently discovered Higgs boson and a class of other Higgs bosons arising in many extensions of the SM (including the non-standard Higgs bosons that are “odd”
under CP symmetry, where C is charge conjugation and P is the space reflection transformation). As an example, we are able to precisely predict the spectrum for the rare decay tau -> mu pi pi induced by non-standard interactions of the Higgs (Figure 2).

- We have set up the analysis of leptoquark-mediated tau decays, which we are finalizing and should lead to a publication in the next few months.

Impact on National Missions
Probing physics beyond the SM is one of the declared mission goals for DOE Office of Nuclear Physics and Office of High Energy Physics. Our research has contributed to advance the interpretation of experiments such as BaBar at SLAC (Stanford) and Belle at KEK (Japan), both funded by the US DOE.

Figure 1. Feynman diagram showing the Higgs-mediated rare decay tau -> mu quark-antiquark. The quark-antiquark pair converts into a pair of pion mesons through the so-called scalar form factor, a non-perturbative amplitude that we have compute using dispersion relations.

Figure 2. Predicted distribution of events for the rare decay tau -> mu pion-pion, versus the energy of the di-pion final state. The two peaks are associated with low-energy resonances that have the same quantum numbers of the photon and the Higgs.
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Abstract
The solar wind is a hot ionized gas (or plasma) that is continually streaming outward from the Sun. When this stream of charged particles interacts with the magnetic field of the Earth, it produces the magnetosphere—a protective magnetic bubble that partially shields our planet from energetic particles. The dynamics of the magnetosphere has long been of interest both scientifically and for practical impacts to modern infrastructure, including damage to satellites, interruption of GPS service, and power grid failures. The focus of this Director’s fellowship project was to examine the natural processes that can give rise to leaks in this shield using large-scale computer simulations. To accomplish this objective, this project employed a LANL developed computer code that treats the physics at the most basic level. Using some of the largest supercomputers in the country, we performed the first three-dimensional simulations to study the plasma physics of these processes, and to predict the mixing of energetic particles into the magnetosphere. These efforts lead to a number of new scientific discoveries that have been compared against spacecraft observations and documented in scientific journal articles, as well as a follow-on project funded by NASA.

Background and Research Objectives
The penetration of energetic solar wind plasma into the Earth’s magnetosphere depends critically on a thin boundary layer around the protective bubble called the magnetopause. Instabilities and turbulence can develop in this layer due to rapid changes in both the magnetic field and plasma velocity. The rapid change in the magnetic field drives a process known as magnetic reconnection, which can change how field lines are connected in the plasma and release energy stored in these fields. On the other hand, the strong velocity shear in these boundary layers can drive an instability known as Kelvin-Helmholtz (KH), which leads to swirls and vortices in the flow. Both of these processes give rise to “leaks” in the protective bubble, allowing energetic particles to enter the magnetosphere. While both of these processes are interesting and important, they are usually studied separately. However, in the real magnetosphere they may often occur together and influence each other in complex ways. For example, as the vortices rotate in a plasma they produce intense layers of electrical current around their perimeter which maybe unstable to magnetic reconnection. This so-called vortex-induced reconnection has been studied previously using approximate two-dimensional models [1], but many uncertainties remained. The full nature of this complex coupling can only be described using three-dimensional computer simulations that use the most basic “kinetic” description of the physics. Until recently, this was simply too difficult for any computer simulation. The main research objective of this project was to exploit the newest generation of petascale computers to perform the first three-dimensional simulations of these boundary layers and to quantify the complex coupling between magnetic reconnection and the Kelvin-Helmholtz instability. Furthermore, our secondary objective was to look for observational signatures of these physical processes that can be tested with spacecraft measurements.

Scientific Approach and Accomplishments
This project performed the first 3D kinetic simulations of vortex-induced reconnection for initial conditions relevant to the Earth’s magnetopause boundary layer. The preliminary simulations were performed with the LANL developed VPIC code using the Mustang computer at Los Alamos. Our largest three-dimensional simulations were performed using 100,000 cores of the Jaguar computer at Oak Ridge National Laboratory. In current layers with strong Alfvénic velocity shear, the generation of vortices from the Kelvin-Helmholtz instability can drive magnetic reconnection even in broader current sheets by locally compressing these layers as the vortices develop. Previous two-dimensional (2D) fully kinetic simulations of this vortex-induced reconnection process has demonstrated the copious formation of magnetic islands in regions of
strongly compressed current between the vortices [1]. Our new three-dimensional (3D) kinetic simulations demonstrate that the compressed current sheets give rise to magnetic flux ropes over a range of oblique angles and along the entire extent of the compressed current layer around the periphery of the vortex [2]. The formation of these 3D flux ropes gives rise to chaotic mixing of field lines and particles across the layer as illustrated in Figure 1. As the dynamics proceed further, these flux ropes propagate with the shear flow and eventually merge with the vortex. Over longer time scales, this basic scenario is repeated as the vortices drive new compressed current sheets and additional particle mixing. In the final stage, the vortices undergo a merging process that drives new compressed current sheets and flux ropes. Based on these simulations, a simple model was developed that predicts the size of these flux ropes relative to their parent vortex [2]. Furthermore, we were able to demonstrate that the relative sizes as well as the structure of the profiles across the vortex are in reasonable agreement with THEMIS observations at the Earth’s low-latitude magnetopause as illustrated in Figure 2. To proceed further, a series of simulations were performed over a range of parameters relevant to the magnetopause. In a follow-up project funded by NASA’s Geospace Science Program, we will build upon these initial results and further compare with THEMIS observations to quantify the rate of transport of solar wind plasma into the magnetosphere.

Impact on National Missions
This research exploited the newest generation of petascale supercomputers using a kinetic simulation code (VPIC) specially optimized for these machines. Some of these calculations were performed locally at Los Alamos using NNSA computers, while other calculations were performed on flagship DOE supercomputers such as Jaguar at Oak Ridge National Laboratory. These efforts are at the very forefront of high performance computing, both in terms of scaling the calculations to large numbers of cores (~100,000) and in remote visualization and analysis of the results. Our new predictions from this research will benefit current and upcoming NASA missions focused on understanding the near-Earth space environment. In particular, the upcoming Magnetospheric MultiScale (MMS) mission will focus on the kinetic physics of magnetic reconnection within the Earth’s magnetosphere and will provide high-fidelity measurements that are directly relevant to our large-scale simulations. We anticipate our research will have a significant impact on the scientific understanding of this data.
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Abstract
This project was aimed at extending atomic coherence phenomena to the X-ray regime by exploring novel designs for future X-ray lasers that provide X-ray radiation with high spectral brightness. Two designs were considered. We first examined a free electron laser operating in self-amplified spontaneous emission mode driven by a bi-energetic electron beam. This original design required efficient parametric interaction between low- and high-energy portions of the beam in order to be deemed practical. Our model showed that efficient parametric interaction requires very high current for the low-energy portion of the beam. Hence, we switched our efforts to studying a known design that is based on enhanced self-amplified spontaneous emission (ESASE). The obtained X-ray radiation consists of trains of ultra-short pulses and can be used to excite atomic coherence resonant with the train frequency. The parameter optimization of the ESASE mode of operation of the LANL MaRIE facility showed that optical combs with high degree of correlation can be generated and that they are sufficient to excite a zero order resonance. We see future improvements to the current results in combining ESASE mode of operation with the purified self-amplified spontaneous emission (pSASE) scheme in order to further increase spectral brightness of the radiation. We also recommend future exploration of the use of atomic coherence for spectral cleaning of the radiation due to mechanism of self-matching.

Background and Research Objectives
Atomic coherence with intense visible and infrared lasers is an exciting emerging field that allows exploration of novel atomic behavior through controlling recombination rates, suppressing absorption and modifying dispersion, which leads to slowing down or speeding up the propagation of the light. These effects are being actively exploited in contexts of quantum heat engines; quantum information storage and processing; atomic traps, clocks, magnetometers and interferometers; novel laser systems and have already become important for material science and technology. As the laser wavelength often determines size and resolution of possible applications, using intense X-ray lasers opens up possibilities for additional new applications and phenomena. Thus, the purpose of this theory and modeling project was to extend the emerging field of atomic coherence to the X-ray regime.

The best X-ray lasers currently available are free electron lasers (FELs) that operate in self-amplified spontaneous emission (SASE) mode. The Linac Coherent Light Source (LCLS) was the first X-ray FEL built here in the United States (at the SLAC National Accelerator Laboratory), where several recent experiments have shown that, although it is possible to excite atomic coherence in order to modify the transition rates of Neon, available X-ray radiation is not coherent enough to provide noticeable effects. Thus novel designs for future X-ray FELs are required in order to make them suitable for fundamental atomic and quantum research.

The first research objective was to investigate a novel X-ray FEL design based on a bi-energetic electron beam. This novel design relies on the parametric interaction of a fundamental harmonic generated by the high energy portion of electron beam with its sub-harmonic that is resonant with low energy portion of electron beam. We investigated the efficiency of this interaction and expect that via this interaction the longitudinal coherence of the sub-harmonic can be imprinted onto the fundamental harmonic thus boosting spectral brightness of SASE X-ray FEL.

Our second research objective for FY14 was to examine operation of the LANL MaRIE facility in enhanced self-amplified spontaneous emission (ESASE) mode. This approach was originally proposed by A. Zholents to mitigate poor electron beam quality by periodic current modulation in order to achieve higher peak currents and
provided favorable conditions for SASE generation. We saw an additional benefit that ESASE mode of operation has over traditional SASE mode – it generates a periodic train of atto-second pulses. The usefulness of periodic trains of pulses of light has been already shown. It has become a valuable tool for atomic and molecular sciences with visible and infrared light. Thus, we focused on studying the possibility of using ESASE X-ray FELs as a tool for excitation of atomic coherence with X-ray light.

In the course of our work, we formed additional future objectives. The first one was to combine ESASE mode of operation that produces partially correlated periodic trains of pulses with purified self-amplified spontaneous emission (pSASE) approach that improves the phase properties of X-ray radiation. The combination of these two approaches should further improve the spectral brightness of X-ray FELs and increase pulse correlations in a train. The second objective was to explore the propagation of the train of pulses in atomic medium under the conditions that efficiently excite atomic coherence. We expect self-matching of the pulses to occur thus boosting the spectral brightness of the radiation and the quality of exited atomic coherence.

The overall focus of this project was to investigate novel designs of X-ray free electron lasers that offer X-ray radiation with increased spectral brightness needed to excite atomic coherence. The expected results were: parametric X-ray generation in bi-energetic electron beam; X-ray optical combs generation corresponding to the train of optical pulses produced by the LANL MaRIE X-ray FEL operating in ESASE mode.

Scientific Approach and Accomplishments

The one dimensional (1D) theory of FEL operation has been sufficient to describe all aspects of conventional SASE FELs. In order to achieve the first research objective, we generalized the 1D theory of FEL operation in order to account for bi-energetic electron beams. Retaining the necessary harmonics, we provided a self-consistent description of electron beam interaction with X-ray radiation.

Using a quiet start approach with shot-noise initiation of the phase distribution, we numerically modeled SASE operation of this bi-energetic X-ray FEL. The simulation has shown that the low energy portion of the electron distribution has to have currents ten to a hundred times higher in order to provide significant parametric interaction of the fundamental harmonic from the high energy portion of the beam with its sub-harmonic that is a fundamental harmonic for the low energy portion of the beam. Thus we have concluded that this mode of operation is not practical as the most energy is coming from the low energy portion of the electron beam.

In order to achieve the second research objective, we modeled ESASE mode of operation of the LANL MaRIE facility using three dimensional X-ray FEL code GENESIS. Since ESASE approach requires current modulation with high intensity infrared or visible laser that is not a part of a GENESIS code base, we developed a simulation code that computes electron distributions after the beam after has interacted with laser radiation and propagated through a chicane. We have used these electron distributions in the GENESIS based simulations of the ESASE mode of operation of the LANL MaRIE facility.

The current modulation depends on three parameters – laser wavelength, \( \lambda \); dimensionless electric field of the laser, \( A \); and dimensionless magnetic field of a chicane, \( B \). The choice of these parameters affects the intensity of X-ray radiation, its periodicity and the bunch width. We have studied how the peak current, bunch width, and compressed fraction depend on all three parameters. As we discuss below, the optimum set has \( \lambda =1 \) micrometer; \( A=6.88 \) and \( B=0.21 \).

We started by looking at the maximum laser power that one can use. High power lasers introduce substantial energy modulation that results in significant energy spread of the electron distribution after it propagates through a chicane. Increased energy spread affects X-ray FEL operation significantly. We therefore required that the laser modulation of the current increases the energy spread of the electron distribution by no more than factor of two above the intrinsic level determined by energy spread at the cathode, inter beam scattering (IBS) and necessary compression to achieve average current.

Starting with average current of 600 A, we used current modulation from an induced energy modulation through an interaction with an external laser in order to achieve peak currents as high as 3000 A, which is the operational peak current proposed for the LANL MaRIE facility. The intrinsic energy spread due to the cathode dynamic and current compression to 600 A was 100 keV. The inter beam scattering added an additional 110 keV to the energy spread of the electron distribution that affects current modulation significantly (Figure 1). By choosing the laser power such that dimensional laser field is \( A=6.88 \), we guaranteed that the additional energy spread was no more than 300 keV.

Figure 1 shows our analysis of the dependence of current modulation on the chicane strength with and without IBS included for a laser with 1 micrometer wavelength and A=6.88. This analysis shows significant influence of the IBS,
which lowered peak current by about 30%, broadening the width of current bunches and slightly affecting the compressed fraction.

Using the X-ray FEL code GENESIS, we compared FEL operation with four current bunches for different chicane strength in the presence of the IBS. Although having a high peak current is preferred from a design prospective as it increases the gain, the compressed fraction and the width of the bunch are the governing factors here. For example, the compressed fraction defined the amount of electrons in the high current region and directly determined the total photon flux achievable for a given charge. The efficiency of the generation, however, depends even stronger on the ratio of the current bunch width to the slippage length. The bunch length scales linearly with the choice of radiation wavelength, $\lambda$, given that all other conditions are equal. The slippage length is defined by the distance radiation slips ahead of the bunch due to propagation in an undulator and depends on the peak current very slowly. For current bunches much shorter than the slippage length, efficiency drops significantly due to short interaction distance between radiation and the electrons. This also leads to increased bandwidth as the coherence length is now determined by the current bunch width instead of the slippage length. We have chosen $\lambda = 1$ micrometer as the optimum choice. Figure 2 shows results of the Genesis 1.3 simulations. One can see that the chicane strength, $B=0.21$, provides the highest photon flux at saturation with relatively low bandwidth. Operation beyond the saturation requires increased chicane strength to $B=0.27$, which leads to higher bunch width, in order to accommodate for increased slippage length.

Our final optical comb generation was performed with 45 current bunches in the case of a chicane with $B=0.21$. Figure 3 shows the optical spectrum at the saturation distance of 62 meters together with its autocorrelation function. It clearly demonstrates the presence of optical comb that maintains its correlation for about 5 periods. Working at a shorter distance of 47 meters increase the correlation to about 7 periods.

We used the best optical comb generated with 45 current bunches in order to test its ability to excite an atomic coherence. To this end, we developed a closed three level model that describes an interaction of such radiation with a test atom. Our numerical simulations have shown that the excitation of atomic coherence is possible at zero order resonance (see the blue line in Figure 4).

In Figure 4, we show normalized time along the duration of the electron beam. In this unit of time, low frequency coherence has been assumed to decay at 10-3 rate while the high frequency coherence decays at 103 rate. We have optimized the strength of atom-field interaction, described by the Rabi frequency and equal to 2x103, in order to observe coherence excitation in the case when level splitting is equal to zero.

We expected that atomic coherence with similar efficiency could be excited at 1st order resonance where level splitting is equal to the repetition frequency. The fact this has not happened indicates that we did not have sufficient phase correlation between optical pulses. Therefore, we decided to combine the pSASE approach with the ESASE mode of operation in order to increase the spectral correlations in future work.

Although excited atomic coherence at the 1st order resonance does not reach its maximum value, it is not zero and thus demonstrates that ESASE based optical combs can excite atomic coherence. In this regard, we are now developing numerical tools in order to study propagation of X-ray radiation in atomic medium with excited coherence. We are expecting to see self-matching of the pulses in a train due to excited atomic coherence. This self-matching should lead to cleaning of the spectrum and facilitate a higher efficiency for the atomic coherence excitation.

![Figure 1. Current modulation parameters with laser vs. chicane strength for l=1 micrometer and A=6.88. The blue lines are for the case without inter beam scattering and the red lines are for the case with inter beam scattering.](image-url)
Figure 2. GENESIS 1.3 simulation of ESASE operation mode for the LANL facility MaRIE.

Figure 3. Optical comb produced in ESASE mode of X-ray FEL operation at the saturation distance of 62 meters with its autocorrelation function provided below.

Figure 4. Atomic coherence at the low frequency transition in a three-level atom. Blue line provides evidence of efficient excitation for a zero splitting of the levels; green line is for a splitting equal to the repetition frequency.

Impact on National Missions
This fundamental research may lead to enhanced materials performance and devices relying on atomic technologies, such as x-ray spectroscopy and high precision magnetometers with angstrom resolution. It can open the possibility on optical storage of quantum information at a high density due to reduced radiation wavelength.

Publications
Abstract
The fission cross sections of major actinides are being measured at LANSCE with a Time Projection Chamber (TPC). Dr. Rhiannon Meharchand was funded by the LDRD program to work on research with the TPC. Rhiannon supported several beam experiments with the TPC and completed the analysis of the U-238/U-235 fission cross section ratio. This was the first fission cross section measured by the new instrument, and the analysis was essential for benchmarking its performance. Rhiannon developed procedures for using the particle tracking capability of the TPC to reduce systematic uncertainties in the cross section normalization, and quantified beam-related background levels in the experiment.

The work that Rhiannon performed in preparing, setting up and maintaining beam experiments at LANSCE directly contributed to the first publication on the full TPC instrument [4], and her cross section analysis results have resulted in several reports and publications [1,2,3,5,6].

Background and Research Objectives
In a nuclear fission reaction the atomic nucleus splits into two or more light nuclei (fission fragments), releasing energy and several neutrons. Nuclei that undergo fission after capturing a neutron are referred to as fissionable isotopes - examples include Uranium-238 (U-238), Uranium-235 (U-235) and Plutonium-239 (Pu-239). The goal of this work was to study the neutron-induced fission of fissionable isotopes by measuring the reaction probability, known as the cross-section, as a function of the energy of the incident neutron.

Fission cross sections have traditionally been measured with ionization chambers (also known as fission chambers). These measurements are typically accurate to 3-5%, limited by systematic uncertainties such as particle identification (distinguishing fission fragments from other charged-particle events) and non-uniformities in the fissionable sample and neutron beam. To achieve the accuracy levels required for applications a new approach is needed; to this end, the Neutron Induced Fission Fragment Tracking Experiment (NIFFTE) collaboration is currently developing a Time Projection Chamber (TPC) for fission research. The TPC has several advantages over standard ionization chambers, most notably when it comes to providing insight into sources of systematic error.

The principle of operation of the TPC is shown in Figure 1. Charged particles passing through the detector fill gas produce ionization electrons, which drift through a uniform electric field towards a highly segmented readout plane. The segmented readout allows one to reconstruct a two-dimensional projection of the particle's path through the detector. This is then combined with the drift time of the electron to yield a complete, three-dimensional picture of the particle trajectory. This tracking information can help measure sample uniformity, beam profile, particle identification, and other factors that had to be estimated in previous ionization chamber measurements.

The primary TPC deliverable – the Pu-239 neutron-induced fission cross section – is scheduled to be delivered to the sponsors in FY17. Building towards that deliverable, however, it is crucial that TPC performance be benchmarked, opening the possibility for independent research like our postdoc's. U-238 and U-235 are considered to be cross section standards, meaning that the cross-section is known with high accuracy. For U-235, many measurements have been made over a wide range of incident neutron energies. For U-238, many measurements exist up to approximately 20 MeV, but the data at higher energies are scarce and far more discrepant. Comparing the U-238/U-235 cross-section ratio obtained with the TPC to previous measurements should therefore achieve two goals: (1) for neutron energies below 20 MeV, this measurement will provide confirmation
that the project is on-track to obtain the required accuracy for the Pu-239 measurement; (2) for neutron energies above 20 MeV, the U-238 measurement provides a valuable piece of nuclear data to the community and could significantly impact the current U-238 standard. The research objectives of this work were to facilitate and coordinate TPC experiments and to analyze U-238/U-235 cross-section ratio data collected during the 2012 experimental run. This particular cross-section measurement, despite being crucial for the credibility of the NIFFTE project, is completely outside the programmatic scope (which only includes Pu-239 measurements) and fulfills an important nuclear data need, making it well-suited for LDRD funding.

TPC experiments take place at the Los Alamos Neutron Science Center (LANSCE) Weapons Neutron Research (WNR) facility. The experimental run cycles last for 4-6 months, and each month typically contains three weeks of running with one week maintenance period. NIFFTE collaborators come to LANSCE to assist with sample changes and experimental setup, and many take online “shifts” in which they monitor the experiment remotely. The local Los Alamos NIFFTE team maintains the experimental equipment throughout the run cycle and provides all on-site support.

The Director’s funded postdoc set up the experimental area for each run cycle: installing equipment, electronics, auxiliary systems, etc. and helping to assemble and install the TPC detector itself. During this process, she drafted guides and manuals to streamline the process for bringing outside users into LANL, documented detector assembly procedures, and instructed on-site and remote shifters on how to monitor data quality and troubleshoot problems. She also developed and tested procedures for safely loading radioactive samples into the TPC using a glovebox, procedures which resulted in the first-ever successful loading of a Pu-239 sample into the TPC. Throughout each run cycle she provided on-call support and maintenance, facilitated data-collection with U-238, U-235, and Pu-239 targets. Although each run was different, the detector was typically taking high-quality “production” data ~70% of the available beam time, a remarkable accomplishment considering that until the 2013 run cycle the project was still in the detector development/prototyping stage.

In addition to facilitating and coordinating TPC experimental efforts she was also responsible for analyzing the U-238/U-235 ratio data collected during the 2012 experimental campaign. This analysis is nearing completion, and at this point a preliminary cross section has been deduced and efforts are focused on the quantification and minimization of uncertainties.

Additional objectives developed during the course of this project include a successful proposal funded by C-1 to study the feasibility of measuring fission fragment yields with the TPC, and a new experimental effort to measure the total kinetic energy (TKE) release in fission of U-235 and Pu-239. These new experimental efforts, combined with the TPC measurements, should contribute to a much more complete understanding of the nuclear fission process.

Scientific Approach and Accomplishments
TPCs have been used in high-energy physics research for decades – the NIFFTE TPC, however, marks the first application of TPC technology to fission research. This is a formidable task, involving many complex systems and state-of-the-art technology. A schematic of the TPC is shown in Figure 2. The sample to be studied sits at the center of the detector, located in the central plane of a uniform electric field. The detector volume is encased inside an aluminum pressure vessel, which can hold pressures up to 5 bar. The gas handling system is capable of mixing and supplying three different gases to the chamber. At each end of the chamber there is a readout (“pad”) plane made up of 2796 individual readout channels. MICROMEGAS detectors are used to amplify and read out the drifted charge on each pad. A complete description of the TPC design will be available in a forthcoming publication. Figure 2

To date, the most significant technical accomplishments have been the construction of the TPC detector and successful execution of experimental campaigns studying neutron-induced fission cross sections of U-238, U-235, and Pu-239. During the 2010 LANSCE run cycle, the first for the NIFFTE TPC, data were collected using a prototype detector with 64, then 192 channels instrumented. In 2011, 496 channels (1/12 of the full detector) were instrumented, and many new hardware systems were implemented as the detector transitioned from prototype to production. 2012 saw 2976 (1/2 the full detector) of U-238, U-235, and Pu-239. During the 2010 LANSCE run cycle, the first for the NIFFTE TPC, data were collected using a prototype detector with 64, then 192 channels instrumented. In 2011, 496 channels (1/12 of the full detector) were instrumented, and many new hardware systems were implemented as the detector transitioned from prototype to production. 2012 saw 2976 (1/2 the full detector) instrumented and for the first time in the history of the project, timing information was available that allowed one to deduce the incident neutron time-of-flight (energy). Most recently, the 2013 run cycle was the first in which the fully instrumented detector was in use.

The analysis of these data is ongoing. Analysis topic leaders have been assigned to coordinate the efforts for each isotope, and preliminary results have been reported at several conferences and meetings. Project overviews and results from the U-238/U-235 cross-section campaign have been presented at:

- Invited seminars at Roosevelt University, University of Notre Dame, University of Massachusetts Lowell,
Massachusetts Institute of Technology, and Bucknell University (2014)

• The American Physical Society (APS) Division of Nuclear Physics (DNP) Fall Meeting, Newport News, VA (2013)

• The Gordon Research Conference (GRC) on Nuclear Chemistry, New London, NH (2013). Winner: Best Poster Award


• The Cross Section Evaluation Working Group Meeting, Brookhaven, NY (2012)

• The Nuclear Physics Working Group Meeting, Las Vegas, NV (2012)

Publications on the TPC design (lead author: M. Heffner, LLNL) and U-238/U-235 cross-section ratio are in preparation.

Impact on National Missions
This work strengthens LANL’s position as a premier laboratory for nuclear science in support of national security and energy research. Neutron-induced fission cross-sections are fundamental to the understanding of nuclear weapons and nuclear reactors. Due in part to international testing restrictions, the readiness of our nuclear deterrence depends largely on simulation tools, which are only as reliable as their nuclear data input. Sensitivity studies on nuclear technologies indicate a more precise determination of the Pu-239 fission cross section is needed, and to that end the weapons program is currently funding high-precision (sub-1%) measurements. The design of next-generation nuclear reactors also relies on advanced simulation tools, and sensitivity studies have also shown that for some key fission cross sections improved measurement accuracy will significantly impact system calculations and predictions.

The project has helped develop a new capability for high precision nuclear data measurements that benefits several laboratory programs. It will provide valuable data on the neutron-induced fission cross section of U-238 to the nuclear data community. It has also brought a talented early career researcher (Rhiannon Meharchand) to LANL, and she will likely be offered a staff member position in LANSE-NS at the end of her term as a postdoctoral researcher.

Publications

2014. NUCLEAR DATA SHEETS. 119: 373.


Abstract
Primordial supernova explosions are catalysts for the formation of the first galaxies in the universe because they chemically enrich their surroundings with heavier elements that trigger second-generation star formation. They are also important for finding the earliest galaxies at all, since some of these primitive structures are otherwise too dim to be detected in wide-field surveys. During my Fellowship we have modeled the light curves and spectra of the first SNe in the universe with the radiation hydrodynamics code RAGE including core-collapse, pair-instability, Type IIn, and supermassive thermonuclear events. We have characterized their observational profiles and have shown that these ancient explosions will be detectable by the James Webb Space Telescope (JWST) and the Wide-Field Infrared Survey Telescope (WFIRST) at the earliest epochs in the universe. Both JWST and WFIRST are future flagship, spaceborne observatories for NASA, and our results provide some important predictions about the possible science that they will carry out.

Background and Research Objectives
The light emission from Population III (Pop III) stars was believed to be one of main processes that ended the cosmological dark ages and made the Universe transparent to light. This is often referred to as reionization. While these objects produced enormous amount of ionizing photons, they also created the first elements heavier than lithium, making it possible for later stars and planets to could form. The main mechanism by which these Pop III stars enriched their surroundings is through core-collapse supernova blasts (CCSN). These CCSN are events where the gravitational pressure overcomes the thermal pressure and a massive implosion occurs. During this implosion, a tremendous amount of energy, often on the order of 1051 erg, is released in the form of neutrino creation. These neutrinos then power a strong shock that gives rise to a supernova blast. It is during this blast that the heavier elements found in the centers of the Pop III stars are released.

Pop III CCSN blasts are also important because they might be the only observable objects from the high-redshift universe around the time of reionization. Thus these events provide a unique window on the Universe in the first few hundred million years after the big bang. It is hoped that future surveys such as JWST and WFIRST will be able to directly detect these objects and observe their light curve features. If that is the case, we would be able to quantify things such as their mass, energy, chemical make-up, and other things that will help us constrain the physics of the early universe, such as the initial star formation rate.

Scientific Approach and Accomplishments
To study CCSN, we need to model a range of physical processes, including massive implosions, radiation hydrodynamics, nuclear physics, and production of light. To this end, we have utilized the lab’s Eulerian radiation-hydrodynamics code known as RAGE. Since it is still uncertain how massive these Pop III stars can be (and the implosion and explosion processes are functions of the stellar masses), our basic approach included several stages: 1) we study the stellar evolution and its final implosion+explosion dynamics; 2) we study the shock generated by explosion and its evolution in different stages; 3) we study the light signals from such powerful expansions. The images and light-curves from these simulations will then serve as predicted templates for future observations.

We first obtained initial Pop III stellar profiles for a variety of masses, energies and explosion types. (For example, pair-instability explosions versus hypernova.) We then evolved these blasts in RAGE for the first 1e8 seconds after the initial explosion. We were able to simulate the shock breakout generated by the explosions, as well as the early, intermediate and late time stages of the fireball. From the outputs corresponding
to the different stages of evolution, we post processed the data using a lab code called SPECTRUM. SPECTRUM measures the spectra of the CCSN throughout each stage of the blast, allowing us to obtain light curves – the changing light of the supernova as the explosion progresses. From these light curves, we are able to predict what future surveys will see in each waveband.

This effort has resulted in 10 publications that built up a lightcurve database that future surveys will be able to use. These publications are listed in the publication section. We have published the observation details for many different classes of supernova. Furthermore, our “biggest explosions in the universe” research made it’s way into a TEDx Talk given at LANL this summer.

**Impact on National Missions**

These simulations are having a real science impact on the astronomy community. David Spergel and Jason Kaliari from Princeton and STScI have consulted us on filter designs for WFIRST (which is now in its planning stages) to detect these ancient events in the near infrared (NIR) and have solicited contributions from LANL on the science case for WFIRST to be submitted to NASA. Steve Rodney of the CLASH Survey has contacted us regarding a new proposal to use HST data to detect the candidates we modeled. Claes-Erik Rydberg has contacted us similarly regarding Frontier fields and John Mather of JWST has also reached out to build the science case for JWST. Reporters have also contacted us about our work, which now appears in the June 12, 2013 issue of New Scientist (The Supernova that Blew up a Galaxy). Our numerical models have culminated in the publication of 10 Astrophysical Journal publications.

In carrying out this fundamental research, we build capability for hydrodynamical simulation that can be brought to a range of applied national security challenges, foremost the weapons program. This was amply demonstrated when postdoc Smidt was recruited into a staff position in X-Theoretical Design, a weapons design division.
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Searching for Sterile Neutrinos with MicroBooNE
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Abstract
MicroBooNE is a liquid argon time projection chamber (LArTPC) that will detect neutrinos from Fermilab’s Booster Neutrino Beamline. From the large sample of neutrino interactions that will be collected, MicroBooNE will perform short-baseline neutrino oscillation searches, will resolve the source of the MiniBooNE “low-energy excess,” and will measure cross sections and properties of ~1 GeV neutrino interactions in liquid argon. Using LArTPC detection technology, MicroBooNE aims to see neutrino interactions in “high-definition,” with event reconstruction and particle identification, critical for achieving its physics goals.

Background and Research Objectives
Neutrinos – the nearly massless, almost entirely invisible elementary particles – “oscillate” their flavor as they travel through space. Neutrinos are produced in three distinct flavors, each partnered with a charged lepton under the weak nuclear force, but surprisingly may appear as a different flavor some distance away, visible only with a very rare interaction with matter. While we still work to understand why this happens, it seems unrelated to any of the previously known laws of physics, leading us to wonder: can neutrinos oscillate into even more flavors, that have nothing to do with the weak nuclear force and don’t interact in any known way? Searches for these “sterile” neutrinos have become an important part of the study of neutrino oscillations. If these particles are found, they would be the first new particles discovered that stand outside the current Standard Model of particle physics, and could be a fundamental tool in increasing our understanding of the world around us.

One of the most interesting experiments to have searched for sterile neutrinos was MiniBooNE. The MiniBooNE detector was a large sphere filled with mineral oil and surrounded by light detectors. The detector was located on the Booster Neutrino Beamline (BNB) at Fermilab, where 8 GeV protons were fired at a beryllium target, producing an energetic spray of hadrons that decayed and produced a beam of mostly muon or anti-muon neutrinos (depending on a magnetic horn). MiniBooNE extensively studied muon neutrino interactions, but also searched for oscillations by looking for the appearance of electron neutrinos in this predominantly muon neutrino beam. The experiment found a strange excess of electron neutrino-like events at lower energies (below 450 MeV), that when combined with other hints of neutrino oscillations, could be explained by the existence of one or more sterile neutrinos.

But, MiniBooNE’s “low-energy excess” might not be due to electron neutrinos at all. There are a number of other backgrounds in this low energy region. Most of them involve the production of a single energetic photon (or two photons where one photon is just not seen), instead of the electron neutrino interaction product: a single electron. In MiniBooNE, which identifies particles produced in neutrino interactions based on the shape of the Cerenkov light produced as they travel through the detector, electrons and photons look very similar, and are hard to disentangle. In order to resolve the source of the low-energy excess, we need a type of detector that can tell the difference between electrons and photons, looking in sharper detail at the neutrino interaction.

Thus, MicroBooNE, a large liquid argon time projection chamber (LArTPC), is being built and placed at near the same location on the BNB, to study the same neutrinos and look for the same low-energy excess. LArTPCs are large volumes of liquid argon placed under a high electric field. When charged particles travel through the detector, they ionize the argon, liberating electrons that will then drift with constant velocity from the cathode to the anode due to that electric field. At the anode, three planes of wires—each in a different orientation—read the signal of those electrons passing by. By looking at the time electrons arrive at the wires, and which
wires saw signals, we can reconstruct the position of the charged particles produced in neutrino interactions in 3D and with great spatial resolution due to a very fine, 3-mm wire pitch. The number of electrons we see at the wires can also tell us about the types of particles produced. This, in fact, is the way we can discriminate between electrons and photons: while both will create messy-looking electromagnetic showers in the detector, the amount of ionization at the beginning of those showers is smaller for electrons than for photons. With a detailed view of the very beginning of the electromagnetic shower, MicroBooNE will tell the difference between electrons and photons, and solve a crucial piece of the puzzle on MiniBooNE’s results, and possibly the existence of sterile neutrinos.

Scientific Approach and Accomplishments
While the detection technology is promising for our physics goals, LArTPCs are certainly not without their challenges. The detector must maintain a very high electric field, very pure argon, and read out a large amount of data with very little noise. If any one of those requirements is not met, the ionization signals from neutrino interactions can be diluted, and the ability to tell the difference between electrons and photons may be lost. While working on the detector, I have focused on the testing of the readout electronics and the development of the data acquisition system. A block diagram of this system is shown in Figure 1.

MicroBooNE’s front-end readout electronics start with CMOS ASICs mounted on motherboards that attach to the wires, inside the liquid argon. These cold electronics amplify and shape the signal from the TPC, which is then transported by cold cables through liquid and gaseous argon to a feedthrough on the cryostat holding the detector. While designing and operating electronics in liquid argon temperatures (87 K) is difficult, it leads to signals with very low noise. Intermediate amplifiers sit on the warm side of the feedthroughs and drive the signal across long, warm cables to the TPC readout crates, where the signal is digitized and prepared for transmission into the DAQ.

Tests of each element of these elections were performed after production, after installation on the detector, and before and after each stage the detector or cryostat has moved. It is important to perform these checks to not only verify the readout channels are working properly, but a careful characterization of the electronics will be important to calibrating the ionization signals we see from the detector. I have helped develop, run, and analyze these tests using a full “vertical slice” of the readout and data acquisition system. These tests are the groundwork for detailed calibration studies we will conduct once the cryostat is filled with liquid argon.

Once the data is processed by the electronics, it must be collected by PCs and stored for later analysis. This is the job of the data acquisition system. Data from the back-end readout electronics, which are combined into 10 readout crates, are sent to a PC (called a sub-event buffer, or SEB). There is one SEB dedicated to each readout crate. The SEBs perform some low-level checks on the quality of the data before sending it to an event-builder PC, which combines the data from each subsystem of the detector and writes the completed event to disk. Additional processes in the DAQ are responsible for the run control, configuration databases, slow-controls, and monitoring.

I have been a key contributor to the development and testing of the DAQ processes that directly handle the data: from collection on the SEBs to being written to disk on the event-builder. This involves many different pieces: collection of data from the TPC readout crates in both a triggered and continuous (untriggered) readout mode; packaging that data and transmitting it to the event-builder; building events using data from multiple SEBs; control of processes, via a message-passing system; the writing and reading of a serialized, versioned output data format; and, much else.

Alongside work on the detector, there is a large amount of work to be done on the reconstruction of the data to properly interpret. The basic reconstruction chain begins by calibrating the data directly from the detector to model the shape of the ionization pulse, and then finding regions on wires where there were significant amounts of ionization. These “hits” in the TPC then can be clustered together on each plane of wires independently, where we try to combine hits that likely originate from the same charged particle from the neutrino interaction. We then try to match these clusters, and other features of the event, across the three wire planes, and using the different orientations of the planes, construct a 3D image of the original ionization. We construct 3D tracks for line-like objects (e.g., muons, protons, and charged pions), while we try to combine the ionization from electrons or photons into 3D electromagnetic showers. We can then perform particle identification by looking at the ionization and how it changes along the path of the particle. An example of the wire plane information available from a typical event is shown in Figure 2.

A major challenge of this process is that it must be fully-automated. MicroBooNE will see over 100,000 neutrino interactions during its run, orders of magnitude more than any other LArTPC in a neutrino beam has ever seen. While previous experiments have benefitted from “hand-scans”, where trained analyzers look at displays of the data and
guide the reconstruction using their experience at pattern recognition, MicroBooNE will have far too many events to be able to use such methods. I have been a leader in the reconstruction effort, and helped form an automated reconstruction chain that can accomplish our main physics goals, and develop the tools necessary for benchmarking performance of our reconstruction algorithms. While much work is underway, MicroBooNE is well on the path to having a fully-automated reconstruction chain from the first day of data-taking.

A crucial part of this is the removal of cosmic rays from the event. MicroBooNE is a surface detector with limited overburden, and will see a significant amount of cosmic rays. During each readout window of the detector – defined by the 1.6 ms it takes for electrons to drift from the cathode to anode – we will see a number of cosmic rays punch into the detector and leave ionization tracks. A first step for any analysis will be to “tag” and remove those cosmic ray tracks, and then focus on the remaining neutrino interaction.

Cosmic-ray removal is done in two ways: by looking at cosmic ray tracks’ geometry, and by matching tracks in the TPC to flashes of light seen in MicroBooNE’s light collection system. For the former, tracks that clearly pierce through two boundaries of the detector, or that come from regions of drift that are inconsistent with the timing of the neutrino beam, can be tagged as cosmic rays and rejected (Figure 3). For the remaining tracks, we can compare them to “flashes” seen in MicroBooNE’s light collection system – an array of 32 photo-multiplier tubes that sit behind the wire plane. Flashes of scintillation light are produced alongside the ionization, and can be seen by the light collection system to give a time at which the ionization occurred. By comparing the predicted flashes that tracks in the TPC should leave to the observed ones, we can determine the time at which those tracks were created in the detector, and see if they are consistent with the timing of the neutrino beam. Those that are not can be tagged as cosmic rays and rejected.

I have been a leading member of the analysis team that is developing and benchmarking our cosmic-tagging algorithms. Preliminary results show ~90% of charge associated with cosmic rays being tagged as such, and a number of improvements are under development to push that higher. An early result from MicroBooNE will be to show our ability to isolate the neutrino interaction and perform basic cross section measurements for neutrino interactions on argon. Additionally, the rejection of non-track-like cosmic rays will be important for studies of the low-energy excess, and this work will stand as the foundation for handling these more difficult cosmic ray interactions.

**Impact on National Missions**

The work described here is part of the HEP (High Energy Physics) program to study fundamental particles and forces of nature. This program lays the foundation of knowledge and technologies for the basic mission of the lab. Furthermore, particle physics discoveries can have a profound impact on our understanding of the basic laws of physics, which can result in new and diverse technologies that can have a huge, and unpredictable, impact on the national mission. The skills developed in basic nuclear and particle work, like this, carry over to applied programs in nuclear security.

![Figure 1. A diagram showing the flow of data from the detector, through the front-end and back-end electronics, and into the data acquisition system. The cold electronics sit on the top of the TPC inside the liquid argon. Signals from those electronics go over cables in the cryostat to a feed-through, where additional amplification on the warm side pushes the data into the readout crates. Each readout crate sends its data to a dedicated sub-event buffer (SEB) PC via an optical fiber, and then each SEB sends its data to a single event-builder over a 10 Gb Ethernet connection, where the event-builder then writes the event to disk.](image)

![Figure 2. A simulated neutrino interaction event in MicroBooNE, showing the data collected on the wires in each of the three planes: the two induction planes (bottom two panels) and the collection anode plane (top panel). For each panel, the wire number (position in space) is shown on the horizontal axis, and the collection time is shown on the vertical axis. Highlighted in red is the drift window in each plane, showing the region cor-](image)
responding to where a neutrino interaction could occur, based on the timing of the neutrino beam arrival. Highlighted in blue is the neutrino interaction, which is surrounded by a number of cosmic rays that will need to be removed prior to analysis.

Figure 3. A simulated cosmic ray event in MicroBooNE, where we show all hits in each plane tagged as coming from cosmic rays in red, and those not tagged in blue. The tagging shown here is done strictly by looking at the geometry of the reconstructed charged particle tracks, looking for tracks that enter and exit the detector, or those that come from drift times inconsistent with the neutrino beam. Most tracks are positively tagged as cosmic rays, with the remaining tracks to be analyzed by comparing the track to flashes in the light collection system.
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Using Jet Production to Investigate quark-Gluon Plasma at RHIC

Xiaodong Jiang
20120775PRD4

Abstract
This is a progress report of project 20120775PRD4, for Dr. Michael McCumber’s performance from Jan 2013 to March 2014, as a LANL Director’s Fellow working in the Physics Division’s P25 group, in the field of experimental high energy nuclear physics.

Background and Research Objectives
Dr. Michael McCumber joined the Los Alamos P-25 PHENIX team on January 14th 2013. On March 31st, 2014, Mike began a new position as a Frederick Reines Distinguished Postdoctoral Fellow and has since been very active in the field of experimental high energy nuclear physics. He pursued several new directions in the research of High Energy Heavy Ion Physics, taking initiatives in the new direction of detector upgrades and new physics program for the “planned-future upgrade” of the sPHENIX experiment at the Brookhaven National Laboratory’s Relativistic Heavy Ion Collider (RHIC). This report is a summary of his activities during his time as a Director’s Post-doc Fellow.

Scientific Approach and Accomplishments
Mike has been a leading physicist taking new initiatives and expanding the physics case for an upgraded detector program, sPHENIX, at RHIC prior to the planned future construction of an Electron Ion Collider (EIC). Through a very careful study, Mike has demonstrated the capabilities of forward jet reconstruction and an “effective method” of quark flavor tagging in p+p and Heavy Ion Collisions as a powerful tool to help to resolve the behavior of different flavored valence quark’s transverse motion inside the nucleon and nucleus, an outstanding open question in our current understanding of nucleon’s structure. Mike has been an influential member of the conceptual detector design team of sPHENIX, contributed to many details of the new detector’s design and simulations, defining the entire scope of sPHENIX upgrade based on physics requirements of jet production in p+p and Heavy Ion collisions. Mike assisted in organizing a productive forward sPHENIX workshop in Santa Fe this year. The efforts made during this time period have since resulted in large contributions to the sPHENIX MIE proposal (arXiv:1207.6378, and updated document as arXiv:1501.06197), forward physics white paper, and a very favorable DOE science review conducted in the summer of 2014. The above mentioned efforts of new sPHENIX physics design studies and new detector designs were not part of the baseline program, and would not have happened without the support of the LDRD-PRD project. Since the sPHENIX concept is a “possible-upgrade” in its initial proposal and planning stage, it is explicitly outside the regular scope of DOE Office of Science support.

In addition, Mike served as the senior member of three physics working group conveners for the PHENIX collaboration in the subject area of hard scattering with heavy ion collisions. In his role as convener he has organized weekly physics working group meetings, prepared new physics results for presentation at APS, JPS, DNP, Hard Probes, and Quark Matter conferences, shepherded analysis into 9 publications on hard physics during this time. At the end of this period, preparations for the Quark Matter 2014 conference would later lead to an additional 3 publications. For one of these papers (Published as Phys. Rev. Lett. 111, 212301 (2013)), he provided analysis, cross-checks, and was an important contributing author on the manuscript. He presented this work at the Denver APS meeting in April 2013, Rencontres de Moriond, an important international QCD conference, in 2014, and the manuscript has now been published in PRL.

Outside of his immediate PHENIX duties, Mike has been investigating heavy quark flow and energy loss in a Langevin framework. This work, in collaboration with three others, has resulted in a manuscript published in PRC (Phys. Rev. C 90, 024911 (2014)) which offers insight into how to extract information about the time evolution...
of heavy quarks in a flowing hydrodynamic system from experimental data. The tools and insights generated by this effort will be valuable to the PHENIX effort to measure these quantities with the VTX and FVTX.

Using the same hydrodynamic framework developed for this work, Mike and others argued in arXiv:1312.4565 and published in PRL (Phys. Rev. Lett. 113, 112301 (2014)) that He-3+Au collisions could be made at RHIC to robustly test the efficacy of hydrodynamics for describing multi-particle correlations in small collisions systems. Based on Mike’s new initiatives, RHIC would later devote two weeks of beam time to this program at the end of Run 2014 during which Mike was serving as PHENIX’s data taking period coordinator.

In recognition of his broad activities in the physics of hard processes in heavy ion collisions, Mike gave a summary of this subject at the Physics in Collision 2013 conference held in Beijing, China at the invitation of the conference organizers. The PIC conference series is a well-known popular venue in particle physics and organizers have in the past chosen a select few heavy ion speakers to relate new discoveries to this outside audience.

As a minor addition to these efforts made on his own behalf, this year Mike has served as referee for three articles and one letter for Physics Review.

**Impact on National Missions**

Mike’s scientific research efforts at LANL’s P25 group have put LANL in the forefront as one of the world’s leading group in the field of Experimental High Energy Nuclear Physics. The research direction, especially the future sPHENIX studies that Mike is currently leading, clearly open up several new fronts, and new opportunities for US’s Nuclear Physics program of DOE’s Office of Science, and especially for LANL to play leading roles in nuclear physics for many years to come.

**Publications**


Abstract
The project developed new theories for dark matter and the Higgs boson, and new algorithms to improve the experimental searches for new particles at the Large Hadron Collider. The project area is theoretical elementary particle physics.

The overall goal was to advance our understanding of particle physics at distances much smaller than a proton and during epochs in the early universe.

New methods are needed to improve the potential for the Large Hadron Collider (LHC) to discover new particles and to improve accuracy. The results of this project may be quite rewarding, since, for example, they may enable the LHC to discover and measure various decay modes of the Higgs boson.

Formulating new interactions between dark matter and the Higgs boson may lead to a new understanding for why the universe has more particles than anti-particles.

Background and Research Objectives
The overall goal of the project was to develop new methods and theories that may deepen our understanding of particle physics in two areas. One area is at distances 100-1000 times smaller than a proton, where we think the physics “responsible” for giving mass to fundamental particles is occurring. The other is during the epoch of the very early universe, when the abundance of dark matter was being set and when the excess of matter over anti-matter occurred.

To do that, the project developed new models for dark matter interacting with the Higgs boson, and simultaneously developed new experimental tools that will improve the ongoing searches at the Large Hadron Collider (LHC) for new particles. The research to look for connections between dark matter and the Higgs boson may provide us with a new framework for understanding why the Universe has more particles than anti-particles. The work will either discover such a new framework, or provide us with a deeper understanding of the limitations of new interactions between the Higgs boson and dark matter.

An important research tool for understanding the implications of particle theories in a collider environment is the use of jets. Jets are energetic sprays of particles that are detected at collider experiments. Jet substructure refers to the physical properties of the particles inside the jet. The substructure of a jet depends on the physics that produced it.

The research in jet substructure physics will generate important tools that will: improve the potential for the LHC to discover new particles; and improve the ability of the LHC to perform more accurate measurements. Applied to the Higgs boson, these methods may be quite rewarding, since they may enable experimentalists at the LHC to discover and measure various decay modes of this particle.

Scientific Approach and Accomplishments
A significant part of Tuhin’s current research contributes to critical attempts being made by the contemporary particle physics community to come up with more refined tools for unraveling new physics information at the Large Hadron Collider (LHC).

Tuhin focused in particular on disentangling information stored in the particle physics objects that are referred to as “jets”. Jets are the output of jet-clustering algorithms that cluster the energy deposits observed in the LHC detector and, are thus, intrinsically dependent on the algorithm itself. Tuhin attempted to understand this dependence and apply this understanding to designing better tools for detecting and isolating various physics scenarios observed at the LHC. Broadly speaking, one sub-project has been published on the arXiv and submit-
ted to a journal for peer-review, and a second sub-project is in the final phase of completion on this topic.

The first is a paper titled “On Statistical Aspects of QJets,” with Stephen D. Ellis (University of Washington), Andrew Hornig (LANL), and David Krohn, http://arxiv.org/abs/arXiv:1409.6785. This work analyzes and lays down a framework (namely, QJets), which maps a jet to many clustering histories. They show a way to calculate history-weighted-jet-observables, which are found to be more robust statistically.

Finally, a second sub-project is nearly completely, titled “QNsubjettiness -- how to ‘Q’ Nsubjettiness.” This proposes a new technique in the spirit of ‘using clustering histories’ in order to construct a more efficient tagger for massive particles using conventional observables such as Nsubjettiness. The findings so far show moderate gains in tagging (identifying) massive particles in a detector. However, since improvements are below original expectation, more work is currently being put into modifying the original proposal.

A second thrust area of Tuhin’s current research is to re-examine the ‘naturalness principle’ in the context of weak scale supersymmetry, which dictated theoretical work for the last few decades of theoretical particle physics. The well-studied Minimal Supersymmetric Standard Model (or MSSM), is generally considered to be the best framework for weak scale supersymmetry. It is, however, heavily constrained since it predicts a barrage of new particles (superpartners) at the electroweak scale, which have not shown up at the LHC yet. Along with Ann E. Nelson from University of Washington, Tuhin constructs an alternative framework where the superpartners are heavy, yet, electroweak physics is natural because of the presence of richer structure of supersymmetry (namely, N=2) at the weak scale. A draft of the proposal titled “Generalized Supersoft Supersymmetry” is currently being finalized for submission.

**Impact on National Missions**

One of the central goals of particle physics and the DOE Office of Science High Energy Physics is to understand the physics of matter at very short distances - 1000 times smaller than the size of a proton – and at energies 100-1000 times higher than the energy in a proton. The recent 2014 P5 report in High Energy Physics recommends that the Office of Science HEP continue to make this effort one of its highest priorities.

Currently the main experimental facility to achieve that goal is the Large Hadron Collider (LHC) located outside of Geneva, Switzerland. This experiment recently discovered a new particle that has the physical features of the so-called “Higgs boson”.

The LHC will begin operations again in 2015, when it will collide protons together at nearly 14000 times higher than the energy in a proton. The ideas developed and published during the course of this project will influence the design of new methods to search for new particles during this upcoming run at the LHC experiment. This project has contributed and will have an impact on this national and international effort to understand Nature at the distance scales being probed by the LHC experiment. Despite its fundamental nature, particle and nuclear science like this project draws talent and develops new approaches to applied nuclear security problems.

**Publications**

Science of Signatures
High Performance Atom-Based Sensors for Fields and Rotations

Malcolm G. Boshier
20130058DR

Introduction
The National Security community needs improved sensors for fields and rotations that advance the state of the art in performance, size/weight/power requirements, and ruggedness. We will respond to this challenge by developing new atom-based sensors for magnetic fields, for gravity, and for rotations. Our approach harnesses unique LANL atomic physics capabilities - the “Painted Potential” for arbitrary manipulation of Bose-Einstein condensate (BEC) matter waves, and high sensitivity atomic magnetometers - in conjunction with the Laboratory’s world-class quantum science expertise and its engineering capabilities. We will use the Painted Potential system to create a trapped BEC atom interferometer to measure gravity and (with different programming and detection) a rotation sensor based on an “Atom-SQUID”. This new device is a matter wave analog of the well-known superconducting SQUID used for magnetic field sensing. We will also advance the state of the art in magnetometry by pushing atomic magnetometers to their fundamental limits and by combining an atomic magnetometer with the Painted Potential to form a high resolution high sensitivity magnetic microscope. We will develop the theoretical description of these devices and also explore possibilities for quantum enhanced measurement, using quantum correlations to obtain measurement precision which beats the standard quantum limit (shot noise). Most of the size/weight/power requirements in these atom-based sensors are associated with optics and electronics, and so we will engineer those components to minimize their impact on the total sensor package. We will build a prototype atom magnetometer which can operate outside of the laboratory and beat the performance of the best commercial magnetometers by at least an order of magnitude. The outcome of this project will be a new capability which can help meet Intelligence and Defense community needs for improved sensors.

Benefit to National Security Missions
Improved rotation sensors, gravity sensors and magnetometers are of broad interest to many agencies in the Intelligence and Defense Communities. Device applications include respectively inertial navigation, detection of underground structures and of oil or mineral deposits, and the use of power lines for communication and for characterization of activities in inaccessible facilities. The devices based on quantum technologies that are the focus of this project offer potential gains in Size, Weight, and Power (SWaP) and in sensor performance. Theory predicts that the Atom-SQUID we will build should have state of the art rotation sensitivity, in a physics package which is much smaller than the Sagnac atom interferometers which currently have the best performance. A BEC waveguide atom interferometer would measure gravity precisely with a compact device that has no moving parts subject to wear. We will engineer atomic magnetometer technology into a portable device, taking atomic magnetometry from the laboratory to the field.

Finally, while our focus in this project is on applications to sensing, the BEC technologies that we are developing are also very relevant to quantum information processing and hence the Information Science and Technology Mission.

Progress
Boshier and Ryu completed the analysis of our realization of an Atom-SQUID, an analog of the standard superconducting SQUID, that we created by imposing two thin potential barriers on a toroidal trap containing a Bose-Einstein condensate (BEC). We performed extensive computer simulations to confirm that our barriers behaved as ideal Josephson Junctions, which has delivers the advantage that all of the knowledge developed over many years for the superconducting device is can be applied to our superfluid atomic device. This work was published in Physical Review Letters. We also
published a paper showing how the free expansion of a rotating toroidal BEC can be used to create so-called Bessel Beams of matter waves. The Bessel Beam is a particular kind of plane wave, with an amplitude distribution having the form of a Bessel function, that propagates without change in form. In that sense it is diffraction free. One reason why we are developing the Atom-SQUID is because of its potential as a compact rotation sensor. We have now performed numerical simulations to design an experiment to show that a property of the Atom-SQUID (the so-called critical current, the maximum current that will flow without friction) is a sensitive measure of rotation.

On the BEC theory side, Timmermans has been considering the Atom-SQUID as one of the first quantum devices to be simulated ‘from the bottom up’. As a cold-atom architecture, the Atom-SQUID is constructed from superfluid matter of extraordinary delicacy, here a BEC. As an emulation, the experimental conditions have to satisfy physical similarity constraints. He developed a Buckingham-Pi description (involving maximally reduced dimensionless equations) of the system of a single potential induced SQUID-like Josephson junction moving at constant velocity in one-dimensional BEC-circuit. He then worked out the thin-potential limit and developed a Thomas-Fermi description for a slowly varying Josephson potential that allows a direct evaluation of the experimental sensitivity windows. The description reveals that the critical Josephson current is an instability and, therefore, inherently sensitive.

In the past year Zurek has explored the theory of quantum measurement, and, especially, on the role quantum phase plays in the states of composite quantum systems. His contribution to the 25th Solvay Conference on Physics (W. H. Zurek, pp 54-57, in The Theory of the Quantum World, D. Gross et al., eds., World Scientific, Singapore, 2013) is a brief summary of the ongoing project. It discusses the interplay between discreteness and probabilities on one hand, and quantum phases on the other.

The other major component of the the project is the thread on atomic magnetometers. Savukov designed and demonstrated a high-performance compact atomic magnetometer. Light from the two lasers needed to operate the magnetometer was coupled into the sensor head by optical fibers, which allows us to position the lasers far enough from the sensor that magnetic noise from them does not limit the performance of the sensor. This work was published in Applied Physics Letters. The magnetometer head was then incorporated into the engineered system being developed by Kwiatkowski and Lindsay. That work has almost reached the point where will have a portable instrument that can be taken out into the field. In particular a custom electronic control and measurement module has been built, and work has started on developing the software to control the instrument and process the measurements.

Future Work
The project is developing three types of sensor, all based on atomic physics technologies.

In the coming year we will demonstrate that the Atom-SQUID (a BEC in a toroidal trap with two thin potential barriers positioned diametrically opposite each other) can be used as a rotation sensor. Specifically, we will characterize how the so-called critical current (the maximum atom velocity that can flow without friction) depends on rotation of the device, so that we can make predictions about the performance of the device as a rotation sensor. We will extend our quantum theory for the Atom-SQUID. We will complete construction of a new BEC machine which uses the 39K isotope of potassium. This atom has the useful property that the interactions between atoms can be tuned to zero with an external magnetic field, which is useful for atom interferometry. We will use this system to implement an atom interferometer to measure gravity. A single BEC will be divided into two pieces which sit at slightly different heights above the Earth. Releasing the two pieces of BEC allows them to overlap and form matter wave interference fringes which can be used to measure gravity. We will also perform related theoretical investigations.

Third, we will continue development of atom magnetometers. The engineered atomic magnetometer instrument will be tested in the field, outside of the laboratory. We will continue to study the performance of laboratory atomic magnetometers with the goal of improving their performance towards the fundamental limits set by the laws of physics.

Conclusion
The overall goal of this project is to develop new atom-based sensors for magnetic fields, for gravity, and for rotations that advance the state of the art in performance, size/weight/power requirements, and ruggedness. We will move atomic magnetometers from the laboratory to the field, where they will advance applications ranging from to facility characterization via power line forensics to biophysics. We will start developing cold atom-based rotation sensors that would ultimately realize compact high-performance inertial navigation systems. We will also build gravity sensors with the potential to out-perform current
gravimeters, particularly in applications such as underground structure detection.

**Publications**


Battlefield MRI

Michelle A. Espy
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Introduction
We propose to develop a portable “Battlefield” MRI (magnetic resonance imaging) machine based on SQUID (superconducting quantum interference device) sensor technology and ultra-low field MRI techniques developed at LANL. The device will provide a diagnostic quality image in a field deployable package, and use a novel “adaptive” open-coil shield to replace the tons of metal typically required in conventional MRI. The imager will employ very low magnetic fields, which can be completely turned off during transport or when not in use. Most importantly, because the device operates in a fundamentally different regime than a high field MRI machine, it will be able to perform unique imaging tasks that traditional MRI cannot, such as imaging in the emergency room or in the presence of metal. Battlefield MRI will bring the power of MRI to settings where it is presently not possible.

High field (HF) MRI, typically at high magnetic fields > 1.5 T, is the gold standard for diagnosis of mild to moderate brain injury. However, HF MRI is generally not used in emergency situations (emergency rooms or disaster relief), or the battlefield hospital because of the issues of cost and safety associated with high magnetic fields. LANL is a world-leader in the technique of ultra-low field (ULF) MRI for imaging the human brain, ULF MRI operates at pulsed magnetic fields from 100 mT down to 10 microT. Because fields are very low, and can be completely removed, the system is safe to use in the presence of metal, without heating or movement; safe for surgical theaters or emergency situations where the presence of metal nearby or in the subject cannot be precluded.

Benefit to National Security Missions
This effort represents a critical and timely “next step” in LANL’s development of a world-leading capability in ULFMRI and applications. Customers from DHS, DARPA, and ONR have explicitly issued calls grounded in this capability. This work will provide a rapid medical diagnostic tool for to serve these agencies e.g. disaster/terrorist event response, non-invasive screening. We anticipate a broad range of applications for NIH, e.g. ULFMRI combined with functional methods, fundamental understanding of brain, novel contrast at ULF for new diagnostics and basic biomedical research. We also anticipate significant potential for transition to industry partners. Outside of the battlefield application, the most compelling need for this technology is in developing countries. Sharing our prosperity in health care with the world is a national security interest as well as a humanitarian imperative. NIH may also have interest in MRI for more rural or underserved populations within the US. The technological advances of ULF MRI made here also serve other applications that would benefit from low-cost MRI or novel contrast instrumentation e.g. environmental monitoring (e.g. water or nutrient transport in trees); non-proliferation (non-invasive inspection of materials through pipes or in packaging). The unique contrast of ULF MRI has already served in materials studies including polymer science, and the detection of liquid explosives.

Progress
Progress is described against the tasks and goals for the second year. 1) Sensor array development: Our goal was to upgrade the sensor system to include additional channels required for noise cancellation. This task was completed with the successful implementation of 2nd feedback - a low noise feedback system which keeps the SQUID sensors within their dynamic range and mitigates the effect of pulsed field transients even after 100mT pulsing. The main outcome of our success here is that we are now able to image using the full dynamic polarization capability of our pre-polarization coil. 2) Pulse sequence development: Our objective in year 2 was to demonstrate accelerated imaging via projection imag-
ing and compressed sensing methods. We have developed a compressed sensing algorithm. We are using the multiple channels of the array for image acceleration. We will implement projection imaging outside the magnetically shielded room, as we have experimentally determined that the transients caused by rapid field switching near the magnetically shielded room are quite large and can distort our images. 3) Field Coils and Adaptive Shielding: Our goal in the second year was to test and optimize the measurement and adaptive shielding coils constructed in Year 1 on the V1 system. This has been completed for the coils using a set-up consisting of test cyostats and gradiometers. We will begin optimization with the actual V1 system later this FY (Sept). 4) Version 1 system: A milestone at the Year 1 to Year 2 transition is demonstration of an image from the V1 system. This milestone was completed this June. Results are to be published in two articles appearing in IEEE Transactions on Applied Superconductivity (August 2014) and presented as both an oral and poster contribution at the upcoming Applied Superconductivity Conference.5) Low temperature Bp development: In year two we have down-selected materials and developed a preliminary design of the V2 Bp coil, achieving our milestone for the magnet design we plan to move forward with in the V2 (final) system. 6) V2 system: In the second year of the project we also designed and fabricated all upgraded magnetic field generation hardware. A previous task to develop cryocooling has been set aside per mid-year review, so we can focus on the other goals listed above.

Future Work
Year two tasks and goals are: 1) Sensor array development: We will upgrade the sensor system to include additional channels required for noise cancellation 2) Pulse sequence development: We will demonstrate projection imaging and compressed sensing methods that will enable faster data acquisition than our previous linear approaches. 3) Field Coils and Adaptive Shielding: We will test and optimize the measurement and adaptive shielding coils constructed in Year 1 on the V1 system. Based on our results, we will iterate and upgrade the coil design. 4) Version 1 system: A milestone at the Year 1 to Year 2 transition is demonstration of an image from the V1 system. 5) Low temperature Bp development: In year two we will will down-select materials and develop (as required) a bench-scale coil for evaluation. A Milestone in Year 2 is a critical design review of the magnet design we plan to move forward with in the V2 (final) system. 6) V2 system: In the second year of the project we will begin design and fabrication of all upgraded magnetic field generation hardware. A previous task to develop cryocooling has been set aside per mid-year review, so we can focus on the other goals listed above.

Conclusion
The design goals for our proposed system are: 1) a diagnostic quality image as defined by image SNR > 20 and voxel size 2×2×4 mm3; 2) compact system footprint 2×2×2 m3 with open design; 3) infrequent cryogen replenishment, e.g. maintenance interval at >6 months; 4) 20 minute scan time; and 5) production cost of ~$ 500 k, 10X less than a HFMRI. Key innovations are the use of ultrasensitive SQUID detection, pulsed-magnet technology, low-noise cryorefrigeration, and an adaptive noise cancellation approach. This approach will enable field-deployable MRI that is presently is not available.

Publications
Espy, M.. Applications of SQUID Detected MRI. Invited presentation at International Society for Magnetic Resonance in Medicine. (Salt Lake City, Utah, 4-7 April, 2013).


Optical and Laser Spectroscopy of Th-229 Electronic and Nuclear Transitions for the Development of Solid State Nuclear Quantum Sensors
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Introduction
Laser spectroscopy and atomic clocks are at the heart of several very important applications. For example, remote sensing and measurement techniques rely on converting an observable, such as the composition of a Martian rock or the position of a missile or smart phone, into frequency or time signatures that can be measured with the utmost precision and/or accuracy. All atomic clocks have a high quality atomic oscillator, but they differ in the type of oscillator that is used, how the atoms (ions) are isolated from the environment, and the way electronic transition frequencies are detected. Atomic clocks have led to many scientific and technological advances including the Global Positioning System (GPS) for navigation.

The Th-229 nucleus holds the promise of similarly profound impact by using nuclear rather than atomic states. Achieving laser interaction with a nucleus for the first time would dramatically advance the field of “nuclear quantum science and technology” and have transformational impact on fundamental science and sensing. This project builds on our recent breakthrough in Th-229 isomer research and aims for the first-ever demonstration of direct laser excitation of the nucleus. This project is high risk, but the potential payoff is very high because the demonstration of nuclear laser spectroscopy would literally be a “quantum” leap over Mössbauer spectroscopy and enable the realization of a nuclear clock with unmatched precision. If successful, this project would usher in a new era of nuclear quantum science with broad implications from fundamental science to important new applications. Scientists from four divisions (C, P, MST, and T) will contribute their diverse expertise and collaborate on these experiments.

Benefit to National Security Missions
This project lays the foundation for nuclear clock and nuclear quantum technology with transformational impact in navigation, quantum information, and threat reduction. It addresses LANL Science of Signatures goals: to revolutionize measurement and discovery signatures. It also supports the LANL Materials for the Future Science Pillar by creating novel materials with controlled functionality that advance our knowledge in intrinsic and engineered defects and enable observation of the emergent phenomena of laser-nuclear interactions. A global network of nuclear clocks and the related gravity sensors will be a powerful system for fundamental science, national defense, and threat reduction. LANL is one of only a few institutions worldwide that can assemble a tightly coupled effort combining experimental capabilities in actinides nuclear chemistry (relevant to the weapons program), precision laser spectroscopy, atomic, nuclear and material sciences. LANL has an opportunity to be a world leader in this groundbreaking field. Besides the advanced scientific applications mentioned above, thorium isotopes are also a nuclear “timer” for special nuclear materials. The ultra-sensitive detection of thorium isotopes developed under this DR will have important impact in nuclear forensic applications.

Progress
We have made exciting progresses in all research areas as summarized below:

An accurate wavelength for thorium-229 isomeric transition is required as a first step toward the construction of a nuclear clock or other sensors. We have searched for the transition by collecting thorium-229 recoils following the alpha decay of uranium-233 into MgF2 plate, and measuring the subsequent light emission using a monochromator. Initial results are very encouraging with 99.9% confidence that we have found the transition. Once confirmed, this advance clears the path for laser spectroscopy of thorium-229 nucleus, and development of a nuclear clock. A paper has been prepared and will be resubmitted to Physical Review Letters.
To understand whether thorium-229 isomer decays via a photon emission or internal electron conversion, we calculated the electronic structures for thorium doped in MgF$_2$ using hybrid density functional theory and the results show that Th$^{4+}$ oxidation state is favored with an electronic bandgap of 9.6 eV. This is ~2 eV higher than the energy of the nuclear isomer and greatly suppresses the internal electron conversion de-excitation channel. These calculations also yield the results of electronic transitions of Th$^{3+}$ which we are searching for experimentally. In addition, we have calculated the bandgaps for ThF$_4$ and Na$_2$ThF$_6$, both have large bandgaps that are potential host crystal for thorium-229 nuclear oscillator. A paper was accepted by Inorganic Chemistry.

To achieve laser excitation of thorium-229 nuclear transition, we have constructed and characterized prototypes of the most promising routes to generating the light at the wavelength required to excite the isomeric transition. One promising laser scheme involves 5th harmonic generation of a Ti:Sapphire laser by mixing the 4th harmonic of a Ti:Sapphire laser with a 2nd Ti:Sapphire laser at the fundamental wavelength. This approach will allow us to scan the laser frequency over a broad enough range to search for the nuclear isomeric transition. We have completed the frequency doubling stage with an expected output of 100-300 mW which is sufficient for the 5th harmonic generation. The 5th harmonic generation needs a new crystal either RBBF or KBBF. We have setup a CRADA with Advanced Photonic Crystal (APC). APC will provide the RBBF crystal and we will do the testing and measurement. We are also exploring the possibility of using an LBO crystal to generate a small amount of light for calibrating the monochromator. Laser calibration could reduce the systematic uncertainty of our nuclear optical spectroscopy experiment by a factor of 100.

The laser will be used to excite an ensemble of thorium-229 ions into the isomeric state embedded in a crystal. Most materials however absorb strongly at the expected wavelength of the isomeric transition with the exception of fluoride crystals. Furthermore, the laser excitation will be most effective if a high density of thorium-229 ions is present in the laser focal volume. Thus we will grow small high-quality fluoride crystals that maximize the thorium-229 ion density while making optimum use of the small quantity of thorium-229. Such a crystal growth system is not commercially available. We have partnered with the University of Pisa (Italy) who are leading experts in micro-pulling-down fluoride crystal growth. They have agreed to fabricate an exact copy of their high-performance growth furnace for delivery to LANL in early FY15. The respective contractual framework is currently being put in place. We have already secured 0.8 mCi ultra-pure thorium-229 for the crystal growth.

We performed absorption and laser induced fluorescence spectroscopy on MgF$_2$ samples irradiated by thorium-229 and/or alpha particles. Experimental results support the theoretical prediction that the Th$^{4+}$ are the most abundant in the crystal. We are currently performing additional measurements to study weak spectral features that might originate from Th$^{3+}$.

Finally, we started theoretical/experimental research on how the oxidation state and/or thorium-229 density affect the isomer lifetime/decay channel. This work will help us to understand the super-radiance effect and the precision of the thorium-229 nuclear oscillator. Better understanding of super-radiance effect would guild the experiment to optimize the parameters for the laser search.

**Future Work**

- Calculate the charge state and the electronic transitions energies of thorium ions doped in LiCaAlF$_6$.
- Test laser crystal for 5th harmonic generation. Building the lasers needed to drive thorium-229 nuclear isomeric transition.
- Setup and optimize crystal growth system with thorium-232, and prepare crystal growth apparatus for doping thorium-229.
- Perform theoretical/experimental research on how the oxidation state and/or Th density affect the isomer lifetime/decay channel to get a better understanding of nuclear super-radiance effect.
- Finish the ongoing nuclear optical spectroscopy measurement of thorium-229 isomeric transition and publish the result. Make improved measurement at high resolution and accuracy.
- Finish optical absorption and laser induced fluorescence measurements of thorium electronic transitions and publish the results.

**Conclusion**

We expect following results with the ultimate goal of achieving direct laser excitation of the nuclear transition.

- Improved accuracy of direct optical spectroscopic measurements to within 0.01 nm or better. This is a prerequisite for the subsequent laser search to succeed.
- Identification of the electronic transitions of the Th ions in the host crystal. This is an unexplored area of
research and will require close collaboration between theory and experiment.

- Preparation of high-quality single crystals doped with Th-229.
- Develop a vacuum ultraviolet laser and demonstrating direct excitation of the Th-229 nuclear transition.

Publications
Remote Raman-LIBS Spectroscopy (RLS) Signature Integration

Samuel M. Clegg
20140033DR

Introduction
Distinguishing man-made and natural sources of materials such as actinides can be accomplished from the detection of the molecular and elemental compositions. However, the detection of both molecular and elemental composition is a challenge for any analytical method and it is rarely possible remotely. An integrated Raman and Laser-Induced Breakdown Spectrometer (LIBS) instrument is uniquely capable of remote molecular and elemental quantitative analysis. This proposal will complete the fundamental physical studies required to realize the full potential of this novel integrated approach. The most significant scientific challenge of this project is the development of first principal molecular spectroscopy and plasma physics theoretical models to accurately assess and predict Raman and LIBS spectra, respectively. We will also integrate these theoretical and experimental spectra into a single multivariate matrix from which a self-consistent molecular and elemental quantitative description will be developed. In order to fully realize the potential of this integrated technique, we will prototype the first integrated Raman-LIBS remote sensing instrument capable of detecting actinides such as uranium. Finally, the theoretical models and integrated analysis methods will be validated against carefully designed remote sensing experiments under the most challenging environmental conditions. Consequently, this Science of Signatures project will satisfy all three themes: new signature detection, revolutionize measurement, and forward deployment.

Benefit to National Security Missions
This LDRD DR Science of Signatures project will focus on the detection of actinides which is an element of LANL’s core mission. The team will use Raman and LIBS spectroscopy (RLS) to distinguish anthropogenic and natural actinides within complex geological materials as well as the advanced theoretical methods developed in this project. While the strategic focus of this proposal is to detect actinides, similar RLS instruments and theoretical methods could be used to remotely detect chemical and biological weapons as well as high explosives. RLS can be also used as an in situ analytical geochemical instrument to identify source of soil contamination (i.e. harmful metals) and terrestrially sequestered carbon. Finally, this RLS instrument will be the foundation for future planetary science mission. For the weapons program, we anticipate a new analytical tool for materials inspection.

Progress
Theoretical Calculations
We completed an ab-initio study of the emission spectra from a LIBS-generated Fe plasma. Using modern atomic structure codes and the ATOMIC kinetics modeling code, we have demonstrated reasonable agreement with the measured emission from a sample of iron oxide. This work was recently published in Spectrochimica Acta B [Colgan et al, Spectrochimica Acta B 97, 65-73 (2014)].

We explored the matrix effects that have often been observed in the emission from LIBS samples of mixed materials. Theoretical modeling has demonstrated that the enhancement of the line intensity observed in a mixed sample is due to the larger electron density found when multiple elements are partially ionized, compared to the electron density generated by a single elemental sample. Our calculations are in good agreement with previously published measurements and we are currently conducting in-house LANL measurements to confirm these findings.

We are also investigating the effect of radiation transport on the observed emission from a LIBS plasma, by numerically transporting the radiation through a number of plasma zones of differing temperature and density conditions.

Development of a F statistical method for detecting and
identifying weak or unresolved LIBS spectra is underway.

We initiated implementation of a highly structured, statistically motivated model for LIBS data that’s intended to estimate emission lines in the presence of the Bremsstrahlung continuum, background contamination, absorption due to matrix effects, and data distortion due to the lower resolution of the sensor.

A library of essential Raman spectra has been compiled, and we started preliminary theoretical investigations of Raman spectra.

Clegg gave an invited talk at the 2014 GeoRaman conference on Raman-LIBS Spectroscopy. Clegg and Wiens have been invited to give a talk at the 2014 SCIX conference.

Instrument Development
Developed end-to-end photon budget for three-channel Raman-LIBS spectrometer instrument. We completed the optical and mechanical designs of the transmission spectrometer capable of recording both LIBS and Raman spectra. The commercial parts required for the spectrometer such as the gratings have been ordered. The optical mounts for the spectrometer have been machined.

We completed optical and mechanical design of a custom ICCD detector for the transmission spectrometer and ordered the intensifier and CCD detector. We also completed the TEC cooler integration of the CCD.

Laboratory Investigations
We started preliminary experiments into the remote detection of uranium. This involved the modification, review and approval of an existing IWD. We also completed some preliminary remote Raman experiments using a prototype spectrometer.

Future Work
The project involves three elements that will all continue in FY15 including the Raman theoretical calculations, the LIBS plasma spectroscopy theoretical calculations, and completion of the state-of-the-art RLS instrument. In the second year of this project, the Raman analysis will develop a Raman spectroscopy theoretical library that will focus on naturally occurring uranium minerals. The LIBS plasma spectroscopy will focus on “medium” Z (such as transition metals) elements and continue to develop actinide (high Z) theoretical methods. The team will also complete the construction, integration and testing of the state-of-the-art Raman-LIBS spectrometer suite. This will involve construction of the UV and VIS spectrometers along with the custom built intensified charge coupled device (ICCD) detectors. Once assembled, a detailed laboratory characterization of the suite will be completed and the end-to-end photon budget developed in the first year will be updated with the as-built values. The combination of the Raman and LIBS theoretical spectra along with the end-to-end photon budget will enable one to simulate the expected experimental observations. We have already initiated experiments on complex actinide containing samples using standard laboratory hardware as an initial validation of the theoretical calculations. These experiments will continue in the second year until the new spectrometer suite is complete.

Conclusion
The overall goal of this project is to develop the theoretical foundations that are capable of predicting and quantitative interpretation of Raman and LIBS spectra. These theoretical models will be tested and validated with the first fully integrated remote Raman – LIBS instrument used to probe actinides doped in complex geological samples. The theoretical methods will revolutionize the analysis of Raman and LIBS spectra within these communities and the instrument demonstration will lead to novel national security and planetary science capabilities.

Publications

Explosives Signatures for Detection: Nonlinear GHz to THz Responses

David S. Moore
20140049DR

Introduction
This project aims to fill a major gap in our improvised explosive device (IED) detection arsenal, by detecting the explosive itself using penetrating but non-ionizing electromagnetic radiation. This project will develop new experimental and theoretical capabilities to exploit newly-discovered nonlinear coupling of GHz-to-THz electromagnetic radiation to bulk explosives and the detection of the alternative signatures that are generated. The characteristic that we exploit is the intrinsic property that defines an explosive - its metastable chemical energy that can be quickly released on command (by shock, friction, or spark). We will model the expected signatures across relevant length scales from molecular to bulk levels, quantify the complex permittivity versus temperature and amplitude, demonstrate piezoelectric and pyroelectric coupling to convert electromagnetic to ultrasonic energy in situ, and evaluate electro-mechanochemistry effects. The measurements will be guided and interpreted using electromagnetic theory coupled to strain and heat diffusion, with the ultimate goal to develop fundamental principles that define the processes and signatures, leading the design of a prototype detection system with area-scanning capability from safe stand-off distances. The capability is not intended to be used in isolation, but rather as a tool in the toolset – a tool with drastically improved detection capabilities, viz. penetration through clothing, camouflage, or packaging by using GHz-to-THz frequency radiation, which is a unique electromagnetic spectral region with sparse application to explosives detection.

Benefit to National Security Missions
This project represents a transformational approach to uncovering the direct explosive signal type applicable to the Discover Signatures and Revolutionize Measurement components of the LANL Science of Signatures pillar. The overarching goal of the project directly supports LANL's long-term objective of discovery of the next generation of materials signatures of explosives within its global security mission. The deep fundamental understanding of energy absorption and subsequent responses are applicable to MaRIE's “Decadal Challenges for Predicting and Controlling Materials Performance in Extremes” for the design and control of energy release in explosives. Work under this proposal will develop a new framework for a unified description of explosives’ hot spots coupled to the local mechanical, thermal and electromagnetic signatures. Understanding and controlling the material functionality of defects and crystalline interfaces is important for hot spots and their signatures and underpins the Materials for the Future pillar with the focus area Defects and Interfaces, as well as the priority area 2 for advanced (THz) spectroscopies. The explosive expertise developed in this project is of course highly relevant to the weapons program.

Progress
We have let a subcontract with NIST-Boulder for the measurement of complex permittivity from 20 to 500 GHz. Samples have been sent to our collaborators, including ammonium nitrate and the homemade explosives precursors potassium nitrate, potassium chlorate, potassium perchlorate and ammonium perchlorate. NIST-Boulder added explosives storage and handling capabilities and is now prepared to perform complex permittivity measurements from 20 to 500 GHz on explosives samples, which will be shipped before the end of FY14.

Safety basis and documents to handle explosives were completed and approved for the MPA-CINT THz laboratories at TA-35. Samples of TNT, HMX, PETN, RDX, and CompB were shipped from TA-40 to TA-35 and the THz measurements will be complete by the end of FY14. The samples are also being micro-CT scanned. Samples of AN as well as HME precursors listed above were shipped and the micro-CT scans and THz measurements will be
While awaiting the safety paperwork, the explosives simulants 1,3-dinitrobenzene and 1,4-dinitrobenzene were examined by micro-CT and THz spectra were obtained. Theory and modeling have been extended to calculate THz spectra of 1,3- and 1,4-dinitrobenzene to compare to the experimental THz spectra. A paper on this work is in preparation.

The theory and modeling methods used above will be used to calculate THz spectra of the explosives and HME precursors, and compared to the experimental THz spectra obtained. These models are being extended to include the nonlocal temperature fields caused by chemical energy release.

Methodology was established to input micro-CT image-derived FEA models into Abaqus and are working methods for CST and COMSOL. Code was developed to simulate RF electromagnetic field effects on the FEA models of PBX9501 and we have quantified the heterogeneous dissipation of energy. Coding is being developed to extract the corresponding heterogeneous temperature fields.

A waveguide based system was constructed to measure upconverted non-harmonic RF emissions under RF stimulation. The first embodiment utilizes 2.45 GHz sources and waveguides as well as a taper to eliminate the drive frequency, followed by a spectrum analyzer to measure frequency and amplitude of the emissions. The samples listed in the first paragraph are being interrogated.

A Raman spectroscopy system was also constructed to measure changes in Raman spectrum induced by RF stimulation. The first application is using the 2.45 GHz waveguide described above, with stimulation via the network vector analyzer (good to ca. 10 W/cm^2). A higher power 2.45 GHz source is available for extension to larger RF fields.

We are also using the Raman spectroscopy system to measure changes in Raman spectrum with static electric fields, wherein the samples are held in a planar geometry double plate capacitor (1 mm sample thickness), capable of electric fields up to 1 MV/m. The static electric field system will be used at the NSLS (Brookhaven) in July to measure changes in the low frequency IR spectrum, as well as at the MPA-CINT THz laboratories.

Future Work

- Task 1: Complete measurement of the complex permittivity of bulk explosives versus temperature and amplitude from 1 to 100 GHz for the explosives HMX, RDX, PETN, TNT, and ammonium nitrate. Extend to the near-THz regime using open Fabry-Perot resonator methods via collaboration with NIST Boulder (subcontract let June 30, 2014 for two years)
- Extend task 1 to explosives precursors including potassium nitrate, potassium chlorate, potassium perchlorate and ammonium perchlorate.
- Task 2: Complete calculation of constituent effective permittivity tensors for the explosives in task 1 and precursors in task 1a, which will be used to model the frequency and temperature dependent responses of explosives to electromagnetic radiation in the GHz-to-THz frequency regime.
- Task 3: Calculate heterogeneous dissipation of energy and conversion to heterogeneous thermal distributions using Abaqus and/or COMSOL through input of micro-CT derived FEA models of the explosives in task 1 and precursors in task 1a.
- Task 4: Measure Raman and/or far IR (THz) spectral changes with static and RF electric fields and correlate with molecular or crystal structure modifications. Derive mechanistic understanding of the piezo- and/or pyro-electric effects.
- Task 5: Measure upconverted RF emissions from the materials in tasks 1 and 1a using waveguide taper or interference filter methods at 2.45 GHz. Design experiments to do similar measurements at 35 GHz and 95 GHz, pending collaboration or purchase of the high power sources.

Conclusion

The approach described in this project utilizes technologies in frequency regimes capable of penetrating non-metallic packaging, clothing, or camouflage to interrogate bulk explosives, filling a capability gap in the current suite of counter-IED technologies, which includes X-ray imaging, metal detection, trace analysis, intelligence, and persistent surveillance. It will jump-start new modeling capabilities at LANL enabling theory of elasto-electric coupling with chemical energy release at hot spots in explosives. The model development at multiple scales with the combination of coupled matter-energy interactions ranging from the nano to meso scale brings a fresh and new approach to this long-standing problem.
Abstract
Actinide nitrides are becoming increasingly important materials within the intertwined landscape of global energy and security. Historically, these materials have been challenging to prepare pure in bulk quantities. A major impediment to the use of actinide nitride fuels is their synthesis which typically requires temperatures in excess of 1000 °C resulting in carbon and oxygen impurities which change important properties such as thermal conductivity. This project unites LANL core capabilities in actinide and energetic materials chemistry to investigate innovative synthetic routes to high purity actinide nitrides and to investigate the signatures of materials implemented in these processes.

Background and Research Objectives
Expanding the use of nuclear power is a key component to a successful strategy for a carbon neutral fuel cycle. The 2011 Fukushima nuclear reactor incident corroborates the need for continued innovation in nuclear fuel technologies. Fuel concepts for advanced nuclear reactors include actinide-metals, -nitrides, -carbides, and –oxides. Refractory materials such as actinide nitrides are good nuclear fuel candidates for fast spectrum and accelerator driven reactors, and for transmutation of minor actinides. Indeed, the Japan Atomic Energy Research Institute (JAERI) list nitrides as top fuel-material contenders for its accelerator-driven systems for minor actinide transmutations.[1] Actinide nitrides are ideal materials for advanced nuclear fuels due to their high fissile metal density (approaching that of metallic fuels), high melting points (approaching that of oxide fuels), thermal stabilities, actinide miscibility, and high thermal conductivities (Figure 1).[2] The current synthetic route to nitrides is carbothermic reduction and nitridation (CTRN) from the actinide oxide which requires high temperatures and results in actinide nitride products that contain carbon and oxygen impurities which are known to change important properties including thermal and electrical conductivity.

Scientific Approach and Accomplishments
We have prepared three samples of UN using CTRN that have been analyzed for oxygen content in the range of 460ppm to 3200 ppm O. An initial X-ray powder diffraction (XRD) pattern for each sample was collected before the samples were exposed to ambient air and are shown in Figure 2. These XRD patterns show that the samples containing 1200ppm and 3200 ppm O also exhibit signals for UO2 while the XRD spectrum for the sample with only 460ppm O did not contain XRD peaks associated with UO2. Next, the 460 ppm O content UN sample was exposed to ambient air and its XRD pattern monitored for the presence of UO2 and the results are shown in Figure 2. We found that even after exposure to ambient air over a period of 3 months, the XRD pattern of the UN sample did not change - no UO2 appeared. This indicates that high purity UN samples (460 ppm O or less), prepared by CTRN may be stable to air and moisture for an extended period of time though more experiments are necessary to verify this hypothesis.

We also investigated the production of nanocrystalline high surface area UO2 (to facilitate production of UN by CTRN). In previous work, we have demonstrated that nitrogen-rich bitetrazolateamine (BTA2-) complexes of lanthanides (Figure 3) undergo self-sustained combustion to high surface area lanthanide nitride foams.[4] Thus, we investigated the synthesis of BTA complexes of uranyl (UO22+). We have found that, indeed, uranyl does coordinate BTA in a ratio of one BTA- ligand to one uranyl moiety as shown in Figure 4. Next, we found that this uranyl BTA complex also undergoes self-sustained combustion to yield high purity high surface area
nanocrystalline UO2 foam (Figure 5). Follow-on work will include investigation of the use of this UO2 foam in CTRN production of UN.

**Impact on National Missions**

This proposed work has brought together LANL expertise in actinide and energetic materials science, including chemists, theorists, and materials scientists. This work offers new ways to revolutionize production of advanced nuclear fuel materials.

<table>
<thead>
<tr>
<th>Fuel</th>
<th>Oxide</th>
<th>Metallic</th>
<th>Nitride</th>
</tr>
</thead>
<tbody>
<tr>
<td>(U,Pu)O2</td>
<td>U-Pu-Zr</td>
<td>(U,Pu)N</td>
<td></td>
</tr>
<tr>
<td>Theoretical Density</td>
<td>11.1</td>
<td>15.9</td>
<td>14.3</td>
</tr>
<tr>
<td>(gcm⁻³)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Metallic Density</td>
<td>9.75</td>
<td>14.3</td>
<td>13.5</td>
</tr>
<tr>
<td>(gcm⁻³)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thermal Conductivity</td>
<td>4.1</td>
<td>18</td>
<td>15</td>
</tr>
<tr>
<td>(Wm⁻¹K⁻²), 773K</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Melting T(K)</td>
<td>3083</td>
<td>1330</td>
<td>3053</td>
</tr>
</tbody>
</table>

**Figure 1.** Comparison of nuclear fuel forms.

**Figure 2.** XRD patterns for UN samples with variable O content (top) and for 460 ppm O over three months (bottom).

**Figure 3.** Combustion of nitrogen-rich lanthanide complexes.

**Figure 4.** Uranylbitetrazolate amine complex.

**Figure 5.** UO foam.
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Introduction
Los Alamos National Laboratory has pioneered a new short duration yet extremely intense source of neutrons using laser driven targets, with world record beating flux. This offers the potential for an entirely new way of nondestructively assaying (NDA) nuclear materials for safeguards and other purposes. Potential advantages of this neutron source include the tailoring of the neutron energy and angular distribution for particular applications.

The ultimate goal is to develop and optimize the process of neutron production for safeguards and homeland security applications. Pursuant to that goal, this project will perform the measurements needed to establish yield, temporal and energetic characteristics of the neutron beam for different configurations of target/convertor (by changing converter/target distance as well different materials): this information is needed for Monte Carlo simulations of future instruments, and is required to address the detection of nuclear material by a laser-driven neutron source. Initially using depleted uranium (DU) this work will use induced fission signatures: specifically neutrons following neutron fission will be detected in a high efficiency neutron counter.

Benefit to National Security Missions
This research directly supports the nuclear security mission. The demonstration of this novel technology and capability will make Los Alamos a world leader in the active interrogation of nuclear materials using laser driven neutron sources. The existence and demonstration of this type of capability is expected to lead to work for existing and new sponsors in safeguards and homeland security. The assay of fuel debris following an accident, such as that at Fukushima, is one example where a bright source of this type combined with the measurement methods discussed might have important practical advantages. Another example could be a very high throughput interrogation of transportainers at ports, as well as in treaty verification. Many more applications and extension to other signatures can be expected, for example the replacement of nuclear reactors used for neutron production at universities.

Progress
Task 1: The first task of the project is to have an experimental campaign at Trident laser facility by the first year of the project. So we have been working in the preparation of the first experimental campaign. We obtained a time at the facility from the last week of August 2014 for three weeks of experiment, and we are working on the process to have permission to move nuclear materials at the facility during the experiments, as well as to prepare detectors and to have our external collaborator, Prof.M.Roth, from Germany, here at Los Alamos at the experiment.

Task 2: Target/convert study. We have been using data from the previous preliminary experiments to extract information on neutron production in the Be ion-to-neutron converter. Although the data set is not extensive, because we had detectors and diagnostics (neutron time-of-flight and 3He based detector), we are obtaining key information. In addition to delayed neutrons from uranium, the data analysis showed an unexpected delayed neutron tail following neutron peak in the 3He based detectors. The half-life extracted is found to correspond to delayed neutron production of 9Li, due to 9Be(d,2p)9Li and 9Be(n,p)9Li nuclear reactions which energy thresholds are 18.42-MeV and 14.26-MeV, respectively. 9Li subsequently decays, producing delayed neutrons with half-life 178.3 ms. Both the reactions have energy thresholds which indicated that only the high-energy portion of the deuteron ion spectrum impinging on the Be ion-to-neutron converter contributed to the production, consequently we have seen that by monitor the delayed neutron production...
from 9Li we have access to information about the deuteron spectrum and neutron production.

**Future Work**

Goal: The expected results are the better knowledge of the key parameters for the performance of active neutron interrogation based on short-pulse-laser-driven neutron sources, as well as a better understanding of the physics of all the process from neutron production to interrogation.

Task 1: data analysis/Monte Carlo modeling of the first experimental campaign to identify the key parameters to design the second experimental campaign, both for the set up of the experiment, and for the understanding of detector behavior in a short-pulse laser neutron source.


**Conclusion**

The expected results are the knowledge of the key parameters for the performance of active neutron interrogation based on short-pulse-laser-driven neutron sources. A better understanding of the physics of all the processes from neutron production to interrogation will be a key benefit of the project. The results will be disseminated by presentations at international conferences and through peer-reviewed papers. The know-how developed will be the guidelines for the engineering of the approach proposed and will be used to write proposals to sponsors such as NA-22, NA-24, DHS and DoD for field applications.

**Publications**

Introduction

This research aims to develop modular, scalable technologies/capabilities that allow us to deploy and install large-scale, distributed measurement systems in an automated, precise, reliable, cost effective manner while minimizing intrusion into the environment. This capability will be easy to employ from a variety of platforms including commonly available aerial robotics. Emplacing measurement systems in the appropriate environment is generally one of the most challenging and costly aspects of any experimental or field research program, but to date this aspect of technology development has been widely ignored. Manual installation of sensors is still the most common technique to deploy distributed measurement systems. This is particularly problematic when sensors must be located in inconvenient environments such as at heights, in rivers, or in Chem/Bio/Rad hazard areas. The reason for the lack of work in this area is that the development of a lightweight, intelligent remote sensor placement capability that can place sensor nodes accurately and reliably without damaging them in the process is a challenging multi-disciplinary, cyber-physical system research effort. It requires taking into account dynamics, sensor measurement uncertainty, computer vision, projectile dynamics, and embedded systems. This research effort intends to make LANL a technology leader in this largely unexplored field by developing new engineering tools and capabilities that facilitate the large-scale deployment of wireless sensor networks in inconvenient environments. These techniques will be designed with discreetness in mind so that they minimally disturb the environment and avoid influencing the subjects we are trying to study as little as possible. We will develop the high-finesse engineering tools to enable a capability to intelligently, remotely deploy sensor nodes in such a way that when they arrive at their installation site they have enough energy to be installed correctly, but they have a low-enough energy to ensure the sensor itself is not damaged.

Benefit to National Security Missions

This work will strongly support LANL’s mission in Global Security, Nonproliferation, and Environmental monitoring. It directly address the Science of Signatures pillar with respect to Forward deployment and it supports the IS&T pillar by providing new data streams for model validation and uncertainty quantification for global climate modeling and energy security. It is inspired by a crosscutting approach to global security mission needs. The work focuses on capability development for environmental sensing and nonproliferation. This work is in particular meant to address needs concerning the loose nuke problem. The team recognize that in order for this effort to have a high impact we must engage with both the LANL community/customers and the broader sensor community to build useful deployment techniques. We will hold a mid-project workshop to get feedback from LANL sensor community and global security program managers on how the work can interface with customer-driven sensor projects. The goal is that this will lead to follow-on collaborations and customer-driven work.

Progress

Since March of 2014, the remote sensor placement project has been brought back online. In June of 2014 we successfully performed a demo of the remote sensor placement system at the Mobisys conference. This is a single-track conference on mobile computing technologies. The demo was well-received. In addition to being accepted to present a demo at this conference, we were also accepted to present a video demo of the presentation. A number of researchers at the conference from academia as well as industry (Microsoft Research) expressed interest in the technology as well as its predecessors. We hope to follow-up with these researchers to look for follow-on projects.

We have also built additional testing apparatus to continue collecting data for this work. We have an addition-
al testing chamber for performing tests to launch sensor nodes in the lab. We also have recently finished building a turret testing fixture test to enable precise testing of the remote sensor placement device in the field. This device allows us to precisely fix the yaw and pitch of the remote sensor placement device during testing.

In addition to this work we also have begun the design of equipment for testing the quadrotor control indoors. The engineering considerations for this experimental apparatus are nearly complete. We are almost ready to show this design to the safety officers for iteration.

Future Work
The main technical milestones for the 2015 fiscal year are as follows:

- Develop control system required to accurately deploy sensor nodes from the aerial robotic vehicle.
- Make the second iteration of the multi-shot remote sensor placement device.
- Develop second iteration of the sensor packages and associated attachment mechanisms.
- Perform deployment tests of the newly developed remote sensors. Quantify the accuracy of the sensor deployment.
- Document the work and write it up for peer-reviewed journals. We will also present our work at applicable robotics/wireless sensor networking conferences.

Conclusion
A successful completion of this project will result in solid first step towards a modular remote sensor deployment and installation capability that can be used by the wider sensor networking community. The most important output will be an intelligent, multi-shot, remote sensor placement device capable of being employed from commonly available aerial robotic platforms. We will work toward developing modular deployment packages and characterize a wide array of sensor package attachment mechanisms that can be used to connect sensor packages to a wide variety of materials. Finally, multiple demonstrations of the uses of this capability will be executed.

Publications
Introduction
The main goal of this project is to develop a fast and robust method to derive pictures of the Earth’s structure from a combination of four geophysical data sets. Our multi-parameter inversion will produce more accurate Earth models than currently available and will form the basis for the next generation of Earth models. The specific elements of the proposal are to 1) develop an efficient and robust multi-parameter inversion scheme, 2) develop the methodology for pre-processing and weighting the data sets to produce the best image, and 3) develop a detailed, validated model of the Earth’s crust beneath the western United States. This project addresses the fundamental problem of creating an accurate image of the Earth, currently a barrier to deeper understanding of the Earth’s current state and evolution.

Benefit to National Security Missions
The research will create unique expertise at the Laboratory and will enhance the Laboratory’s capability to address core missions in Ground-based Nuclear Detonation Detection within Nuclear Nonproliferation, as well as missions in geothermal energy, geological carbon sequestration, used fuel disposition, and repository science under Applied Energy Programs, Fossil Energy, and Civilian Nuclear Programs. All of these efforts rely on accurate determination and monitoring of Earth structure for success. We also foresee a follow-on LDRD DR aimed at extending this modeling to the global scale using High Performance Computing. The end result would be a world-wide map of strain perturbations for the purpose of earthquake prediction.

Future Work
The rest of this fiscal year and the next fiscal year will be spent acquiring and processing the body wave data (the last of the four data types), and performing inversions of all combinations of data types. For the body wave data we will draw on data holdings from our LANL seismic research database. Results will be presented at the annual meeting of the American Geophysical Union and/or the Seismological Society of America meeting. We anticipate finishing and submitting our first paper on joint inversion of surface waves and receiver functions by the end of this fiscal year. We then will write and submit a manuscript on the joint inversion of gravity, receiver functions and surface wave data for the western United States. Following the incorporation of body wave data into the inversion, we will write and submit a paper.

Progress
The key accomplishments this year have been:

• Gathering and processing and incorporation of all receiver function data into the inversion. We have also tested the prospect of low pass filtering of the receiver functions to eliminate excessive noise in some of the receiver functions. While this helps, and allows for inclusion of some additional data constraints, the bulk of the noisy receiver functions are not improved through this approach. This suggests that these data are intrinsically bad and should not be used in the inversion.

• Thorough implementation and testing of the gravity element of our tripartite inversion for crust and upper mantle structure of the western US. I have implemented two types of filtering for the gravity partials, and tested three different velocity/density relationships. So far, shear velocity results from these efforts are very similar, indicating that the inversion scheme is robust and not sensitive to starting models or velocity/density relationships.

• Presentation of our latest results at the American Geophysical Union meeting, 12/2012, in San Francisco.

• Preparation of a journal article showing our joint inversion results using two data types: surface waves and receiver functions.
Conclusion
The expected results include a fast multi-parameter inversion code for determining high resolution Earth models, a detailed model of the crust and upper mantle of the western US available, and several publications in high impact Earth science journals. The code will be state of the art for several years and will be used throughout the scientific community for understanding the structure of the Earth’s crust and mantle. These models will reveal insights into how the Earth’s lithosphere is formed and how it evolves over time, with impacts on geothermal resources, disposition of nuclear waste, and global nuclear explosion monitoring.

Publications


Zhang, H., C. Thurber, M. Maceira, and P. Roux. Joint inversion of body-wave arrival times and surface-wave dispersion data for three-dimensional seismic velocity structure around SAFOD. Presented at American Geophysical Union Fall Meeting. (San Francisco, 9 -13, December, 2013).

Wide Field-of-View Plasma Spectrometer

Ruth M. Skoug
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Introduction

Through this LDRD-ER project, we will develop and demonstrate a fundamentally new type of space plasma spectrometer (named the “2PS” Spectrometer for 2π-sr) whose field-of-view is nearly 2π-sr using fewer resources than traditional methods. The enabling component is analogous to a pinhole camera having an electrostatic energy-angle filter at the image plane. At the end of this project, we will have an optimized design and thorough understanding of the measurement concept as well as demonstration of the electrostatic energy-angle filter and its performance. The 2PS Spectrometer represents a revolutionary advance for measurement of space plasmas and will realize improved performance with a reduction in required size, mass, and power resources. The concept and operation are intrinsically simple, and enable ultrafast (<0.1 s) measurement of plasma distribution functions to understand, for the first time, the physical processes that drive the complex plasma dynamics of the solar wind and the terrestrial magnetosphere. This breakthrough additionally enables robust plasma measurements on 3-axis stabilized spacecraft and smallsats, which is critical for the Lab’s future national security payloads as well as future scientific missions.

Benefit to National Security Missions

The 2PS Spectrometer represents a revolutionary advance for measurement of space plasmas and will realize improved performance with a reduction in required size, mass, and power resources. It will also, for the first time, enable ultra-fast measurements of plasmas to discover and test hypotheses about physical processes that induce dynamic plasma variations on short time scales. By allowing investigation of processes at short time scales (<0.1 s) this work is thus directly relevant to a number of NASA space science goals, including studies of turbulence and reconnection in space plasmas. For 50 years, Los Alamos has flown plasma spectrometers for national security payloads as well as NASA scientific missions to study solar wind and planetary magnetospheres such as Earth and Saturn. Monitoring and understanding of the space plasma environment is a critical component of the LANL nuclear detonation detection nonproliferation mission. LANL has expanded its national security mission into space situational awareness, which entails understanding and predicting the space environment and its impact on the national space infrastructure. We anticipate that the 2PS instrument concept may also form the foundation for future generations of national security payloads.

The low-resource 2PS spectrometer could also form the basis of a solar wind monitoring instrument for space weather forecasting purposes. While space weather monitoring falls under the purview of NOAA, it is of interest to many agencies (e.g. DOC, NASA, NSF, DoD, DOE, etc.) who together have formed the National Space Weather Program (NSWP) to coordinate efforts in this area.

Progress

Work on the 2-pi Plasma Spectrometer (2PS) project in FY2014 again involved two components: simulation of the instrument concept, and development and testing of
Prototype hardware in the laboratory.

Experimental work began with design and construction of a second generation prototype filter plate. This filter plate included cylindrically symmetric slits, a more realistic configuration than the holes used in the first prototype. This second prototype demonstrated the feasibility of manufacturing such slits using wire electric discharge machining (EDM) in a single piece of metal. The relative ease and low cost of the EDM process have greatly facilitated the prototype process. EDM may also provide a way of fabricating a flight instrument, although it is possible that coatings or a return to stacked plates may be required to reduce scattering in the filter plate.

Extensive testing of the second generation prototype was performed this year. This prototype included 4 slots, for detection of particles at 4 different entrance angles. The prototype was installed in a vacuum chamber for testing with an ion beam source. The ion beam source can generate particles from ~1-60 keV, an appropriate range for this instrument. Tests included measurement of the energy and angle response of each slot, and the size and shape of the distribution coming through each slot. Measurements were made using two pinhole plates, first the existing 0.4 mm thick plate, and then with a thinner, 0.1 mm thick pinhole plate. Various measurements of normalizing measurements from the various slots, energies, and angles were investigated.

All laboratory measurements were made using the existing imaging microchannel plate (MCP) system in our test laboratory. While this MCP is too small for a full 2PS instrument, it is suitable for the initial prototype testing. No further investigation of detectors was undertaken, due to budget cuts to this project. The goals of this LDRD project can be fulfilled with existing laboratory detectors. In particular, MCPs and mounting hardware from a previous project are available through our collaborator at the University of New Hampshire (UNH).

In addition to the laboratory measurements, we ran numerous simulations of the instrument. Comparisons between the measurements and simulation results were used to validate the model for use in optimizing the instrument design. Simulation of the slot-based instrument allowed use of 2.5D SIMION, greatly simplifying the model development. With appropriate normalization, the comparison between the model and the prototype measurements does indeed validate the model for further use. The model is able to reproduce the measured energy and angle response to within ~10%, good agreement based on the uncertainties in both the measured and simulated data.

Simulation work then proceeded to optimization of the instrument. These studies were performed both at LANL and by our collaborators at UNH. This work is intended to lead to development of a working instrument that can be tuned for a specific application. We investigated modification of the pinhole plate and filter plate thicknesses, and of the distance between the two plates. Reduced pinhole size and pinhole plate thickness lead to better instrument resolution, as does an increase in the thickness of the filter plate. However, in all cases this improved energy and angle resolution comes at the cost of lower count rates. We studied variation of the filter plate slot widths, and determined appropriate widths to give nearly even response across angular range of the instrument. In addition, we found that introducing a conic structure in the center of the filter plate adds a radial component to the deflecting electric field that improves the energy resolution for particles at angles near the center of the instrument. In addition, the increased electric deflection is expected to lead to a reduction in the required deflection voltage, and thus to a reduction in the size, weight, and complexity of the instrument electronics. We continue to study the effects of each optimization, and will use these results to design a final prototype instrument.

**Future Work**

We will continue testing using existing laboratory position-sensitive microchannel plate (MCP) detectors, rather than the originally proposed crossed-delay-line (XDL) sensors. This change does not affect our ability to optimize the instrument design and prove the instrument concept.

Work during the second year has validated the SIMION model of the 2-pi Plasma Spectrometer, and allowed use of this model in optimizing the instrument design. During the final year of this three-year project we will evaluate the optimizations studied during year two, and will examine the effects of combining various optimized parameters, including plate and slot dimensions and additional structures such as the cone identified in simulations this year. We will continue optimization simulation work to provide the widest possible angular range and the best angle and energy resolution based on geometric factor requirements in various regions of space. The results of these simulations will inform development of a full prototype 2PS instrument. We will design and fabricate a final prototype instrument. This instrument will likely use existing MCP detectors provided by our University of New Hampshire collaborator. We will determine whether wire electric discharge machining (EDM) or stacked plates provide a more suitable filter plate design, and will fabricate a filter plate using the appropriate technology. We will test this prototype instrument in our calibration laboratory using existing
Conclusion
The 2PS plasma spectrometer acquires a complete measurement with a single high voltage sweep, allowing measurement of a complete distribution function in less than 0.1 sec. These fast measurements will enable study of ultrafast dynamic processes in the solar wind and magneto-spheric plasma environments. The unique design enables a dramatic reduction of resources (mass, power, size, and cost) compared to existing designs. We expect that the mass and power resources will be less than 1 kg and 2 W for one instrument, suitable for use in either cubesat or traditional satellite applications, as well as on 3-axis stabilized spacecraft.
Introduction
Ever since an early metal worker plunged hot iron into water and discovered quench-induced hardening, the importance of speed in phase transitions was clear. A phase transition is e.g. the process of transforming from solid to liquid or from a non-magnetic to a magnetic state. Phase transitions traversed at extreme speeds are central to many LANL missions. 1st order transitions (which are abrupt and have latent heat,) are well understood and phenomena such as nucleation and annealing are the basis of vast industries. 2nd order phase transitions at extreme speeds (which are continuous and have no latent heat) can also produce profound effects on materials. However, our understanding of 2nd order transitions is incomplete. The Kibble-Zurek Mechanism (KZM) was developed starting in 1985, largely at LANL, and describes how rapid quenching can “freeze in” fluctuations in 2nd order phase transitions, creating defects such as domain walls, vortices, etc. These defects are long-lived fossils of transition dynamics, revealing nature of the fluctuations and the symmetry breaking process. KZM applies to 2nd order phase transitions of interest to LANL and DOE from cosmology to magnets to superconductors.

Recent breakthroughs allow us to test KZM in materials with practical importance. We will study KZM in magnets for the first time in theory and experiment. We innovate by using magnetic fields to induce phase transitions with up to eleven orders of magnitude of quench rate. Thus, for the first time, we can test key quantitative prediction of KZM: the dependence of defect density on quench rate. We build on our expertise in a new class of magnets that have the right symmetry to allow spin vortices and other topological defects, testing KZM in both thermal and quantum phase transitions.

Benefit to National Security Missions
This project seeks to understand the formation of vortices and other defects in phase transitions out of equilibrium. This is known as the Kibble Zurek mechanism. We will focus specifically on magnetism, thus enhancing fundamental understanding of materials. These topics fall directly within the purview of the DOE Office of Science. However this theory applies to all phase transitions that are traversed rapidly and out of equilibrium. We will be testing the central quantitative prediction of the Kibble Zurek mechanism, and thus we will be making contributions to other fields in which out-of-equilibrium phase transitions are studied including ferroelectrics, charge-density waves, superconductors, cold atoms, and even cosmology. The Kibble Zurek Mechanism was first proposed in cosmology to explain the formation of the early universe. It applies to information science and technology because topological defects are a new frontier for quantum computing, and even in a classical context can be used to store and manipulate date. Understanding how to create and manipulate vortices, both wanted and unwanted, is thus important for fields directly impacting information technology including spintronics, quantum computing, and computer memories.

Progress
We have made significant progress in understanding the dynamics of magnetic and ferroelectric phase transitions.

For ferroelectrics, we have verified the Kibble-Zurek Mechanism (KZM) in the first ferroelectric material to exhibit this effect. The family of materials REMnO3 (RE = Y and rare-earths), synthesized by our collaborators Sang-Wook Cheong et. al at Rutgers University, exhibits the remarkable formation of vortices that vary with quench rate across the thermal phase transition. We have written a paper (under consideration by Nature Physics) in collaboration with Cheong as well as C. D. Batista in T-4 that explains the experimental results.
We have also theoretically explored KZM in the context of correlations between pairs of topological defects. Recent advances on a simple model (developed by Zurek in an article, J. Phys. Cond. Mat. vol. 25 (40) 404209, 2013) to account for the winding number in two-dimensional systems through the correlations between pairs of topological defects appears to be fully confirmed by recent experimental data. This justifies re-interpretations of the data of the experiments on tunnel Josephson junctions that are now brought into agreement with KZM.

In magnetic phase transitions, we studied the dynamics of field-induced phase transitions in NiCl2-4SC(NH2)2, Ni3TeO6, Ca3CoMnO6, Ca3Co2O6, Sr3NiIrO6, Eu2CuIrO6 and CuCrO2. Exploiting the unique capabilities of the National High Magnetic Field Lab in MPA-CMMS group, we studied a wide range of magnetic field sweep rates. Using magnetostriction and electric polarization measurements we have ruled out a measureable KZM effect to 10-6 precision in NiCl2-4SC(NH2)2 and Ni3TeO6. We do, however, observe a colossal magnetoelectric effect in Ni3TeO6, which is published in Nature Communications, with a second article in progress.

In Ca3CoMnO6 and Ca3Co2O6 we have found exciting dynamic metastable steps in the physical properties that span seven orders of magnitude of sweep rate. The origin of these effects is likely the presence of a large manifold of near-degenerate states due to the frustration in this triangular-lattice compound. The extraordinarily broad range of sweep rates spanning 1 Oe/s to 107 Oe/s allows us to understand the time scales involved for relaxation into and out of these magnetic steps. This is being written up for Phys. Rev. Letters. For Sr3NiIrO6 and Eu2CuIrO6, qualitatively similar behavior is observed, however the metastability is strong enough to produce a magnetic hysteresis with record large coercive magnetic field that persists for hours in some samples. This result is being written up for Nature and has important implications for the field of hard magnetism.

In the material CuCrO2 we have explored a cascade of dynamic phase transitions in high magnetic fields between different spiral and other complex magnetic states. Significant dynamics are observed in an oscillating electric polarization, and this metastability is understood through Monte Carlo simulations of equilibrium and non-equilibrium states. This work generated two publications in Phys. Rev. B and Phys. Rev. B Rapid Communications, as an Editor’s Suggestion.

The results have been reported by our team in numerous invited talks - in particular Zurek gave an invited open-


Magnetic Nanomarker Detection and Imaging with SQUIDs
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Introduction
We propose a revolutionary new technology and instruments for ultra-sensitive magnetic detection and imaging of tissue cells with a detection limit of below $10^4$. By comparison, conventional x-ray mammography requires over $10^8$ cancerous cells for detection. Our method will consist of targeting cells using antibody labeled single-core superparamagnetic nanoparticles, followed by detection and imaging of the targeted area using high-resolution Superconducting Quantum Interference Device (SQUID) gradiometers. Superparamagnetic relaxometry (SPMR) is used for detection of targeted cells with very high specificity: Only bonded (immobilized) nanoparticles will be detected via their Néel relaxation. The bonding will occur only with cancer cells because of specific antibodies conjugated to the nanoparticle surface. Unbound nanoparticles will not contribute in the SPMR decay signal. By combining SPMR with ultra-low field magnetic resonance imaging (ULF MRI), using the same instrument, the targeted area will be imaged to provide anatomical information. The same magnetic particles will also work as MRI contrast agents, as they can be detected due to their influence on the relaxation rates of $1H$ nuclear spins, which are an abundant signal source due to the high water content of soft tissue. The combination of ULF MRI and SPMR will provide both accurate localization and cell count of the targeted tissue. SQUIDs enable detection via gradiometers with unprecedented sensitivity. This approach will provide a robust diagnostic tool for detection and localization of diseased (e.g., cancerous) tissue targeted with magnetic markers at a very early disease stage. This technique can be used as an in vivo (inside body) diagnostic. ULF MRI and SPMR measurements have never before been combined in a single device.

Benefit to National Security Missions
We propose here a revolutionary advance in the ability to detect and image very small numbers of labeled cells or other microscopic objects, with the resolution at least one order of magnitude better than any presently available methods suitable for routine and/or repetitive use. This project illustrates LANL’s unique inter-disciplinary ability to develop new instrumentation and measurement technologies.

Two key components are present at LANL – 1) Ultra-high resolution SQUID instrumentation; and 2) Magnetic nanoparticle synthesis and purification, surface modification, and specific bioconjugation.

The combination with imaging provides a truly unique approach to address both the presence and location of labels. The long-term relevance to national security science is both in global health (as an early cancer diagnostic), but also global security (the ability to rapidly detect exposure to pathogens for example, or small quantities of molecules in the environment) and in the capability to provide rare-molecule detection. Success of this project will lead to further development of the method using funds from different agencies such as NIH or, for instance, from DoD Congressionally Directed Medical Research Programs such as Breast Cancer Research Program.

Progress
We significantly improved performances of the seven-channel system that can record ultra-low field magnetic resonance images (ULF MRI) and super-paramagnetic relaxation (SPMR) curves inside magnetically shielded room (MSR). New system configuration includes compensation coils for transients cancellation that significantly improved quality of SPMR signals. Magnetic resonance images can be recorded with 2 mm resolution and 160 mm field of view.

The second seven-channel system has been built that can perform SPMR measurements in unshielded en-
vironment outside MSR. This system was tested using phantoms as well as using mice models in cooperation with Senior Scientific LLC (Albuquerque). This new system demonstrates about 10 times better signal-to-noise ratio (SNR) than previously developed systems in unshielded conditions.

A few different phantoms with single and multiple magnetic dipoles have been made in cooperation with Senior Scientific LLC using their new immobilized nano-particles. The phantoms have been tested using two our systems at LANL and one old-generation system at SS LLC. The results is used to investigate accuracy and agreement in magnetic dipole moments recorded by three different systems in different locations and conditions. We are in process of development of new algorithms and computer simulations for inverse problem solution based on SPMR data and using ULF MR images.

Our results will be reported at the International Conference on Biomagnetism, August 2014, Halifax, as an invited oral presentation. Two our posters have been accepted at the Applied Superconductivity Conference, August 2014, Charlotte, and will be published in IEEE Trans. on Applied Superconductivity.

Future Work
During the second year of the project we continued development and improvement of the seven-channel SQUID gradiometer system for interleaved ultra-low field magnetic resonance imaging (ULF MRI) and super-paramagnetic relaxation (SPMR). The system has about 2 mm spatial resolution with 160 mm field of view for MRI. The system is working inside two-layer magnetically shielded room (MSR).

The second seven-channel system was built that can operate in unshielded environment outside MSR. This system was used for SPMR measurements. We are in process of its calibration and data comparison recorded in shielded and unshielded conditions using phantoms. This system has been tested for SPMR measurements in unshielded environment using mice models in cooperation with Senior Scientific LLC in Albuquerque.

We developed a few phantoms with one, two, three and four magnetic dipoles placed in Petri dishes with agarose. The dipoles have been made using immobilized nanoparticles manufactured by Senior Scientific LLC in cooperation with the CINT. We are investigating localization accuracy using such phantoms for both SPMR and ULF MRI measurements. New localization algorithms and computer simulations have been performed using phantom data.

Conclusion
We will build instruments and demonstrate a proof of principle that magnetic nanomarker detection and imaging with SQUID-based gradiometers can lead to a creation of revolutionary new cancer diagnostic methods at a very early disease stage. We will 1) demonstrate interleaved ULF MRI and SPMR measurements using a single device; 2) reach 2x2x4 mm3 ULF MRI system spatial resolution; 3) reach SPMR detection limit of below 10,000 cells; 4) design and build a multichannel system capable of doing measurements in unshielded environment; 5) develop desired optimized superparamagnetic nano-markers; and 6) experimentally demonstrate performance of the method using phantoms and mice.

Publications


Introduction
Measuring neutrino mass is an extremely challenging major science goal with intense current interest. Laboratory measurements of the electron energy spectrum from tritium beta decay set an upper bound for the electron antineutrino mass of $\approx 2.2$ eV (95% CL), which is only about four parts-per-million of the electron mass. This conventional measurement method will soon reach its technological zenith in the enormous KATRIN experiment with a mass sensitivity of $\approx 0.2$ eV (by about 2019), but with no hope of significant improvement. Alternative methods are therefore necessary to confirm, refute, refine, or surpass the expected results of this ultimate Goliath of electromagnetic spectrometers. But no known method can do the job today; there are no other sufficiently sensitive, technologically mature methods for laboratory-based, model-independent neutrino mass measurement. Our goal is to develop specific, key science capabilities central and necessary for one of the proposed methods: electron capture spectroscopy (ECS) of the unusual, rare and low decay-energy isotope $^{163}$Ho. To determine the neutrino mass, the ECS method requires rare isotope production, radiochemical purification, encapsulation of the Ho inside ultra high resolution cryogenic microcalorimeters (with $\Delta(E)\approx 1-2$ eV at $E\approx 3$ keV), and spectral analysis near the reaction endpoint. To achieve $0.1$ eV mass sensitivity, a large-scale, highly demanding ECS experiment will need significant method development, sensor arrays with $\sim 10,000$ pixels, array-compatible readout, and years of operation. Though $0.1$ eV mass sensitivity is our long-term ambition, it is well beyond the scope of the present project, and we will limit ourselves to developing key methods necessary for ECS success.

Benefit to National Security Missions
The development of these techniques is directly applicable to basic nuclear physics and nuclear forensics. For basic nuclear physics, the key goal will be to build consensus within DOE Office of Science for this work using the electron capture spectroscopy technique as a route to determining neutrino mass. As the techniques and capabilities improve, we anticipate this effort will be highly competitive for a major initiative for a large scale experiment for neutrino mass measurement. For nuclear forensics, we are already fully engaged with the US government and the international community. The encapsulation of radionuclides directly into our sensors is a potential new technique for these nuclear materials analysis with special advantages.

Progress
The central long-term challenges of the $^{163}$Ho ECS method for neutrino mass measurement are isotope production (nuclear transmutation through purification at scale), high resolution spectroscopy of radioactive decays inside sensors, scaling up to large array-based systems, and complete understanding the nuclear-atomic physics to determine neutrino kinematic mass. There are several common features shared by the worldwide effort to develop the $^{163}$Ho-based electron-capture spectroscopy (ECS) method for determination of neutrino kinematic mass. These include $^{163}$Ho isotope production, subsequent incorporation of $^{163}$Ho into sensors that capture and sum all the decay energy except that of the escaping neutrino, and high-resolution spectroscopy of the summed energy. Scaling up to large array-based systems requires scalable methods and complete understanding of the nuclear-atomic physics to determine the neutrino kinematic mass. Our approach has features that distinguishes it from other efforts pursuing the ECS-based measurement of neutrino mass (ECHO led from U. Hiedelberg and HOLMES led from U. Milan). We are making $^{163}$Ho by proton irradiation of natural Dy instead of neutron irradiation of enriched Er. Our method is expected to have a high $^{163}$Ho production rate using high-current LANL proton accelerator. The proton-based approach has a predicted factor of 104-
107 lower co-production rate of deleterious interfering isotope (166mHo). Recent measurements by colleagues at U. Heidelberg support this prediction. We are using microcalorimeters whose thermometers are transition-edge sensors (TESs). ECHO is using metallic magnetic microcalorimeters (MMCs). TES multiplexing is significantly more developed. We are experimenting with multiple methods of incorporating Ho into sensors.

By leveraging key LANL capabilities we have made important progress in the past year. We have made, purified and concentrated ~24.75 ± 1.32 ng of 163Ho, completely demonstrating an essential and chemically challenging isotope production process. This is a very important result, establishing a pathway based on proton irradiation of natural dysprosium and chemical purification based on high-performance liquid chromatography. We have completed the high-yield microfabrication our first ECS microcalorimeter sensors, with a more robust design for superior embedding of radionuclides. A set of redesigned sensors is under test now to assess performance focusing on improved sensor resolution. All-silicon-body sensors have been tested with a surrogate isotope, 55Fe, demonstrating the most sensitive calorimetric spectrum of this or any electron-capture isotope. These recent experiment show have shown energy resolution of 7.5 eV full-width at half-maximum) FWHM for 55Fe ECS. A second round of proton irradiation underway now using much higher purity Dy target and longer irradiation to improve isotopic purity by factor of >100. In our most recent experiments, we have seen our first confirmation of 163Ho electron capture decay and initial calorimetric measurement of the decay.

Future Work
We plan to produce high specific activity 163Ho utilizing the IPF at LANSCE. The Ho will be chemically recovered from the target material matrix, leveraging the extensive team expertise at the TA-48 hot cell facility. Purified Ho product will subsequently be converted into aqueous samples suitable for incorporation into microcalorimeters. Detector design, fabrication and testing will begin with our successful TESs, but with intent to optimize for the encapsulation of radioactive materials into very low heat capacity structures. For detector development in year 1, objectives will be demonstrate that we can achieve high resolution spectra and develop the chemical purification process under cold (nonradioactive) conditions. This will allow us to confidently execute a single proton irradiation and a single round of hot cell chemistry in year two.

Having accomplished these objectives, we will work on improving the isotopic purity of the 163Ho, which will be based on improved elemental purity of target (isotropically natural dysprosium). A primary aim of research during year three will be the continued development of techniques for incorporation of Ho into microcalorimeter absorbers. This is currently the most critical technical challenge. The issues of isotopic purity (residual 165Ho), incorporation of Ho into absorbers, and sensor performance are linked. This linkage was not fully appreciated at the start of this project. We anticipate these issues will be dealt with through a new round of cyclogron-based irradiation (already completed) on higher elemental purity target materials and chemical reduction (to metallic oxidation state) of Ho as part of the absorber fabrication process. Research is active on two general avenues to address oxidation state of the Ho inside microcalorimeter absorbers.

Conclusion
We have three specific project goals. Make 163Ho at high rate with high isotopic and chemical purity. Encapsulate radionuclides, measure ECS with delta(E)~1-2 eV, at target rate 1000 cps. Use high resolution ECS to measure 163Ho decay energy (Q). An important feature of each of these goals is method scalability, which is what makes sub-eV mass sensitivity possible. A definitive measurement of Q directly addresses ultimate scale required. Combining these results creates an integrated 163Ho ECS capability directly usable with any thermal-type cryogenic detector, independent of thermometer choice, readout method, or multiplexing scheme.
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Introduction
This project seeks to dramatically improve the speed of infrared spectral imaging. Spectral imaging offers powerful capabilities for detecting and quantifying specific chemicals and materials, with applications from medical imaging to proliferation detection. But traditional hyperspectral imaging (HSI) is intrinsically slow, typically involving “push-broom scanning” a line imager to build up a 2D image, a process that takes several seconds. It also generates huge data sets and requires computationally intensive post-processing to generate a useful final result. These issues limit HSI’s usefulness for fast phenomena, broad-area searches, and wherever bandwidth and data volume are major concerns (e.g. UAVs, satellites). The overarching goal here is to produce a high-specificity spectral imaging capability having drastically (100x or more) reduced acquisition time and data volume, and no need for post-processing.

Over the past two years we have developed a revolutionary new spectral imaging technology based on programmable micro-mirror arrays (MMAs), in which spectral processing takes place directly in the optical hardware. Now proven with working prototypes in the Visible/Near-IR spectral region, it implements background-suppressing matched-filter processing to pull out faint spectral signatures from complex backgrounds, and displays the already-processed results as real-time video-rate imagery. These prototypes, however, have thus far relied on commercial MMAs optimized for high-definition display applications, not spectroscopy. These MMAs are plagued by diffraction effects arising from the small size and tilted configurations of their micro-mirrors. This project seeks to dramatically improve the performance and extend the range of applications of our invention by developing much simpler but spectroscopy-specific 1D “meso-mirror” arrays with two goals in mind: (1) To eliminate, at all wavelengths, the high-loss grating-like diffraction caused by the COTS MMAs’ always-tilted micro-mirrors, and (2) to extend the spectral range to the application-rich long-wave infrared (LWIR, 8-12 micron) “chemical fingerprint” region.

Benefit to National Security Missions
A fast, low data volume, immediate-answer long-wave infrared spectral imaging capability is of interest to DOE Proliferation Detection, space applications, the intelligence community and DoD. Traditional spectral imaging’s ability to address mission-relevant problems, particularly the detection, identification, and quantification of telltale gases and solids, has been convincingly demonstrated, but its long-standing problems of large data volumes, slow acquisition rates, and slow processing turn-around continue to limit its use in real-world situations. Our new technology addresses these limitations, and its improvements in acquisition speed and data volume, and its near-instantaneous processing turn-around, will enable long-sought capabilities for real-time monitoring of rapidly-changing targets and efficient broad-area searches for hidden targets. Potential targets range from proliferation telltales, to military targets including chemical weapons, to natural gas leaks, to minerals and gases on other planets.

Progress
Progress has occurred along two tracks. First, we have designed and are in the process of assembling and testing a macro mirror array featuring 20 mirrors in a “piano key” arrangement. These mirrors will be used to test the operating principles in the Long-Wave InfraRed (LWIR) and provide proof of principle demonstrations using a LANL-owned LWIR camera. Second, we have designed and fabricated a number of candidate MEMS micro-mirrors for testing and evaluation purposes using the Memscap, Inc. PolyMUMPs process. These are individual mirrors which will be tested and evaluated for suitability in an full-up micro mirror array sized appropriately for LWIR operation. We have also identified a potential commercial partner for producing “piano-key” style MEMS
micro mirror devices that will meet our needs. These commercially available products are very close to what we might want, and we are looking to leverage our in-house expertise to adapt their process to better suit our application.

**Future Work**

Fabrication of LWIR mirror arrays will proceed on two parallel tracks. First, for proof-of-principle purposes and as a surefire backup, we will build macroscopic versions, with ten to twenty mirrors 2-5 mm wide and about an inch long, driven by conventional electro-mechanical actuators. The primary focus, however, will be on fabricating true MEMS devices, with the individual “piano key” mirrors on the order of 100-500µm wide and a few mm long. Initial designs are preceding on both tracks, and we have test devices in hand for development. The macroscopic mirrors are in the final stages of construction and will be ready for table top testing in early FY15. Optical designs for LWIR optics will begin and we plan on utilizing a LANL-owned LWIR camera for prototyping. On the MEMS track, individual micro mirrors have been fabricated for evaluation using a wafer sharing process available from Memscap Corp., known as PolyMUMPs. Based on the results of the individual mirrors, micro-mirror arrays will be designed and submitted for fabrication. We will also be in contact with a vendor of commercial MEMS micro-mirror arrays to determine the potential for sharing wafers during their process, as they appear to be better suited for our needs. Approximate schedule of milestones: Early FY15: 2nd iteration of PolyMUMPs MEMS array tested; mid-FY15: LWIR optical system operational; end-FY-15: spectral selection w/ macro array achieved.

**Conclusion**

The goal of this work is to produce a high-specificity spectral imaging capability in the long-wave infrared, capable of real-time gas and solid target identification, having drastically (100x or more) reduced acquisition time and data volume compared to traditional hyperspectral imaging, and no need for post-processing. This will be accomplished by means of infrared-optimized micro-mirror arrays that serve as rapidly programmable spectral selectors that perform spectral processing directly in the optical hardware.
Time Resolved Phonon Spectroscopy for Cryogenic Bolometer Readout

Steven R. Elliott
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Introduction
As the focus of experimental research moves to rare events beyond the scope of the standard model, it has become increasingly apparent that new technologies with improved background discrimination and reconstruction capabilities are needed to advance the field. Here we outline the first steps of an aggressive push into detector development that seeks to fill the gap that has left particle instrumentation largely divorced from advances in materials science and chemistry. Though bolometers have been successfully operated as sensitive thermometers, the physical phenomena underlying their effectiveness is heat propagation via phonon interactions within the bulk of the absorbing crystal. The details of phonon propagation have not been exploited in bolometric techniques. This proposal details the prerequisites for a program in phonon spectroscopy in radiation detectors with a fast readout device. Demonstrating our ability to measure these underlying processes will open the doors to a precision era in low-energy nuclear physics. In particular, as DOE-NP determines the best approach for a large-scale, double-beta decay experiment, the development of this technology will increase the LANL portfolio of capabilities applicable to that program.

Benefit to National Security Missions
A high resolution calorimeter with good discriminating ability and high throughput has applications that extend beyond a fundamental physics program. By constructing a well counter from high purity macro-bolometers with phonon readout one could perform non-destructive assay of materials extending beyond gamma spectroscopy. At present, a comprehensive assay of a material requires choosing between time consuming counting with a variety of techniques ranging from high purity germanium detectors and barrier silicon detectors which force a compromise between either small active area/long count times or high background; or destructive methods such as mass spectroscopy, neutron activation analysis or more comprehensive radio-chemical techniques. Developing the capability to monitor materials for all decay products in a single setup will streamline procedures for researchers working in environmental science and the non-proliferation/treaty verification fields. Perhaps the greatest relevance to non-proliferation programs will lie in the separation of alpha peaks without resort to destructive assay. The detectors might also have higher efficiency but maintain the excellent low-energy x-ray resolution of smaller bolometers.

Progress
Because the focusing effect produces different heat pulse patterns and timing signatures in different materials, detailed simulations are needed to determine optimal sensor placement on crystal surfaces. Many simulation frameworks for particle physics are used, but all focus on scintillation and ionization based detectors. In order to model our detector performance we needed to produce custom routines that would model energy transport in the crystal in the form of phonons, with particular emphasis on the details of their dynamics. Initial efforts have focused on building a software framework to support this simulation campaign. We have made significant progress in reproducing focusing patterns from classic experiments on Germanium using this framework, and are currently gathering data to carry this to other materials, including our favorite, TeO2. With this new capability, we are in a position to optimize our experimental program and minimize turnaround from measurement to measurement.

The proposed measurement campaign is ambitious and requires us to make a number of innovations as prerequisites. First, we will be pushing the limits of timing resolution in thermal sensor readout using superconducting electronics, and second, we are exploring new territory in fixing transition edge sensors directly to the bulk of materials other than Silicon. In parallel with the simula-
tion efforts, we have been gathering the expertise and developing the collaborations necessary for us to proceed.

Since we plan to test a number of materials with different properties, we need to select a versatile class of heat sensors that are tunable in a wide parameter space. Because we expect the optimal temperature and bias to vary the most from material to material, we have identified AlMn transition edge sensors (TES) as the best choice for our work, and have established a relationship with the developers of this technology at NIST Boulder.

The electronics needed for our studies must interface well with our sensors and greatly influence stray inductance and bandwidth requirements for meeting our timing and energy resolution goals. After consultations with colleagues here at LANL and NIST Boulder, we made contact with an electronics manufacturer (Magnicon) with a product capable of meeting our requirements. These have been ordered and should be arriving in early fall 2014.

Many of the materials we would like to study as detectors require special preparation to avoid impurities, which will affect performance. Some materials, such as TeO2, enriched with the isotope 130Te, can only be obtained from a single producer, and must be procured with care. We have been fortunate enough to develop relationships with collaborators, ex Frank Avignone of USC and Claudia Rusconi of the University of Insubria, who have agreed to get these materials for us. In anticipation of the full TeO2 crystals, we have obtained some sample wafers, which we have used to investigate surface preparation.

In order to couple the TESs directly to the crystal bulk, the surfaces must be prepared to minimize the separation of the highest peaks and lowest valleys to distances on the order of several nanometers. For semiconductor industry materials such as Germanium and Silicon, this is old-hat and not difficult to achieve. For materials such as TeO3 however, which do not see regular applications with these standards, some work was required. We contracted a domestic firm Valley Design Corp. to experiment for us, and they were able, with some trial and error, to obtain surfaces that exceed our requirements.

**Future Work**

The work is planned to take place over three years. During year 1, we plan to complete simulations of the phonon propagation and planning for the major purchases of an initial crystal, transition edge sensors and electronics. Toward the end of the first year and into year 2, we will assemble and begin cryogenic operations.

In year two of our ER, funds will be allocated between an initial measurement campaign and continued development and validation of the simulation framework. Once the dilution unit is in a working capacity and we can reliably cool to working temperature, Johnny Goett and Mark Croce will begin the process of commissioning the electronics that were spec’d out and purchased in year one. Concurrently, Gerd Kunde will liaison with collaborators at NIST to fabricate transition edge sensors and mount them on the surface of Ge and TeO2 sample crystals. With these two efforts in parallel we should be on track to have functional bolometers mid-year to provide data for the purposes of demonstrating the focusing phenomenon and validating the simulation code. Towards the end of the year, we expect to have gained enough knowledge to prepare multi-sensor TeO2 crystals to begin assessing the use of the focusing phenomenon as a background rejection technique for low threshold searches.

**Conclusion**

During the three-year span of this proposed effort, we plan to determine the effectiveness of using multiple sensor readout of a bolometer for energy deposit localization and assess its utility for background reduction.
Measuring Winds in the Stratosphere using Passive Acoustic Sensors

Stephen J. Arrowsmith
20140237ER

Introduction
The fundamental goal of this project is to test the hypothesis that measurements of low-frequency sound from ocean surface wave collisions (microbaroms) recorded by ground sensors at distances of several thousands of kilometers can be used to accurately measure winds in the stratosphere. In a pilot study we have already demonstrated that our methodology can estimate winds in the stratosphere using discrete sources. Following these results we have identified a fundamental opportunity: to apply this inversion methodology to the continuous and ubiquitous acoustic background noise would allow us to measure the evolution of stratospheric winds everywhere without the need of an active source. Three fundamental aspects are required to migrate from a discrete to a continuous source for the inversion: (1) infrasound noise from microbaroms is smaller in amplitude and peaks at lower frequencies than signals from discrete explosive sources; we need to refine our data analysis, (2) we need to validate our inversion results using an independent technique, and (3) we currently have no way to formally quantify uncertainty in our measurements. This project will develop and validate a stochastic method based on inverting low frequency acoustic signals from microbaroms, recorded on ground sensors, to continuously track wind in the stratosphere. We will validate our technique by co-locating a specially-designed infrasound network with a LIDAR system capable of reliably recovering wind and temperature from the stratosphere and mesosphere, which is located in Northern Norway.

Benefit to National Security Missions
The anticipated result from this project is a method, and validation, for measuring winds in the stratosphere using low frequency sound from ocean storms. If successful, we could measure the winds in the stratosphere anywhere over land at low cost with implications for a number of existing programs at LANL. The joint DOE/NSF Community Earth System Model (CESM) is one of three US IPCC-class climate models in which LANL personnel in T-3 and CCS-2 currently play an active research role. The CESM model includes a whole atmosphere configuration that goes up to the thermosphere. Of particular interest for the stratosphere dynamics are effects on the ozone layer, which plays a key role in radiative interactions as well as gravity wave drag (a sub-grid scale phenomena that plays an important role in atmospheric dynamics). Furthermore, the opportunity of direct wind measurements in the tropics may be particularly important, where the thermal wind equation is known to work poorly. Our results also have implications for the NASA program and warfighter support and have potential implication for improving GPS accuracy through improved correction for stratospheric effects. Improved specification of atmospheric winds also has an important implication for Global Security: since knowledge of stratospheric winds affects the propagation of infrasound signals our results can improve infrasonic location and yield estimation of nuclear tests and improve the prediction of dispersion of radioactive aerosols, which can reach the stratosphere.

Progress
We have made significant progress in the last nine months since this project began. These are summarized below.

Three infrasound arrays were deployed in central New Mexico between December 2013 and April 2014. The arrays were deployed in a line to include an array operated at Sandia and the network of arrays was designed to enable us to explore the optimum inter-array distance for measuring the correlation of ocean-generated infrasound.

We performed extensive analysis of the data retrieved from the New Mexico deployment. Our analysis is...
ongoing but has found that there are periods of strong microbarom (ocean infrasound) signals at all arrays, that we can observe correlations up to at least \(~35\) km, and that we observe highly-correlated wind farm signals at at least three arrays. Our findings suggest that wind farms may also be utilized to probe the atmosphere and we are currently writing a short article on the preliminary findings from this experiment.

To supplement the data analysis performed using New Mexico arrays, we are beginning to analyze microbarom signals in Southern California, using arrays operated by colleagues at UCSD, and to analyze microbaroms in Norway in preparation for our proposed field deployment there next winter. Understanding the global variability of microbarom signals and the spatial-temporal variability in proposed experimental regions is important to the success of this project.

To complement the experimental research we are also modeling the propagation of infrasound over long distances from microbarom sources using both geometric and full-wave methods. This task is providing important synthetic data to complement the experimental data as it enables us to explore the effects of array offset on inversion performance and to validate our inverse methodology.

We have begun to explore the mathematical development of improvements to our inversion methodology (developed under an early-career LDRD project) to enable us to use a Bayesian formulation. This refined approach will enable more detailed estimation of the uncertainty in our upper-atmosphere wind measurements.

**Future Work**

In Year 2 of this project we will complete the analysis of existing experimental data from New Mexico deployments and data from existing arrays in Southern California and Norway. We anticipate an additional small sensor collect to optimize our design based on these analyses in October, November 2014.

We also plan to complete a modeling study of the propagation of infrasound over long distances from microbarom sources, using both geometric and full-wave methods, that was begun in Year 1.

The major effort in Year 2 will be the preparation and deployment of an extensive network of infrasound arrays, with associated data analysis and application of our inversion methods, currently planned for deployment in Norway during the wintertime. We have begun preparing for this work and plan to collaborate with Gerd Baumgarten (IAP), Steven Gibbons (NORSAR) and Roger Waxler (University of Mississippi) as discussed in the proposal.

Further developments on the inversion methodology developed under this effort will continue to be made as data are analyzed and processed.

It is anticipated that two peer-reviewed journal articles will be submitted on this work during Year 2.

**Conclusion**

The main expected result is a validated and operational ground-based technique that is capable of providing measurements of wind in the stratosphere from measurements of the continuous and ubiquitous acoustic background noise. This technique can be exported anywhere on Earth and does not require a known source, enabling us to track the wind continuously. We envisage this research to provide material for several peer-reviewed publications. As our main research result will be truly innovative and transformational, we expect our research to be suitable for a high-profile broad-audience journal, i.e., Nature or Science.
Introduction
Airborne and space-based infrared (IR) imaging is a critical technology that delivers essential information to important fields as diverse as agriculture, climatology, and treaty verification. InSb or HgCdTe are common IR sensor materials for the mid- (3-5 µm) or long-wave (8-12 µm) atmospheric windows. These detectors have to be cooled to cryogenic temperatures (near 77 K) to sufficiently reduce thermal noise. Currently, the only available options for cooling are mechanical (Stirling, pulse tube, reverse Brayton), thermo-electric (TEC), or liquid cryogens. Practical TECs only cool to 175 K, and liquid cryogens are unsuited for long-duration and space missions, making mechanical coolers the current technology of choice. Despite significant progress in damping compressor vibrations, mechanical coolers impart microphonic noise to the detector by exciting lightly damped resonant modes in the sensor assembly being cooled. This causes the image to blur. Microphonics is the major factor limiting image resolution. In fact, the mechanical cooler is turned off during image acquisition in some satellite IR imaging systems, which is a highly undesired mode of operation because it carries significant risk of system failure during repowering. Microphonics also substantially limits the energy resolution of cooled high-purity germanium (HPGe) radiation detectors. Laser refrigeration of solids is the only cryogenic cooling technology that is inherently vibration free because it is based on the all-optical process of anti-Stokes fluorescence. Our goal is to design, build, and test – for the first time – an infrared detector that is cooled to 80 K by a vibration-free laser refrigerator. If successful, this would represent a critical engineering milestone and open the door for application of this technology to a wide range of mission-relevant problems.

Benefit to National Security Missions
Laser refrigeration of an infrared detector to 80 K would constitute a major breakthrough in cryogenics. It will have far-reaching implications for remote sensing in a wide range of mission-critical applications. By eliminating vibrations, infrared systems will be able to achieve their full image and spectral resolution. This will significantly enhance the information quality in hyperspectral, astronomical, and planetary missions. Furthermore, removing vibrations in the infrared camera payload will make it more likely for infrared technologies to be selected to share a satellite and will thus advance the overall capabilities of remote sensing platforms. These benefits are of immediate interest to a range of mission-critical programs in proliferation detection (DOE NA-22), space situational awareness, reconnaissance applications (DoD, IC), and earth, planetary, and astronomy missions (NASA). LANL Program Managers for DOE Proliferation Detection Programs, Emerging Threats, and NASA Programs are aware of our efforts and will be involved as the technology matures and reaches a level for involvement of customers.

Progress
The lowest temperatures and/or the heat lifts that can be achieved with a solid-state laser refrigerator are currently limited by the chemical purity of the laser-cooling crystal. Previous studies suggest that transition-metal impurities such as Fe, Co, Cu, Ni, V, Cr, etc. are primarily responsible for the undesired internal heating that limits the performance. Therefore, the focus of the first 8 months of the project has been on developing the process for purifying the precursor chemicals (YF₃, LiF, YbF₃) that are used for the subsequent growth of a YLiF₄:Yb laser-cooling crystal. We have completed a first purification series for each of the three precursors using a chelate-assisted solvent extraction process that was carried out in the tightly controlled environment of a Class 100 clean room. It involved dissolving the respective commercial high-purity metal carbonate, ultra-filtration of the solution, addition of a chelating agent that preferentially binds to transition-metal im-
purities, and extraction of the respective impurity-chelate complexes from the aqueous into an organic phase. The process was repeated five times followed by the final precipitation of the respective metal fluoride. Two types of chelating agents were tested. The impurity concentrations were then measured at each step along the process using inductively-coupled plasma mass spectrometry (ICP-MS). We found that the levels of the most problematic impurities (Fe, Co, Cu) could indeed be reduced to below 1 part-per-million for the yttrium and lithium precursor using an ammonium-pyrrolidine-dithiocarbamate (APDC) chelate, while the purification of the ytterbium precursor was less effective. In parallel, we have made rapid progress in developing an alternative purification technique that is potentially much simpler and more scalable than the labor-intensive chelate-assisted solvent extraction process. It involves reducing transition-metal impurities in aqueous solutions by electrochemically plating them onto a glassy carbon electrode. First ICP-MS results from this electrochemical purification method are expected by the end of June. This will be followed by purification of sufficiently large amounts of YF3 (160 g), LiF (40 g), and YbF3 (30 g) precursors that will be used for the subsequent Czochralski growth of a YLiF4:Yb laser-cooling crystal by the commercial vendor AC Materials in July/August. In parallel, we are preparing a set of precursors that have not undergone the purification process and that will be grown into a YLiF4:Yb reference crystal. This will allow us to quantitatively assess the effect of precursor purification on the laser-cooling performance. Our collaborators at the University of New Mexico will test both crystals by the end of this FY to meet our Year 1 milestone.

During this reporting period we have also made substantial progress in developing a comprehensive engineering model for an optical refrigerator device. The model includes the properties of the laser-cooling crystal, the optical parameters of the cavity, and the geometry and thermal properties of all components. The model then predicts the laser-cooling power of the crystal as well as the various heat loads from the surroundings, and it allows calculation of the heat lift that is available to cool a payload. This model is a first step towards designing a laser-cooled detector device in Year 2 of the project.

We have also presented our results at conferences and in the literature. This included invited oral presentations by the Principal Investigator (PI) at the Laser Refrigeration of Solids conference at SPIE Photonics West as well as the Emerging Cryogenic Coolers session at the SPIE Defense Sciences Symposium (DSS). Both presentations were accompanied by papers in the SPIE Proceedings. The DSS presentation was a particularly successful as the conference organizers have decided to initiate a new session dedicated to laser cooling in upcoming DSS meetings, which will be a prime venue to interface with potential customers of this new technology. The PI has also written an invited 85-page chapter entitled Solid-State Optical Refrigeration for the prestigious Handbook on the Physics and Chemistry of Rare Earths (Vol 45, Ch 265, in press). Another paper co-authored by the PI has been published in the IEEE Photonics Society News. Our work has also attracted substantial interest by the National Reconnaissance Office (NRO) during their multiple visits to LANL this fiscal year. NRO may be an early customer of the technology that is being developed in this project.

Future Work

The work in Year 2 of the project (FY15) will focus on designing, constructing, and testing a laser-cooling device that utilizes a high-purity YLiF4:Yb laser-cooling crystal produced in Year 1. Some material development, potentially including another crystal-growth run, will take place in parallel during the first half of FY15.

The main tasks will include (1) completion of the device model, (2) selection of an IR detector chip (payload to be cooled), (3) mechanical, optical, and thermal design of the laser-cooling module, and (4) fabrication and testing of the integrated laser-cooling module. The goal is to cool the semiconductor payload (IR detector) to 80 K with a heat lift of 5-10 mW. The lowest temperature and the available heat lift can be traded off against each other, and the best operating point for the chosen detector chip will be found based on the model and experimentation.

We will present the results at conferences and in the peer-reviewed literature. We will also continue and strengthen our interactions with potential customers in order to ensure continuation of the development and to explore commercialization opportunities.

Conclusion

We expect to fabricate a high purity ytterbium-doped yttrium lithium fluoride (YLF:Yb) crystal to enable laser cooling of a commercial infrared sensor chip to 80 K with a cooling power of 5-10 mW. The level of purity will be assessed by measuring the crystal’s absorption coefficient, with the goal of reaching a value of 2E-05 cm⁻¹ below. The crystal will be integrated into a custom-built cryogenic IR detector prototype. The project deliverables are (1) a laser-cooled infrared detector prototype and (2) quantitative assessments of the YLF:Yb crystal performance, the minimum detector temperature, and the IR detector thermal noise.
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Introduction
The goal of this project is to create the de Broglie wave analog of an integrated optical circuit, a device that might be called a matter wave circuit. In this technology, coherent atomic matter waves from an integrated source are guided and manipulated in confining potentials in much the same way that laser light propagation is controlled in a wave-guide photonic circuit. The push to develop matter wave circuits is motivated by several important differences between matter waves and light waves: atomic velocities can be controlled over a wide range; atoms can be brought to rest and trapped; atoms feel gravity and electromagnetic fields; atoms can interact strongly with each other; and atoms can be imaged with high efficiency. These characteristics enable matter wave circuit applications to sensing (particularly interferometry) as well as to quantum information processing, quantum atom optics, and emulation of transport problems in condensed matter systems. This promise motivates our proposal to realize the first matter wave circuit. We will confine de Broglie waves from a Bose-Einstein condensate (BEC) in waveguides and manipulate them with optical elements, all created using LANL's unique “Painted Potential” capability. This technique creates arbitrary and dynamic time-averaged optical dipole potentials compatible with the very low energy of a BEC.

Benefit to National Security Missions
Atoms lie at the heart of some of the best technologies for measuring time, detecting rotations, and processing information on quantum computers. The atom optical technology developed in this project supports Laboratory missions in Sensing, because the atom circuit technology is relevant to rotation sensing, and in Information Science and Technology, because matter wave technology in general is relevant to quantum information processing. These applications in sensing and quantum information processing are of interest to external sponsors in the intelligence and defense communities.

Progress
In the first year of the project we demonstrated all of the key elements of a matter wave circuit by using our Painted Potential technology to create patterns of overlapping laser beams that realize waveguides which can confine atoms moving inside them. First, we created an analogy of the tunable laser source in an optical circuit by launching a Bose-Einstein condensate (BEC) into a waveguide circuit. The BEC was initially created in a short section of straight waveguide. By altering the intensity of the laser creating the waveguide trap as it scanned back and forth, we caused the bottom of the trap to slope downwards. The BEC accelerated down this slope until it reached a desired velocity, launching the matter waves into the circuit, analogous to the launching of light from a laser into an optical fiber. Second, we propagated the matter waves around a waveguide containing a 90 degree bend, the first time this has ever been accomplished. Here the main issue is to avoid coupling energy into higher transverse modes as the potential curves. By measuring the increase in the width of the BEC as it passed around the bend we were able to determine that the occupation of the ground state in the guide was about 92%, meaning that we demonstrated almost single mode propagation around a bend. We then combined four 90 degree bends to realize a square closed waveguide with curved bends and launched the BEC around it so it made a complete circuit.

Third, we sent the BEC through a Y-junction, demonstrating that it could be split into two parts. By altering the intensity ratios in the two arms we could control the BEC fraction sent down each arm. By switching the intensity ratio as the BEC propagated through the junction we created a switch, sending the front of the BEC down one arm and the back of the BEC down the other. After the BEC had been split, we turned off the trapping potentials, which allowed the two parts of the BEC to expand, overlap, and form matter wave interference fringes.
From the position of the central fringe we were able to
determine that the splitting was phase coherent. The
fluctuations in the relative phase had a standard deviation
of about 30 degrees. This experiment was the first demon-
stration of any kind of division of a guided BEC

**Future Work**
In the first year of the project we have demonstrated
the launching of Bose-Einstein condensates (BECs) into
straight, curved, and closed loop waveguides. We have
also demonstrated phase coherent splitting of the guided
BEC. One task for the second year will be to improve the
performance of these circuit elements. We will investi-
gate both theoretically and experimentally non-circular
bends as a strategy for reducing transverse excitations of
BECs negotiating bends. We will also seek to understand
the source of the observed phase fluctuations between
the two arms of the Y-junction and then look for ways to
reduce them.

Next we plan to develop mirrors for matter waves. One
can use a simple potential barrier with appropriate height
to reflect (or transmit) matter waves. However this form
of mirror/beamsplitter is not very useful because its
reflectance and transmittance vary rapidly with de Broglie
wave-length. The solution to this problem is well-known
from traditional optics: replace the single potential barrier
by a periodic array of weaker potentials. This is the basic
principle of multi-layer optical coatings and of distributed
Bragg reflectors. We plan to realize this type of mirror by
including a modulation on the painted waveguide poten-
tial. We can tune the wavelength of the matter wave to
map out the reflection/transmission properties of such a
device using the usual atom imaging diagnostics. An obvi-
ous next step is combining two such reflectors on the same
guide to realize a matter wave cavity.

**Conclusion**
The overall goal is to demonstrate for the first time analogs
of optical fibers and integrated laser sources with cold at-
oms. Specific technical goals include: (1) launching coher-
ent matter waves into a single mode of a non-trivial wave-
guide geometry at controllable speed, (2) demonstrating
the matter wave analog of a distributed Bragg reflector,
and using two such optics to create a matter wave resonan-
tor, (3) demonstrating a “Y” beamsplitter by adiabatically
deforming a single waveguide into two guides. Success
will deliver new levels of control over atoms to important
applications in sensing and information processing.

**Publications**
Campo, A. del, M. G. Boshier, and A. Saxena. Bent wave-
guides for matter-waves: supersymmetric potentials
and reflectionless geometries. 2014. Scientific Reports.
4: 5274.

Ryu, C., and M. G. Boshier. Integrated matter wave circuits.
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Introduction
The crux of this research is the development of low-frequency Dynamic Nuclear Polarization Enhanced Nuclear Magnetic Resonance spectroscopy (DNP-NMR, imagine a MRI instrument for chemistry studies with 1000 times increase in signal to noise). DNP-NMR spectroscopy will be a tool for detection of 235U and 239Pu chemical shift signatures, monitoring the origin, fate and transport of these contaminants, and the bioavailability of such species in the environments. Much of this project will focus on 239Pu but work will be easily extended to the more challenging 235U in relation to using NMR as the most steadfast method for differentiating and quantifying molecular species.

This proposed research project will demonstrate that we can increase the sensitivity without increasing the sample size or experiment time and get the equivalent sensitivity to a commercial multi-million dollar instrument for a fraction of the cost. We will accomplish this by using DNP-NMR. At LANL we have demonstrated use of DNP at very low magnetic fields (10 mT) without cooling the samples to liquid helium temperatures via the Overhauser effect. In this approach, electrons spin transfer to nuclei is enhanced by microwave irradiation. Using this method we achieved ~ 100-fold polarization enhancement, followed by NMR signal readout at very low frequencies. A published system also based on relatively low magnetic field and without cooling the samples to liquid helium temperatures has been demonstrated for the relatively easy 1H isotope for roughly $100,000. However this system cannot measure low frequency nuclei such as 235U and 239Pu. With this low-cost instrument, the research group is achieving 1H enhancements of greater than ~ 100, as well. Combining the DNP with our demonstrated expertise at ultra-low field we anticipate for 235U and 239Pu the signal improvement will be >1000-fold compared to routine NMR techniques.

Benefit to National Security Missions
Plutonium has one of the most complex chemistries of any element. The shear diversity and unique chemical properties that Pu exhibits are ideally suited for Nuclear Magnetic Resonance (NMR) and for this reason this project aims to develop a new chemical signature, the 239Pu NMR chemical shift. Chemical shift is the change in NMR signal frequency from a known standard set at 0 ppm arising from local magnetic fields produced by the electron distribution. In effect it is a direct measure of the bonding environment around specific nuclei and gives rise to the sensitivity of NMR chemical shift spectroscopy to chemical species. Analytical methods such as elemental analysis or detection of fission products (neutron, gamma, or beta) do not reveal the chemical species or its origin. Complex samples with multiple species cannot be analyzed using traditional methods such as Extended X-ray Absorption Fine Structure analysis, as they will inevitably have overlapping results that require precise use of model compounds and accurate computational methods for deconvolution. NMR presents us with the most accurate and quantitative method where differences in species will result in distinct chemical shifts. But due to the complexity of 239Pu NMR and plutonium chemistry, the NMR signature of 239Pu was only published in May of last year. This same basic technique can be expanded to include additional chemical, nuclear, and environmental threats that have chemical signatures and NMR active elements including 13C, 15N, 19F, and 31P and numerous heavy metals.

Progress
- Assembled a low field nuclear magnetic resonance spectrometer (NMR) as a demonstration, proof of principle, and feasibility study. This low field instrument is currently operating and measuring the magnetic resonance signal for 1H from water. Dynamic nuclear polarization (DNP) capability is about to be installed at which point we will shift gears and begin
nuclear polarization from the free radical TEMPO. Upon demonstration of the 1H capabilities, the instrument will be tuned to lower frequencies to analyze environmentally important isotopes such as 19F, 31P, 35Cl, and 14N.

• Recognizing the need for a higher field instrument than our low field spectrometer that is currently running, the team has acquired a NMR spectrometer from B Division and the property has been transferred. This acquisition has saved the team some capital expense and given us access to commercial instrumentation and software that is currently supported.

• The need exists for standard samples with which to test and benchmark our DNP-NMR. Our project is geared towards analyzing low frequency isotopes such as 239Pu and 235U. Within this range, we have found 89Y to be a suitable surrogate and high field NMR (9.4 T) measurements have been conducted to support this project.

• As mentioned, 239Pu is the ultimate chemical signature for which the team is aiming. But as proof of principle, the team is joining with the Seaborg Institute in using standard 239Pu solutions in high field NMR experiments as validation of future DNP-NMR chemical shift signatures. As the final spin 1/2 isotope on the periodic table for which a NMR signal has been measured, this task has been very challenging and still ongoing. Challenges have been with the limited work available for plutonium under the current work pause and instrument issues associated with low frequencies.

• The project is also being solicited to other funding opportunities for postdoctoral support to build a larger team with varying expertise to be successful.

Visiting Task 1: Build platform for detecting Nuclear Magnet Resonance (NMR) signature of chemical species (non-radioactive surrogates) with similar properties to 239Pu. These can include 41K, 75As, 107Ag, 197Au and 207Pb, decisions will be made based on NMR frequency and solubility. This system would leverage extensively from existing hardware (magnets, coils, Apollo console, etc.) and could be used to baseline sensitivity of the approach. Design and construction months: 1-6; testing and validation months: 6-12.

Focusing on 1H for demonstration, we are on schedule at month 8 with system testing currently underway.

Visiting Task 2. Test and optimize NMR instrument for 239Pu using known PuO2 sample. Validate and extend results with conventional high-field NMR (LANL or PNNL) and new system (i.e. methods for handling short T1; methods for increasing temperature from 4K to room temperature). The advantage of this approach is significant reduction in magnet cost, complexity, and expense. Further, the compatibility with microfluidics means sample preparation and delivery can be done “on board” and without significant handling and sample minimization. High field NMR validation months: 1-6; Signature extension/ measurements in new system Months: 12-24.

There has been a bit of delay with the availability of a 239Pu sample and high field validation studies began at month 6. Due to budget restraints, microfluidic demonstration will probably be dropped from the project as other groups at the Laboratory have interest and funding for that addition.

Future Work
In the first year we will have completed our first task, construction of our platform for detecting Nuclear Magnet Resonance (NMR) signature of chemical species (non-radioactive surrogates) with similar properties to 239Pu. We are on track for this.

In the second year of the project we will focus on Tasks 2 and 3 defined in the proposal. Task 3 will extend into the third year of the project.

Task 2: Test and optimize our NMR instrument for 239Pu using a known PuO2 sample. We will validate and extend results with conventional high-field NMR (available at LANL or PNNL) and our new system (i.e. methods for handling short T1; methods for increasing temperature from 4K to room temperature). The advantage of this approach is significant reduction in magnet cost, complexity, and expense. Further, the compatibility with microfluidics means sample preparation and delivery can be done “on board” and without significant handling and sample minimization. High field NMR validation months: 1-6; Signature extension/ measurements in new system Months: 12-24.

Task 3: Develop protocol for dynamic nuclear polarization enhanced NMR (DNP-NMR) for sensitivity increase. This task includes instrument development and identification of free radical species for polarization transfer (i.e. 2,2,6,6-Tetramethylpiperidin-1-yl)oxyl referred to as TEMPO, a water soluble, stable free radical benchmarked in many DNP-NMR studies) Months: 18-30.

Conclusion
The lower bounds of the frequency range for metals might not be reached; however, there are other organic com-
pounds containing 13C, 15N, 19F, and 31P that will be made accessible for DNP-NMR analysis that do not have these complications and have equal if not greater need for detection and forensics for chemical and biological agents. In other words, if we are not successful in analyzing metal speciation, the instrument will already have succeeded in measuring important organic compounds. Additionally, if we meet the challenges above, we will have an R&D 100 candidate, commercialization and licensing possibilities, and a portable instrument.
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Introduction

The threat posed by the proliferation of illicit Special Nuclear Materials (SNM) is especially grave as they carry the potential for disaster in dangerously small packages. Hidden SNM can be found and identified by detection of the characteristic gamma radiation it emits, but this type of screening becomes quite complicated in real scenarios. Detectors at high-traffic border crossings, for example, must be able to distinguish SNM from a range of benign gamma-ray sources that are a part of ordinary commerce by determining the energy of gamma-rays with high precision, while sampling a large area at a very high rate of throughput. Unfortunately, current technologies cannot meet this need. We propose to develop a new class of solid-state gamma-ray detectors based on cheap, solution-synthesized semiconductor nanocrystals that will offer a new standard in combined performance, low-cost and adaptability.

In this project, we will fabricate gamma-sensitive diodes based on semiconductor nanocrystals synthesized by low-cost, scalable chemical methods. Although these nanometer-sized bits of semiconductor materials exhibit extremely useful size-tunable electronic and optical properties, for most of their history nanocrystals had been considered ill-suited to applications in electronic devices (like diodes) because of the difficulty in achieving high electrical conductivity when they are assembled into thin films. Recent developments have cast that perception aside, and there are now numerous ways to make device-ready conductive films of nanocrystals that exploit their unique properties without sacrificing their advantages in cost and scalability.

We propose to extrapolate this recent progress to an unprecedented degree to enable a new class of gamma-ray detectors. We will then probe their response to high-energy radiation, and optimize both the nanocrystals and the architecture to maximize energy resolution, with the ultimate goal of realizing performance on a par with current, much more expensive and less scalable technologies such as single-crystal gamma scintillators.

Benefit to National Security Missions

The guiding goal we have chosen for this work is to make gamma-radiation detectors that are comparable to gamma scintillators in energy-resolving performance, but much cheaper and easy to scale to portal-relevant detector sizes. The tie to nonproliferation-involved agencies, as well as to any other agencies (Defense or Intelligence) interested in detecting the presence of nuclear materials, is clear. The flexibility of our new detector class would easily make them adaptable to needs in nuclear reactor/facility monitoring, and radioactivity-related environmental remediation efforts. It is quite likely that specific needs of space science (gamma spectroscopy) and satellite surveillance could ultimately be met by the proposed class of detectors. Such sensors could also be of interest to materials scientists for use in various types of radiography, and to the medical field as cheap, superior replacements for current detectors used in x-ray, nuclear, and positron emission tomography (PET) imaging techniques. Finally, because this research will advance the understanding of achieving high conductivity in nanocrystal films, it will also likely have incidental benefits to current efforts in high-efficiency solar cells and solid-state lighting based on nanocrystals.

Progress

Our three-year goal is to create a new class of gamma-ray detectors based on colloidal semiconductor nanocrystals, or quantum dots (QDs). These chemically synthesized materials feature a unique hybrid inorganic-core/organic-shell structure that, for the first ~20 years of their study, was considered to be a serious barrier to their use in electronic devices. The underlying contention of this project is that recent and ongoing advances in the fabrication of highly conductive films based on colloidal QDs (through which carrier mobilities have
increased by over 6 orders of magnitude) have made the concept of a solid-state QD-based gamma-ray detector feasible. However, because the majority of research into conductive QD films has been motivated by solar voltaics (for which film sub-micron film thicknesses are fully adequate for photon collection), there are no known examples of attempts to produce and study films capable of stopping gamma rays (at energies of 100’s of keV, which can require millimeters of material). Because stopping gamma rays is the first necessary step of detecting them, pushing the limits of film thickness is one of the biggest fundamental steps of this project. Accordingly, in our original plan for the first year, our intention was to investigate the amenability of a range of current film preparation techniques (such as sequential dip- or spin-coating, or electrophoretic deposition) to production of films 2-3 orders of magnitude thicker than previously reported.

While such efforts have begun and continue, discussions among researchers with expertise in QDs and gamma-ray detectors, respectively, led to a slightly modified approach that would make better use of the full diversity of the team while still addressing issues of fundamental importance to the operation of QD-based detectors. It was fully realized at the beginning of the project that developing increasingly thick conductive films without engagement of members of the team who were expert in gamma-ray detector design would be a mistake, so before new films were even prepared, the QD researchers provided the detector team typical QD devices made for other purposes, even though they were much too thin for practical use as gamma detectors. These were used to construct a basic apparatus for measuring response to radiation. Indeed, once a method for contacting these devices was determined, it was verified that no measurable response was observed to a low-activity americium source. However, an x-ray tube used as a source of a much higher flux of lower-energy photons did result in a measurable photocurrent. This was an important outcome, as it proved that, as expected, there are no physical barriers to the transduction of high energy photons into conductive carriers that produce a signal. Even so, when discussing these results, and how they informed our next steps, it was quickly realized that a better course of action would be to maintain a focus on studying device response under conditions that will produce single capture events. This would not only allow us to derive a better understanding of the fundamental energy conversion process (i.e. how many electron-hole pairs are created per unit of photon energy, and how long does it take to collect the charges), but would also be much truer to the ultimate application for these devices, which ultimately will need to operate in single-event counting mode. In order to mitigate the problem of the low gamma stopping power of the currently achievable films, we would employ sources of charged particle radiation (e.g. alpha particles, beta particles) instead of gamma sources. Such particles are much less penetrating than gamma rays, but can deposit similar amounts of energy in single capture events, allowing us to probe device operation principles in parallel with our ongoing efforts in thick-film preparation.

For such studies, it was decided to use a quasi-hemispherical device geometry, which features a laterally large bottom contact (millimeters to centimeters) coated with the QD active layer, and a top contact as small as possible (~50-100 microns). This device should produce the simplest possible collection signatures (which will be observed with a fast oscilloscope). Currently, several 1 micron-thick devices are being prepared by conventional dip- and spin-coating for these studies, and we are determining the suitability of ultrasonic wire-bonding for preparing the top contact.

Future Work
As described in the progress summary, in the first year, the decision was made to apply a parallel approach that will allow film-preparation efforts to proceed alongside studies of the fundamentals of device operation. Thus, the next fiscal year will still include continuing efforts toward producing conductive quantum-dot (QD) films with thicknesses up to 10’s and 100’s of microns. Increasingly, we will need to diverge from current methods that iterate QD deposition with treatment with conductivity-enhancing chemicals (such as 1,2-ethandithiol or hydrazine). While repetitive approaches are suitable for solar cells, for which the number of iterations is on the order of 20, they are not really feasible for going 2-3 orders of magnitude thicker. Thus, we will increasingly focus on conductivity treatments that are performed completely before deposition, such as the use of inorganic ligands, combined with fast deposition methods like electrophoretic deposition.

At the same time, we will expand upon the soon-to-be started device studies using charged particle radiation as a stand-in for gamma radiation. By varying the radiation source, we will still be able to not only establish the efficiency of collection under varied biases and detector geometries, but will also be able to assess whether we can discern information about the total energy deposited in each capture event. This is important, as we ultimately envision our detectors being used in energy-resolving applications. Because these two efforts are proceeding in parallel, we anticipate that the quality of data produced by device studies will continuously improve as we continue to produce thicker and more conductive films as active layers. In turn, the device data will inform each successive generation of films, allowing us to efficiently discard the least
promising film fabrication methods.

**Conclusion**
In order to create the first gamma-sensing diodes based on nanocrystals, we will need to make very thick conductive nanocrystal films in order to capture radiation effectively. Then, we will extensively characterize how simple devices based on these films respond to radiation of a range of energies, which would be a seminal accomplishment for this completely new category of sensing technology in itself. Finally, we will optimize the nanocrystals and the device structure with the goal of achieving performance comparable to common gamma scintillators, and potentially to other types of radiation detectors used in medical imaging or materials science.
Introduction

In the 21st Century, with nearly 40 nations operating space missions, Space has become, in the words of former Deputy Defense Secretary William J. Lynn III, “congested, contested, and competitive”. This fact is forcing significant re-evaluation of the military Space Situational Awareness (SSA) community’s practices. We are developing a new approach that employs persistent surveillance to recognize SSA threats and opportunities as they emerge and marshals real-time interrogating observations with autonomous robotic follow-up instruments. The central focus of our research is answering the question—“How do we achieve effective full sky persistent surveillance when faced with the reality of highly cost constrained budgets?”

The existing SSA persistent monitors are located at a few, land-based, fixed locations that are highly constrained by geopolitics. As a result, most satellites are not monitored most of the time. To fill this gap, we will engineer inexpensive full-sky persistent SSA surveillance systems that can operate autonomously from moving platforms like ocean-going ships and allow agile deployment in an integrated global network. Each system will collect space object track information, share observations to facilitate anomaly detection, and accept tasking for specific objects of interest. Global distribution provides favorable illumination conditions, timely access to space objects, redundancy to weather outages, and fault tolerance. Our approach has the potential to cost only a few percent of traditional radar-based space fence systems and provide global passive persistent surveillance of the entire sky.

Benefit to National Security Missions

The congested, contested, and competitive nature of Space in near earth orbit is driving an urgent National Security need for persistent surveillance of the full night sky. But the existing Space Situational Awareness (SSA) monitors capable of persistent surveillance are located at only a few, land-based, fixed locations in the Northern Hemisphere that are highly constrained by Geopolitics. As a result, most of the night sky is not monitored most of the time. We will develop an innovative approach that could fill this SSA knowledge gap through the use of an integrated, global, persistent surveillance network employing small, full-sky, optical/IR monitors deployed on mobile platforms. Our effort aims to solve three salient engineering challenges that pose a barrier to practical application of this approach: (1) Development and demonstration of hardware and software modifications to LANL designs for stationary SSA monitors to enable accurate geo-registration and real-time onboard analysis on moving platforms; (2) Development of robust persistent monitor hardware that can be deployed in harsh conditions like those present on Ocean-going ships; and (3) Development of tools for determining optimal sensor placement to augment the existing Space Surveillance Network.

Progress

Last year we completed the construction of a single imager test-bed with tilt sensors and Global Positioning Sensors (GPS) for deployment and testing on moving platforms. Prototype software was integrated with the imager test-bed platform and mounted in the bed of a government pick-up truck. Night time testing was then conducted to explore the operation and the accuracy of derived star position during moving operation. This study helped clearly define the requirements for imager stability and real-time geo-location and is guiding the design of the full instrument stabilization platform. While ocean deployment is beyond the cost scope of our current program, our testing will be designed to mimic the motion and vibration challenges that would be posed by deployment aboard a ship.

The one minute response time for effective LEO SSA, large data rate for the surveillance imagery (1 TByte/
sensor/night), and very limited communication bandwidth (< 2 Mbit/sec) forces most of the processing to be done at the sensors in real-time. To meet this requirement on the moving platform, we started modifying our analysis pipelines to ingest continuous updates of the sensor location. This new software combines real-time GPS measurements with a real-time astrometric pipeline code that achieves spatial registration though a triangle matching scheme which compares observed stars to a reference star catalog.

We also completed the engineering of a new sensor enclosure that is designed to protect the hardware in a marine environment. Our previous designs had been optimized for high altitude dry environments—good astronomical sites. For the challenges posed by the corrosive marine environment, this year we developed sealed optical windows for the telescopes, new robust enclosure hatches, and a new design for a closed circuit temperature regulation system. The new sensor enclosure prototype was milled, assembled, and tested. G-code for Computer Numerical Control (CNC) milling was developed and a set of final production units were fabricated.

The third major accomplishment of our effort this year was the development of new software to help quantitatively assess the utility of persistent surveillance locations. The new software allows the geographic locations of the sensors to trace the paths of mobile platforms. The new tools also allow simulation of site uptime, viewing frustum, and limiting magnitude for each sensor in a distributed network. We also developed tools that will allow the optimization simulations to incorporate the actual orbits, illumination geometry, and the measured brightness of known satellites. When complete, this simulation suite will enable optimal deployment of assets within a global network, especially as an enhancement to the Space Surveillance Network of the United States.

Future Work
In this final year of our effort, we will construct and test the full monitor prototype. Our focus will be on the integration of the new software with the new stabilized platform to demonstrate the feasibility of conducting real-time persistent surveillance from moving platforms. Night time testing will be conducted to establish mobile operation and the accuracy of the SSA spatial and photometric measurements. Our testing will be designed to mimic the motion and vibration challenges that would be posed by deployment aboard a ship.

We will also complete the simulation suite and conduct simulations that will allow us to quantitatively assess the utility of persistent surveillance from moving platforms.

Our work will incorporate the properties of real satellites from spacetrack.org to simulate the effectiveness of global deployment of our persistent monitoring platforms. Our goal is explore the trade space associated with the number of sensors and global spatial distribution of sensing platforms. We also plan to work closely with collaborators at AGI (a leading commercial provider of SSA solutions for the US Government) to explore how moving sensors can enable to new approaches to cost effective to Space Situational Awareness.

Conclusion
We will solve three salient engineering challenges that pose a barrier to practical deployment of sky-full persistent monitors on moving platforms: Development of hardware and software modifications to enable accurate geo-registration and real-time onboard analysis; Construction of environmentally hardened persistent SSA surveillance monitors that can be deployed in harsh conditions like those present on ships; and Development of tools for determining optimal sensor placement to augment the existing SSN (Space Surveillance Network). Our success with optical monitors on moving platforms will demonstrate the feasibility of continuous surveillance of essentially all operating satellites in LEO—the most rapidly changing orbital regime.
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Introduction
This is a project is to quantify a novel scheme for using fission product ratios to determine detailed reactor operations used to irradiate nuclear material. We are proposing to analyze a very unique set of irradiated reactor samples and to use our measured fission product ratios to validate the scheme. The samples in question were part of a plutonium production-testing program. Our goal is to show how fission product ratios can be used to determine the reactor flux, the irradiation time, as well as the number of times the reactor was shut off during irradiation. As detailed below, the key ratios of interest are the xenon isotopes and their decay products, 135Cs/137Cs, 103Ru/106Ru (and their decay products 103Rh/106Pd), and 85Kr/84Kr. The project is a joint experimental and theoretical one. The experiments will concentrate on measuring the relevant fission product ratios using analytic chemical techniques and mass spectroscopy. The theoretical program will derive semi-analytic prescriptions for extracting the signatures for the reactor operation parameters. The results will be compared with the reactor operations declared by the facility that provided the samples. The coupling of the two components (experimental and theoretical) of the project will provide the necessary quantitative validation that is needed for practical use of the scheme in scenarios ranging from pre-detonation forensics to monitoring of reprocessing facilities.

The ability to extract reactor flux, irradiation times, and shut downs from fission products would

- Greatly narrow the possible reactors used to irradiated fuel, in the case of seized nuclear material.
- Determine the grade of plutonium and identify undeclared nuclear blankets, in the case that fission products were released in fuel reprocessing.
- Provide new signatures for verifying reactor operations, in the case of nuclear safeguards.

Benefit to National Security Missions
Nuclear non-proliferation represents a major component of LANL’s mission, and is aimed at reducing the threat posed by nuclear weapons proliferation or the illicit trafficking of nuclear materials through the long-term development of new and novel technology. The new diagnostic signatures for reactor operations proposed here directly address several components of this mission. This work is of potential interest to non-proliferation programs.

Progress
We have reanalyzed the plutonium and uranium isototics from three of the samples, as well as the fission product data for 137Cs, 85Kr, 155Eu, 154Eu and 152Eu. In addition, we have expanded our reactor burn code to include all of these isotopes, and to allow for shutdown of the reactor after 5 hours of running each day. Our analysis shows that the total mass of plutonium produced in any sample is only dependent on the total neutron fluence (neutron/area) that the sample was exposed to, and so we can use the mass spectroscopy results for the percentage weight of Pu in each sample to determine the neutron fluence it experienced. Once the fluence is determined, we can use the measured 240Pu/239Pu ratio to deduce the neutron flux (neutron/area/time). The flux varies across the reactor core, and some of the samples were declared to be outside the core, where the flux is lower that at any position in the core.

We found that the flux for the samples analyzed was not consistent with the declarations made by the nation who supplied Los Alamos with the samples through the IAEA. In addition, we deduced that the irradiation times were off by +/-10 hours (two days, when running for 5 hours/day). However, the deduced fluxes were consistent with other irradiation positions in the reactor, with longer irradiation times. Thus, it would appear that the
irradiation details for the samples were most likely simply recorded incorrectly.

Given a deduced flux, fluence, irradiation time and cooling time, all fission products production yields should be uniquely determined. For 137Cs, we found that the calculations agreed with the values determined from gamma-ray spectroscopy measurements. For 155Eu the calculations over estimated the measured yield by about 30%, which may be due to an overestimate of the cumulative fission field in the ENDFB/V-II database. For both 152Eu and 154Eu, the simulations fail to reproduce the measured yields. The production of both of these isotopes is quite complicated because neither is produced directly in fission. Instead they are produced by neutron capture on 151Eu and 153Eu, respectively, and their yield is only ~10^-5 micrograms. Thus, it is important that all paths leading to these isotopes be included. We are currently upgrading our reactor burn codes to address these needs.

For the experimental analysis of the other fission products of interest, such as Ru, Cs and the noble gases, we are developing new techniques to ensure that (1) in heating samples we retain these very volatile products within the measuring system, (2) we accurately account for isobaric interference, and (3) we account for isotopes that have decayed away (i.e., those with half-lives of 1 year or more), and track their daughters. The latter issues arises because the samples in question were discharged from the reactor almost 30 years ago. For the Ru and Cs isotope measurements, we plan to dissolve samples in HNO3, and to remove the actinides and barium using resins. The separated Ru and Cs isotopes of interest can then be assayed by gamma-ray spectroscopy. We are also developing fission product gas handling.

**Future Work**

The goal of the project is to measure the ratios of fission products, as well as the uranium and plutonium content, of a number of reactor-irradiated samples that were part of a plutonium production program. In FY14 we analyzed 3 of the available samples, and found that all ratios that depend on the total neutron flounce agreed well with experiment. However, for those observables that are dependent on both the fluence and flux there was poor agreement between experiment and theory. To address this problem in FY15 we plan to extend our reactor burn code to include neutron production and depletion of all isotopes of interest and their precursors.

On the experimental side of the project we propose to develop a gas handling system that will allow us to measure the Kr and Xe fission fragment products in several samples.

The system for this is designed to prevent (or at least minimize) noble gas losses. In addition, we plan to measure the daughters of the ruthenium isotopes, the rhodium and palladium isotopes. Analysis of the Rh and Pd isotopes will require correcting the measured yields in the samples for the direct fission field of these, as well as their production via the beta decay of the Ru isotopes.

In FY15, we also plan to finalize and publish our analysis of the first three samples studied to date.

**Conclusion**

We will analyze 15 reactor-irradiated samples that are representative of a range of reactor fluxes, irradiation times, and shutdown times. The grade of plutonium will be determined for each sample and the relationship between the fluence and the Pu grade mapped out. We will expand on our theoretical methods for deducing reactor fluxes from the 136/134Xe and 135/137Cs ratios to include burn scenarios in which isotopic ratios have not necessarily reached equilibrium because of frequent reactor shutdowns. We will develop new techniques for extracting irradiation times from the xenon, krypton and ruthenium ratios, and derive the necessary inversion algorithms.

**Publications**
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Introduction
Scintillators are materials which emit light when they absorb ionizing radiation, and enable a wide variety of radiation detection applications in basic science, medicine, and industry. How fast the light is emitted is dependent upon the material and the lifetime of its excited states. In certain applications, e.g. dynamic experimentation associated with Matter in Extremes, positron emission tomography (PET) neurological imaging, and X-ray Free Electron Laser (XFEL) diagnostics, researchers require light emission times on the order of or less than a nanosecond, one billionth of a second. Most bright scintillators with good absorption properties do not emit light this fast. The goal of this project is to produce scintillation materials with reduced emission lifetimes as compared to their unmodified form. This goal will be accomplished by fabricating nanocomposite structures which combine scintillation crystals with noble metal nanoparticles. The metal nanoparticles will couple electromagnetically to the excited states in the scintillator. If the plasmon (charge density quantized state) frequency of the nanoparticles equals that of the emitted light, then it is anticipated that the resulting resonant system will decay with a significantly higher light emission rate. Challenges in this work will include development of the nanocomposite scintillator fabrication process; tuning of the metal nanoparticles by shape, size, and material; and production of resultant macroscopic scintillators with good light transport properties. As a specific application goal, X-ray image conversion screens will be fabricated.

Benefit to National Security Missions
Matter in Extremes and stockpile stewardship dynamic experimentation imaging based upon X-ray Free Electron Laser or other accelerator fast pulse sources require faster scintillator light emission speeds than are achievable now. The goal of this project is to produce X-ray image conversion screens with significantly increased light emission rates. Other applications which may benefit from increased scintillator decay rates include Positron Emission Tomography, positron annihilation diagnostics for defects in materials, basic nuclear and high energy physics science, accelerator diagnostics, and X-ray/Gamma imaging in Homeland Security.

Progress
Project Start-up
The project described here did not start on the fiscal year boundary, but was in response to a special call. The proposal was submitted in October 2013; and after a delay due to funding uncertainties, the project was started in March 2014. As of this date in June, the project has been proceeding for less than four months. Since the funding delay caused two postdoc researchers to be unavailable and some staff to reduce their commitments, staffing and planning are ongoing efforts. Despite delays, short project duration, and start-up issues, significant progress on multiple fronts has been made.

Proof of Principle Experiments
An experiment to demonstrate decay rate enhancement by coupling excited states to noble metal nanoparticle (NP) plasmon states has been designed. It involves measuring the fluorescence decay rate of molecules imbedded in an silica shell surrounding a silver NP as compared to the nominal rate. A “buy” versus make decision was made; and samples from a small business named nanoComposix were ordered. Delivery of said layered NP’s is expected soon. Measurement of decay rates at TA-35 are soon to follow.

A second set of experiments to measure the 1-d distance scale factors for short range quenching and longer range decay rate enhancement have been designed. The concept is based upon nanofabrication of silver disks with a range of diameters and pitches on sapphire wafers. Inert layers of varying thicknesses will separate the nano-disks from a fluorescent/scintillator layer. E-beam pattern and
nanofab techniques are being designed. Fabrication time at the Center for Nano Technology (CINT) has been secured with the first e-beam runs scheduled for next week.

**Nanocomposite Scintillator Fabrication**

Lutetium Aluminum Garnet activated with Cerium (LuAG:Ce++) nanoparticles have been synthesized at TA-35. This rare earth oxide scintillator has been chosen as our first scintillator material test case. The LuAG:Ce++ NP’s were further encased in a thin silica shell. The silica cladding will allow for functionalization to permit nanocomposite fabrication without unwanted aggregation. In preparation for initial nanocomposite scintillator fabrication, a range of silver NP’s were identified, then purchased and received from nanoComposix.

**Plasmon/Photon Coupling Simulation**

A Discrete Dipole Approximation software package was acquired. Additional software is being written to define dipole locations representing the scintillator and noble metal NP’s configurations and shapes, and the surrounding matrix material. When complete, utilization of the simulation tools will inform scintillator NP design and will aid in experimental result analysis.

**Imaging Instrumentation for Optical Characterization**

The ultimate goal of the project is to develop technology applicable to fast X-ray image conversion screens appropriate for Matter In Extremes dynamic experiments. In order to characterize the screens for uniformity, X-ray efficiency, light output, spatial resolution, etc, an optical image measurement system is under development. A gated, intensified CCD camera has been acquired (borrowed) for that purpose, and is being integrated with a lab data acquisition computer. A Linear Systems Theory approach utilizing cascaded Modulation Transfer Functions has been adopted.

**Future Work**

Year One Tasks/Goals: (1) Work toward determining concept feasibility by production of small-scale nanocomposite scintillator samples with selected metallic nanoparticles. The goal is a measurable enhancement of decay rate as compared to the scintillator material without the noble metal nanoparticles. (2) Development of a semi-analytical computational tool to calculate the resonance properties of prolate, oblate, and spherical particles. Application of discrete dipole approximation simulation techniques to the calculation of resonance properties of non-spheroidal particles.

**Conclusion**

The goal is to fabricate nanocomposite scintillators enhanced with the addition of metallic nanoparticles which will emit light at a significantly increased rate. We expect to produce efficient X-ray image conversion screens with faster light emission rates than would be possible otherwise. These screens would enable X-ray imaging of Matter in Extremes dynamic experiments at faster frame rates than currently achievable. Other applications could include more efficient positron emission tomography scanners and improved accelerator diagnostics.
Abstract
Nonlinear acoustic methods are the most sensitive in existence for application to nondestructive evaluation (NDE) of materials. These methods, broadly termed Nonlinear Elastic Wave Spectroscopy (NEWS), rely on acoustical wave distortion in the presence of cracks or other damage. One of the main obstacles to a broader use of NEWS in industry is the complexity of their implementation. To obtain a nonlinear signature, the amplitude of the signal generated in the object under test must be sufficiently large. To achieve such amplitude, a common technique is to glue transducers to the sample. This is not feasible for inline inspections. Common noncontact transducers are too weak for nonlinear measurements.

In this project a novel acoustic source that can generate high amplitude waves without contact was developed. It is based on the principles of time reversal, a technique to focus wave energy in space and time.

The proof of concept prototype at the beginning of this project was promising yet required significant development. First, the strong coupling between the sample and the source required the source to be recalibrated at each step of a scan. Second, due to amplitude limitations, it was restricted to a stand of distance of a couple millimeters at most. Finally, the amplitude was not large enough for nonlinear measurements. Within the course of this project we optimized the coupling between the active elements and the air, which helped dramatically increase the standoff distance. This has resulted in a stand-off distance that can now be on the order of a few centimeters. The number of vibrating elements was also increased, which improved the maximum amplitude achievable. Finally a better enclosure that suppresses the coupling with the sample was designed, removing the need to continually recalibrate the source.

With our final prototype, we were able to detect a delamination in a composite plate. Potential future applications include detection of bad tracks in circuit boards before integration into satellites or study of the mechanical properties of mission related materials. Additionally this device can be used in any application that would benefit from, or currently utilizes air-coupled acoustic excitation.

Background and Research Objectives
Every day, critical mechanical parts are replaced according to lifetime estimates based on statistical measurements and safety margin calculations. A reliable means of detecting micro-fractures at the very beginning of formation would result in timely replacement of prematurely weakened components, thus avoiding catastrophic failure incidents. Reliable micro-fracture detection also offers the potential to mitigate catastrophic ignition events in rockets caused by the delamination between rocket fuel and outer casings, as well as detection of faulty satellite circuit boards that would likely not survive the launch.

Nonlinear Elastic Wave Spectroscopy (NEWS) has the potential to detect micro-fractures at their initiation, however, because current NEWS technology can be cumbersome to use, the economic benefits of these techniques has only been demonstrated to a limited extent. The technology developed in this project makes NEWS easier to implement and should help marketing those techniques to a wide range of industries. Indeed, NEWS techniques are based on quantifying the distortion of acoustic waves propagating into an object, especially the dependence of this distortion with the amplitude of the wave. To do this, one needs to generate high amplitude (though still nondestructive) waves in a solid. This is a challenge usually overcome in research labs by physically bonding transducers to the sample, often using epoxy, which renders the task of removing them quite difficult if not impossible without damaging the sample. Indeed, common non-contact sources are too weak or can only generate impulses which are not suitable to look at nonlinear components [1].
The objective of this project was to develop a system able to generate the high amplitude waves needed into a sample without contact. Before the start of this project, a proof-of-concept prototype [2] [3] that showed promise existed but it was too weak to be used with more than a couple millimeters standoff distance and had a strong dependence on the geometry of the sample to be excited. To be successful we had to overcome those limitations, thus creating a source that is powerful enough for non-contact nonlinear measurements.

Scientific Approach and Accomplishments
To create an acoustic source that fulfils our need, several aspects must be studied. First, it has to generate a vibration in air efficiently over the frequency range of interest. Second, this energy needs to be focused at a given point on the sample with a good signal to noise ratio. Finally, the source should be as independent of the sample as possible to limit the need for recalibration. We tackled most of those problems simultaneously during the project but for the sake of simplicity they are presented sequentially in the following sections.

Coupling to air
As stated above, nonlinear measurements require a large amplitude wave on the sample. To reach such amplitudes, one way is to increase the number of vibrating elements. The final design utilizes 32 elements. This final number is an optimization between transducer size and the size of the air cavity. The transmission of energy from the transducers into the air also needed to be optimized. Piezoelectric elements were used for their efficiency in the desired bandwidth (20 kHz–100 kHz.), yet they do not transmit energy efficiently into air because of the large impedance contrast between the two media. This issue was addressed by bonding the piezoelectric elements to a plate with a specific profile that provides a smooth impedance-matching transition and thus maximizes the transfer of energy to the air. After numerical and experimental investigation, it was determined that a plate with a thickness decreasing as a cubic power law was the optimal design [4]. The design follows the idea of acoustic black holes used in some industrial applications to mitigate plate vibration, but exploits the previously unexplored acoustic radiation effect. In brief, as the elastic waves travel down a wedge with a power-law profile and approach the wedge tip the wave speed slows down. Practically, this means that a significant portion of the elastic energy is not reflected by the wedge tip and is trapped in the thinnest portion of the wedge, where the impedance match with air is the best.

Figure 1 depicts the acoustic radiation from a thin plate of constant thickness compared to that of a thick plate with a power-law profile, when excited by a piezoelectric element (the white rectangle).

Improving signal quality
Once the vibration is transmitted into the air, it has to focus onto a specific point on the sample. One common way to accomplish this is to phase the signal of each emitter so that all the waves reach the specified point at the same time (phased array). This works if the geometries of the source and sample are known as well as their relative position. A more efficient strategy to achieve the focus of energy uses the principle of time reversal, which can be described briefly as follows. In a first step, referred to as the calibration, a wave is propagated from point A (source) to a point B on the sample. The second step is to time reverse (flip in time) the signal received in B and send it from the source point A. Due to the reciprocity principle and the invariance in time of the wave equation, this process creates an image of the signal first generated from A but at point B. If several transducers are used, i.e., several points A’s and keeping the same point B, then when all the time reversed signals are sent simultaneously, they add up at the focal point B, thus creating at B an image of the source signal but at a much larger amplitude that can be achieved otherwise.

Although time reversal is a great technique to obtain large amplitudes using the above methodology, it also creates some artifacts, often called side lobes, in the signal generated at the focal point. For nonlinear applications, this is generally not important, as the only concern is that the frequency content remains the same (which is the case in this process). However, to broaden the field of application of this source, signal processing techniques were developed to improve the fidelity of the signal generated at the focal point with the original signal. The best technique developed so far is deconvolution [5] [1] [6] [2]. It is a signal processing operator that is applied to the signal before the time reversing step. The purpose of this operator is to account for the finite bandwidth of the transducer and propagating medium and also to generate additional signals that will cancel the side lobes. Figure 2 shows an example of the improvement in signal quality using deconvolution. This does come at a cost which is a reduction in amplitude of the signal at the focal point. Depending on application, the software written to control this new source has a built-in option to either use the standard time reversal process for maximum amplitude or to use deconvolution for maximum signal quality.

Decoupling from the sample
One of the other problems of the proof of concept prototype at the beginning of the project was the interactions between the sample and the source during the calibration.
step, which resulted in a poor focalization of the signal if the sample was moved relative to the source after calibration [7] [3]. As a result, to scan an area for defect, the system had to be recalibrated at each point of the scan; a process that can be time consuming. To reduce the interaction between the source and the sample during the calibration phase, the geometry of the source was designed to be such that any wave reflecting from the sample to the source would be deflected away from the system. The enclosure of the source was constructed from 5mm thick aluminum to prevent sound from escaping at any other point than the designed opening [8].

**Final design and results**

Unifying all of the above considerations yield to the following design: 32 piezoelectric elements are placed on individual couplers (stainless steel plates of thickness varying according to a cubic power law). Those active elements are then placed in a non-symmetric distribution inside an enclosure made of 5mm thick aluminum. This enclosure has a parallelepiped shape at the bottom up to the height of the active elements and then funnels up to direct the wave out to the sample via an opening at the apex of the funnel. A tube penetrating through the bottom of the source up to the funnel opening allows a laser beam (used to detect vibration on the sample, if needed) to reach the sample surface without interacting with the wave field inside the source. An illustration of this final design and a photograph of the final prototype with one of the walls and the funnel removed are shown Figure 3.

The generation of the signal is done via arbitrary waveform generators controlled by an FPGA and routed through a set of amplifiers. All signals, either for calibration or actual measurements, are acquired via a laser Doppler vibrometer to facilitate both non-contact excitation and detection. A software element was also created to make the control and customization of this source easy and accessible to end-users. This software allows choosing the signal to be generated, whether to use basic time reversal or the deconvolution version, and also for nonlinear analysis of the signals on the sample.

To test the final prototype, experiments were conducted on a plate made of composite material (carbon fiber reinforced plastic, CFRP) with a delamination inside. This sample was well characterized in previous studies and was thus a perfect candidate for testing our final prototype. The CFRP sample was held above the source and moved horizontally in order to scan a particular region of interest. Figure 4 shows a picture of the setup with a standoff distance of 2 cm. The sample was measured using a scan grid of 60 by 40 mm every millimeter. At each point the nonlinear signal is measured and quantified. Two scans were done. In the first one the source was recalibrated at each point while in the second scan the source was calibrated only once at an arbitrary location. For each case, the nonlinear signature was characterized at all scanning points. Figure 4 shows the map of the nonlinearity for both scans. As it can be seen, both look similar and both identify a zone of high nonlinearity where the delamination is located.

The results in Figure 4 demonstrate the success of the project, i.e., we created a noncontact source that can 1) generate vibration with enough energy that it can be used for nonlinear studies such as the detection of small cracks or delamination, 2) remove the need to recalibrate at each point of a scan making this inspection process up to 10 times faster, and 3) provide a completely non-contact solution that can be used in many applications.

**Impact on National Missions**

Although no follow-up project has been started yet because the demonstration of the final prototype is too recent, several program managers expressed interest in using the prototype developed within this project. Some examples include: touchless inspection of irradiated or radioactive materials; detection of delamination between fuel and casing on rockets or tracks and substrate on satellite circuit boards. In addition, this project recruited a research scientist doing experimental acoustics to LANL as well as a post-doc doing numerical simulations of experiments to help optimize the experimental device. Due to the great value of the work from this post-doc, we intend to try to convert him as a research scientist at the end of his contract. Both of those hires strengthen our team and bring new capabilities to LANL.

![Figure 1. Improving the transmission of elastic energy to air using a plate of variable thickness. Left: acoustic pressure radiated by a piezoelectric element affixed to a plate with a constant thickness of 0.6 mm. Right: the piezoelectric element affixed to a plate with a cubic profile.](image-url)
Figure 2. Improvement of the quality of the focused signal using deconvolution. Signal generated with standard time reversal on the left, using deconvolution on the right.

Figure 3. Final design illustration and photo

Figure 4. Detection of a delamination left, setup; middle, result with recalibration at each step of the scan; right, calibrating only once.
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Abstract
Nuclear Quadrupole Resonance (NQR) is an electromagnetic technique for detection of nuclear species with spin ≥ 1 (most commonly the abundant isotope of nitrogen, 14N). Such nuclei have a nuclear quadrupole moment that can couple with the electric field gradient of the surrounding electron cloud to produce energy level splitting. Unlike nuclear magnetic resonance (NMR), an external magnetic field and associated complexity are not required to produce this splitting. However such an external field can be used to enhance the NQR signal. As with NMR, application of electromagnetic radiation at the frequency of the splitting can produce measurable re-emission that sensitively reflects the chemical structure. Many materials including solid explosives (TNT, RDX, HMX, PETN) and drugs or chemicals (heroin, cocaine, melamine) have measurable concentrations of 14N. Thus NQR can be a powerful tool for non-invasive detection of these items. NQR has been used in luggage screening and landmine detection, and is currently being investigated as a method to screen for concealed drugs and/or counterfeit pharmaceuticals. LANL has a world-leading capability in ultra-low field (ULF) NMR and imaging (MRI) with readout at 10-100 μT magnetic fields (~kHz frequencies). This has been applied to a variety of applications including functional and anatomical imaging of the human brain, nuclear non-proliferation, and homeland security (screening of liquid explosives). However, the ability to detect solids by these methods is limited by the short signal decay times. Detection of liquid explosives by ULF NMR could be complimented by the ability to detect solid explosives by NQR. Under our LDRD project we accomplished our goals of demonstrating polarization enhanced NQR to increase signal and/or speed-up acquisition and NQR combined with NMR. This work has led directly to follow-on funding from DARPA for the use of NQR combined with NMR imaging to detect improvised explosive devices. More importantly, LANL now possesses NQR in its arsenal of tools for detecting and characterizing nitrogen containing materials.

Background and Research Objectives
Nuclear Quadrupole Resonance (NQR) is a sensitive probe of the chemical structure of quadrupolar nuclei. Nuclei with spin > 1/2 have an electric quadrupole moment, i.e. a non-spherical charge distribution, which couples to lattice electric field gradients to produce energy level splitting characteristic to particular chemical compounds. These splittings manifest as chemical-specific spin oscillation frequencies following an applied rf pulse [1,2]. NQR of 14N, in particular, allows non-invasive identification of most common explosives (TNT, ammonium nitrate) and narcotics (heroin, cocaine) with high accuracy [3]. Unlike NMR, an external static magnetic field is not required. For that reason it is also referred to as “zero-field” NMR. Due to relatively low frequencies (< 10 MHz) of the signal, however, traditional NQR detectors based on high-Q, tuned pickup coils have very low SNR and a limited detection bandwidth. For that reason, methods involving pre-polarization with a magnetic field to enhance the NQR signal are often of interest.

We at LANL have perfected methods of ULF NMR relaxometry and magnetic resonance imaging (MRI) for a variety of applications from detection of liquid explosives [5, 6] to medical imaging (see for example [7]). In these approaches, a pre-polarization field on the order of 10 – 100 mT produces magnetization and the NMR signal is then read-out in a much lower magnetic field 10 – 100 μT. While the SNR is reduced in this approach compared to NMR at high magnetic fields (magnetization scales linearly with B), the approach has several advantages. The low magnetic fields are suitable for fielded applications (no big magnets or fields). The fields do not have to be highly homogeneous. The low frequency readout enables detection through metal not possible in conventional NMR. Moreover, the system has variable magnetic fields that can exploit the changes in T1 contrast as a function of magnetic field. T1 is the time for nuclear splitting (or sample polarization) to establish. In this ULF regime (with signal frequencies < 100kHz), T1 contrast
is greater between certain materials. While early systems used highly sensitive SQUID magnetometers, recently, we have advanced the sensitivity of detection of low frequency magnetic signals for NMR using inductive coils [8].

Because the method has dead time between removal of the pre-polarization field and measurement, materials with very short decay times (T2 < 1 ms), such as solids, are quite hard to measure. Thus, while ULF NMR has proven very powerful for liquids, the ability to detect solids by these methods is limited. Often it would be complimented by detection of 14N (for example the Christmas 2010 bomber used both a small amount of liquid, and PETN, a nitrogen containing solid). Similarly, NQR doesn't work on liquids, so the methods complement. In anatomical imaging, 14N is significant in protein and NQR can reveal the health of muscle in combination with anatomical images via the NMR image [9]. Moreover, NQR has shown significant promise for stand-off detection of hidden bombs (especially landmines) or even contraband on or in the body. It is important to note that NQR is not a trace method. Combining NQR with ULF NMR/MRI would be a very powerful addition to LANL's capability and develop multiple avenues of applications from better medical diagnostics, to global security, to fundamental materials studies.

Low signal-to-noise is the primary limitation to NQR. When the NQR spectral lines are at low frequencies (< 1MHz, e.g. TNT), signals are usually very weak and not easy to detect [10]. Significant research has been applied to methods to increase the NQR signal. It has been shown that the NQR signal can be enhanced by two different mechanisms both using a pre-polarization field and polarization transfer between the protons and nitrogen at the proton-nitrogen level crossing [11]. Thus, not only would NMR and NQR be complementary, but our particular method of pre-polarized NMR/MRI is ideally compatible with the approach of polarization enhanced NQR. Based on this, we established the following goals for the project.

NMR cross-relaxation: In this approach marked changes in the proton T1 are observed at proton Larmor frequencies corresponding to the NQR signal frequency. When the frequencies are matched the proton can transfer energy to the 14N (or vice versa). This approach requires scanning the magnetic field (Larmor frequency) and measuring T1 at multiple points to map out these changes, which manifest as peaks or dips in the signal. The change in T1 is an indirect indication of 14N, and the location of the dips provides the chemical information. This approach has been used for detection of TNT. We and others have observed the effect in tissues with high protein concentrations, due to couplings between the protons and quadrupolar 14N in protein molecules’ backbones. This approach is advantageous in that the proton population is typically much larger than 14N and can enable read-out at any frequency (not just the NQR frequency). However, conventional MRI typically utilizes a very high magnetic field (to further increase proton signal) which requires the magnetic field to be highly homogeneous. This can make practical or bulk sample application very difficult.

Direct NQR detection with polarization enhancement: In this method pre-polarization is followed by adiabatic reduction of the magnetic field so that it crosses through the proton-nitrogen level crossing. The initial polarization time must be long enough to allow complete proton polarization (~ 3 or more times longer than the proton T1 time). The proton T1 of materials can depend strongly on temperature and the polarization field strength. As the magnetic field is ramped to zero through the proton-nitrogen level crossing, the protons can transfer their energy to the 14N. The efficiency of cross-polarization transfer depends on the strength of the proton-nitrogen coupling uNH. For TNT this is ~ 500 Hz (or 2 ms). Successful polarization transfer requires the cross-polarization be long compared to 1/uNH. This establishes the field ramp-down condition dB/dt <= ΔH/ uNH where is the ΔH proton NMR line width. In Luznik [10] this was ~ 20kHz (0.5mT) which lead to a limit of 250mT/s, easily obtained by our present hardware. Once the polarization transfer is complete, the NQR is performed by traditional methods. Enhancements of up to 10X have been observed at 250 mT. This approach has also been shown to be successful for low SNR materials such as TNT.

Scientific Approach and Accomplishments
Our first task was to develop a small bench-top NQR system in which to develop the basic capability without polarization enhancement. This system is shown in Figure 1 and was described in detail in our publication [12]. Using this system we demonstrated NQR detection of NaNO2 (NQR frequency of 4.6 MHz) to evaluate system signal-to-noise and temperature stability. We were able to detect the signal from NaNO2 as well as measure the T1 (polarization) time of the material with excellent agreement to values reported in the literature [13, 14]. These results are shown in Figure 2.

We then developed a system for polarization enhancement by transfer of the signal from 1H (proton) to 14N. We chose the sample ammonium nitrate (AN) because it has a relatively low NQR frequency (~ 400 kHz) making it very difficult to detect, because it is an explosive commonly used in improvised explosive devices (i.e. interesting for national security), and because it contains two spin subsystems, 1H to 14N, making polarization enhancement
possible.. A schematic and photograph of the polarization enhancement system is shown in Figure 3. In this system a sample is mechanically moved from the region of the magnet, which can achieve ~ 280 mT, to the region of NQR interrogation. In the magnet 1H is spin polarized as occurs in the process of NMR. However, as the sample leaves the magnet, the magnetic field is decreases to the transition point where the 1H frequency and 14N frequency overlap, resulting in polarization being transferred to the 14N. Inside the NQR chamber, regular 14N NQR is then performed, but the signal is larger due to the extra polarization of 14N.

We demonstrated a dramatic increase in the SNR of the NQR signal by using polarization enhancement. The largest enhancement factor we observed at 280 mT was 12.5±0.6. Without polarization enhancement the signal from AN was only able to be recorded after significant averaging for a time of 1.5 hours. With polarization enhancement, a comparable SNR for the NQR signal was measured in 40 sec. These data are summarized in Figure 4.

The accomplishments described above completed goal #2 for direct NQR detection described above. These were very significant accomplishments as this capability in polarization enhanced NQR provided the preliminary data that was vital to our achieving funding from DARPA MEDS for an NQR-based project on detection of explosives inside high water content opaque media, as we will describe later.

To demonstrate NMR-based readout of the NQR signals (known as cross-relaxation) we used a field cycling NMR relaxometer to study various isotopes of nitrogen in AN. In this method we perform a study of the NMR signal amplitude as a function of magnetic field. The chemical formula for AN is (NH4)(NO3). We then proceeded to repeat the measurement for two formulations of AN where various nitrogen groups were replaced with the non-NQR active isotope 15N. These data illustrate the various contributions of different groups to the NQR spectra, as well as the spectroscopic power of the NQR method to study chemical structure. The fact that some contributions appear as peaks and others dips indicates that in the former case the relaxation time of hydrogen is short relative to nitrogen and in the latter case the relaxation time of hydrogen is long relative to that of nitrogen. These effects, to our knowledge, have not been reported elsewhere and a manuscript is currently in preparation. This ability to study chemical structure could have significant implications for various materials being studied at LANL, and completed our goal #1 for the project.
intensity vs. pre-polarization time. The solid curve indicating an exponential fit \( y = a e^{b_0}, \) where \( a = (-0.61 \pm 0.03), \ y = (0.98 \pm 0.01), \) and \( t = (11 \pm 2) \) (c) NQR signal from 50 g of AN powder at 423.5 kHz with polarization enhancement. Total acquisition time including polarization \( \sim 40 \text{ s}, \) with the SNR being \( \sim 23 \). (d) NQR signal at 423.2 kHz without polarization enhancement. 100 averages were required. Total acquisition time 1.5 hours. SNR \( \sim 27 \).

**Impact on National Missions**

NQR is an important diagnostic method for the study of materials, which can be as powerful as NMR in certain circumstances. Prior to this LDRD project, there was no capability for NQR at LANL, despite its importance to the study and detection of explosive materials. Continuing to advance our capabilities in the area of advancing the safety and effectiveness of explosive materials on the one hand, and detecting them on the other, is a vital area of the laboratory, both for the weapons and global security missions.

With project we developed a unique capability in NQR as well as extended the method via polarization enhancement methods to address the issues of low signal-to-noise and/or long measurement times that have historically limited field applications of NQR. Data obtained through this project we enabled a new project from DARPA to use polarization enhanced NQR combined with ultra-low field MRI for the stand-off detection of explosives concealed in high water content opaque media. This project is poised to make a field demonstration of explosives detection at the Transportation Security Laboratory early in 2015.

This NQR capability also helped us attract and support several excellent post-doctoral researchers over its duration.

We anticipate continued opportunities to integrate this NQR capability into various aspects of the laboratory from basic characterization and scientific understanding of materials, using NQR to study the properties and provenance of materials for global security, and using stand-off NQR for the detection of explosives for sponsors like DARPA, DHS, and JIEDDO.
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Abstract
Recently, there have been revolutionary developments in fluorescence microscopy that enable optical imaging at approximately 10 nanometers resolution.[1-2] This is over an order of magnitude better than the diffraction limit of light (a few hundred nanometers for visible wavelengths). This increased resolution has substantially enhanced our mechanistic understanding of cellular structure and function. While these super-resolution methods were originally used to image 2D slices of cellular structure, they were more recently extended to 3D visualization with a limited Z-range (approximately +/- 500 nm).[3-4] Unfortunately, this Z imaging range is inadequate to explore deep tissue samples, view entire mammalian cells, or to be of much use in soft-materials characterization. This project aimed to extend the Z-range of these super-resolution methods by over an order of magnitude: from ~600 nanometers to tens of microns. This dramatic increase in Z-range enables the visualization of protein structure throughout the entire volume of a biological cell and will enable 3D visualization of selected and functionally important nanostructured polymers. This work developed new methods for fast 3D fluorescence imaging of cells and select soft materials. This system also can be employed for deep photo-activation of molecules for super-resolution imaging.

Background and Research Objectives
In 2006, Betzig et al.[1] reported a method for fluorescence microscopy that exceeds the diffraction limit of light. This method is based upon photo-switchable fluorophores and single molecule localization. These new super-resolution imaging methods are based upon the fact one can determine the central position of a single fluorophore to a much greater precision than the width of the diffraction limited image.[5] This is illustrated in Figure 1 (adapted from a review from our laboratory[6]), which shows a pedagogical example of super-resolution imaging of a 1 micron wide nano plus sign. Figure 1a shows the structure of the nano plus sign, whereas Figure 1b shows its corresponding diffraction-limited wide-field fluorescence image as it would appear if all fluorescent dyes were in a bright, emissive state. After switching all dye molecules to the “off” state (Figure 1c), a single stochastically selected dye molecule is switched back to the emissive “on” state. The spot is imaged (Figure 1d) until it either switches back to a dark state or irreversibly photobleaches. The centroid of the diffraction-limited spot is localized with high precision by fitting with a two-dimensional Gaussian representation of the microscope’s point spread function. The resulting centroid coordinates are plotted as a single point on a super-resolution image template (Figure 1e). The process of stochastically turning on, imaging, and localizing one molecule at a time is repeated many times until the evolving superresolution image contains enough stipple points to reconstruct the target image as depicted in Figure 1f.

While super resolution methods originally were limited to 2D slices, they have been extended to three dimensions with a limited depth of field (~+-/ 500 nm)[3-4]. Our primary research goal is to extend the Z-depth of these super-resolution over an orders of magnitude, such that we can obtain important nanoscale information over tens of cubic microns, a volume relevant to the function and structure of biological cells and nano-structured polymers or select soft materials. Our research goals are:

Goal 1. Develop the instrumentation necessary for imaging at ~ 10 nm resolution over ten cubic microns.

Goal 2. Benchmark this instrument by studying the 3D nanostructure of selected soft materials. In particular, many plastics add small concentration of nanoparticles to the blend for enhanced polymer stability. We proposed to use the advances in instrumentation achieved in goal 1 to visualize polymer/nanoparticle blends and interactions.
Goal 3. Demonstrate 3D nanoscale imaging of the actin cytoskeletal network of a whole cell. In particular, mammalian cells are not just “bags” of protein, DNA, and RNA, but rather have a rigid (and re-configurable) network of polymers (the actin cytoskeleton) that provide an important scaffold and transportation infrastructure. We proposed to image this important polymer framework throughout the full 3D volume of a cell, rather than just over a single 600 nanometer slice as was performed previously in super-resolution microscopy[3].

Scientific Approach and Accomplishments
While super-resolution imaging by single molecule localization microscopy has been previously extended to 3D imaging, the depth of imaging was limited to +/-500 nm above and below the image plane.[3-4] This is due to the fact that these super-resolution imaging techniques rely on single molecule detection and localization, with the localization accuracy of a single molecule degrading rapidly with increasing background.[5] Obviously, in large enough backgrounds, single molecule detection itself becomes impossible. A method to reduce the background in thick cell or tissue samples is essential for 3D super-resolution imaging.

We note there are several sources of background in super-resolution fluorescence microscopy. In particular, the background from Raman scattered laser light, fluorescent impurities, or fluorescence from un-activated molecules in the field of view are a very important, often dominant, noise source in super resolution imaging. These sources of background are the primary reason super-resolution imaging methods have so far been limited to samples less than 1 micron in depth, because use of thin samples limits background generation from the bulk material.

In this project, we endeavored to develop a method to only activate a thin layer in the sample for super-resolution imaging, such that the layers above and below the imaging plane were not contributing any fluorescence background. Our original efforts focused on two photon activation of the molecules of interest[7], with time-gating used to further suppress Raman or Rayleigh scattered light. Two-photon activation requires the simultaneous absorption of two photons of near infra-red light from a mode-locked excitation laser. Due to the nonlinear nature of the excitation process, one can selectively activate molecules within a z-slice of approximately a micron in height. However, while this approach is promising, two photon activation is a “point” activation process that requires raster scanning of the excitation beam to selectively activate a single plane. This slow activation process would need to be followed by several imaging cycles (which also would be done on a point by point basis). While this approach clearly is feasible, the time required for imaging cycles (several hours) was not optimal. As such, we moved away from two photon activation of the molecules towards molecular activation using selective plane illumination.[8]

Unlike epi-excitation, which excites regions well above and well below the current image plane, selective plane illumination[8] only excites a thin slice of the sample (Figure 2). The fluorescence from this thin sheet is then imaged with a separate objective onto a CCD camera. The primary advantage of selective plane illumination microscopy is that only the imaged slice undergoes fluorescence excitation, thus dramatically limiting background and photodamage. Moreover, accurate depth encoding is an immediate benefit, as the width of the excitation sheet inherently leads to Z sectioning. Due to the fact a whole slice of the sample is imaged at once, this method is orders of magnitude faster than laser scanning confocal microscopy, with the current state of art being 200 Z-slices per second[9]. The increased throughput of the light sheet methods (in addition to its inherent 3D section capabilities) was the reason we adopted this new method early in this research project for super-resolution imaging applications.

The simplest method for light sheet excitation is to use a cylindrical lens to focus a standard Gaussian-shaped laser beam into a thin sheet of light[8]. However, for smaller beam waists (less that a micron), the diameter of a focused Gaussian beam diverges rapidly (roughly doubling in size only a micron away from the beam focus). To employ light-sheet methods for smaller beam waists (e.g. smaller imaging slices needed for cellular microscopy), several groups (most notably Planchon et al)[9] have turned to rapid scanning of a Bessel beam for selective plane illumination. Unlike a Gaussian laser focus (which diverges rapidly due to diffraction), Bessel beams can be collimated at very narrow beam waists (0.3 microns) for nearly 100 microns[9].

However, a problem with using a swept Bessel beam for fluorescence excitation or single molecule activation is that the side-lobes of the Bessel beam can create out of focus fluorescence. This fluorescence background can be minimized by using two photon excitation (which requires expensive mode-locked excitation laser sources operating in the near infrared).[9] Other research labs have used cheap visible lasers for Bessel beam selective plane illumination microscopy, minimizing the contribution of the side lobes to the image by spatially filtering this fluorescence with a physical slit. However, previous applications using a physical slit for spatial filtering required synchronization between multiple galvo-mirrors or synchronization of a galvo mirror with the rolling shutter of a CMOS camera as well as a time-consuming calibration procedure. In this project,
our lab developed an optical microscope design capable of spatially filtering out the side lobes of the Bessel beam using only a single galvo mirror, which has no synchronization or calibration issues. This microscope is described in greater detail in “Fast, 3D imaging via confocal line scanning of a Bessel beam using a single galvo mirror” Proc. of the SPIE 8947, 1-8, (2014)[10] with its design shown schematically in Figure 3. This paper benchmarked this system by visualizing polymer nano-beads embedded in the polymer polydimethyl siloxane (PDMS), in support of Research Goal 2 of the project. The power of this method for imaging cell samples was further described in, “Confocal line scanning of a Bessel beam for fast 3D Imaging,” Zhang, P, Phipps, M, Goodwin, P and Werner, J, Optics Letters 39, 3682-3685, (2014) [11], with an image of a cell taken from this paper shown in Figure 4. This work led to a Los Alamos invention disclosure, “Method and Apparatus for Fast 3D Imaging,” Zhang, P, Goodwin, P and Werner, J, LANL Invention Disclosure S-133062 (2013), which we anticipate will result in a US Patent application.

While this project primarily focused on pushing the Z imaging depth of super resolution imaging microscopy, in our research into methods to create Bessel beams for selective activation of a single layer in a sample, we realized that one could also use scanned Bessel beams to increase the imaging speed of another super resolution optical microscopy method, stimulated emission depletion microscopy (STED)[12]. In particular, in our efforts to understand how phase plates can be used to convert Gaussian beams to Bessel beams, we realized that through a modification to the annular phase ring used to create a zeroth order Bessel beam (which most people are using for excitation in selective plane microscopy), one could create a first order (J1) beam. Our laboratory then realized that this J1 beam (which has a node or zero in the central position) could be combined with a J0 beam to perform stimulated emission depletion (STED) microscopy in a line-scan, rather than a point scan, modality. This is a tremendous proposed advance for STED microscopy, increasing imaging speeds by a factor of 400 or greater. Our paper describing this advance, “Fast, super resolution imaging via Bessel-beam stimulated emission depletion microscopy,” by P Zhang, P, Goodwin, and J Werner, was published in Optics Express 22, 12398-12409, (2014), Reference [13]. Figure 5 is a brief summary of some of the findings of this paper, showing calculated J0 and J1 beam profiles and the resolution enhancement that can be obtained as a function of STED laser power. Of note that Reference [13] was among top 10 most downloaded articles for Optics Express in May 2014, despite only being published halfway through the month (May 14th). We have also submitted an invention disclosure describing this microscope design (LANL invention disclosure S133157/ L2014019S-101, “Fast, Supra-Video frame Rate Super Resolution Imaging via Bessel-Beam Stimulated Emission Depletion Microscopy”).

In addition to developing a method for rapid 3D imaging and rapid photo-activation of molecules deep in biological tissues or soft materials for super resolution imaging, we also developed a new method for 3D molecular localization. In particular, one aspect of Reference [13] was the use of interference to suppress the fluorescence emission from the side-lobes of the Bessel beam in the axial direction of the microscope. From this investigation and thoughts about interference in the axial direction of microscopes in general, we developed an idea for localizing single molecules in 3 dimensions using interference of the single molecule emission. While interference methods have been demonstrated before for 3D single molecule localization previously[4], these methods required two high numerical aperture microscope objectives in close juxtaposition (which increases instrument complexity and the types of samples that can be studied). The methods introduced in Reference [4] also has interfering fluorescence traverse different beam paths, making the method susceptible to drift. Our proposed design uses a single high numerical microscope objective (enabling imaging of a wider array of samples) and has the interfering beams traverse essentially the same beam path, which should be less sensitive to drift.[14] This 3D molecular localization scheme is further described in, “Interferometric 3D single molecule localization microscopy using a single high numerical-aperture objective” which is under its second round of review at Applied Optics.[14]

**Impact on National Missions**

This project supported a number of important Laboratory and National Missions in biosecurity science and soft materials research. Use of this new instrumentation may lead to a better understanding of host-pathogen interactions and the effects of nanoparticles and biological or chemical toxins on cells. In addition to greatly impacting LANL efforts in biosecurity science, this work also enables structural determination for important functional nano-structured materials and polymers that can serve as scaffolds for light-harvesting and photovoltaic applications. Future work on cellular imaging may be supported through the National Institutes of Health (NIH) or the Defense Threat Reduction Agency (DTRA). Three dimensional characterization of soft, functional nanomaterials can gain support through the Department of Energy, Basic Energy Sciences. We are currently working on an NIH proposal to continue this work.
Figure 1. Illustration of the working principle in super resolution imaging by single molecule localization. (a) Hypothetical 1 micron wide target nanopattern densely labeled with fluorescent dyes. (b) Blurred, diffraction-limited wide-field image of nanopattern as it would appear if all dyes were in the “on” state. (c) All dye molecules turned to “off” state. (d) One molecule is stochastically turned back to the “on” state, imaged, and localized with a 2D Gaussian PSF. (e) The centroid coordinates of the spot are plotted on a SR image template as a stipple point (arrow). (f) After repeated imaging and localization, the evolving SR image contains enough stipple points to reconstruct the target nanopattern.

Figure 2. A cartoon comparing epi excitation and selective plane illumination. Selective plane illumination has less photodamage, inherent Z-sectioning, and is orders of magnitude faster than confocal microscopy.

Figure 3. Confocal Bessel beam scanning microscope. (a). Beam path for the creation of a Bessel beam. GMP: galvo-mirror plane; BFP: back focal plane; and EO: excitation objective. (b) Schematic diagram of the experimental setup. LD: laser diode; GM: galvo-mirror; L: lens; DO: detection objective.

Figure 4. 3D imaging of fixed 3T3 cells with their actin labelled with Alexa Fluor® 488 Phalloidin. (a) 3D volume rendering from 300 slices with z-step size of 100 nm without (top) or with (bottom) spatial filter. (b) Two typical image slices taken without (upper row) and with (lower row) spatial filter. All images in (b) are in the same scale and the scale bar is 10 µm.
Figure 5. Calculation Results for Bessel Beam Stimulated Emission Depletion microscopy. Top Left: J0 Excitation beam in the YZ plane. Top Right: J1 STED beam profile in the YZ plane. Lower Left: Effective excitation profile in the YZ plane for 1W of STED power. Lower Right: Line scans across effective excitation profile for 0 and 1W of STED power and a plot of the full width half maximum (FWHM) for STED powers ranging from 0 to 4W.
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Abstract
Gamma-ray scintillators are essential for the detection and identification of nuclear materials in a wide range of applications. The most efficient gamma-ray scintillators are crystals of rare-earth-doped halides (such as LaBr₃:Ce³⁺ or SrI₂:Eu²⁺) that are extremely hygroscopic and difficult to grow in the desired large sizes. This project focused on nanocomposite scintillators as an alternative to single-crystal scintillators. Nanocomposites consist of a high density of small scintillator particles that are dispersed within a solid transparent matrix. The primary challenges were (1) to create a high density of rare-earth-doped halide nanoparticles within an oxide matrix and (2) to minimize light scattering by creating particles of <10 nm diameter and/or matrices with high refractive index. We found that the various traditional “particle-in-matrix” approaches are unsuited for fabricating practical halide-based nanocomposite scintillators. These strategies suffer from chemical incompatibilities and insufficient volume fraction of the scintillator. We discovered that the opposite process of first creating a mesoporous (2-50 nm pore size) oxide followed by a separate infusion with scintillator melt had several key advantages. We developed the respective synthesis process and demonstrated, for the first time, cubic-centimeter-scale mesoporous monoliths of silica, alumina, and mixed SiO₂-TiO₂ having pore sizes of 3-5 nm. We successfully infused these materials quantitatively with melts of LaBr₃:Ce³⁺ and SrI₂:Eu²⁺ scintillator to form nanocomposite halide scintillators having high (52% by volume) scintillator loading.

Background and Research Objectives
Radiation sensors for the detection and identification of nuclear materials require gamma-ray scintillators with high photon yield, good energy resolution, and short decay time. Rare-earth-doped halide crystals are particularly suited [1, 2]. One example is cerium-doped lanthanum bromide (LaBr₃:Ce³⁺), which has been the “gold standard” among room temperature scintillators for over a decade [3]. Such rare-earth halide crystals however are extremely hygroscopic (water sensitive) and difficult to grow in the desired large sizes [4]. The resulting high cost, limited size, and few suppliers restrict their use to a small number of specialized detectors. What is needed is a gamma-ray scintillator that has LaBr₃:Ce³⁺ performance but is chemically inert, mechanically rugged, and can be grown in large size.

Nanocomposite scintillators are a potential alternative class of materials that has been considered for some time. We have recently reviewed this research field in an invited 53-page book chapter [5]. Nanocomposites consist of a high volume density of small scintillator particles that are dispersed within a solid transparent matrix that can be organic (such as a polymer) or inorganic (such as a glass). Generally there is a mismatch between the refractive indices of the scintillator particles and the matrix, which results in scattering and subsequent loss of scintillator light by self-absorption by the chromophore (e.g. Ce³⁺ or Eu²⁺). However, if the particles have diameters of <10 nm, this loss can theoretically become sufficiently low with the effect that the nanocomposite becomes optically transparent and the scintillator light can efficiently emerge from the material to be detected by an external photo-detector [5]. In 2007, McKigney and co-workers at LANL have demonstrated a nanocomposite scintillator that used >50% by volume cerium-doped lanthanum fluoride (LaF₃:Ce³⁺) dispersed as 10-nm particles in oleic acid [6, 7]. These nanocomposites had fairly high optical transparency because the relatively low refractive index of LaF₃:Ce³⁺ (n=1.63) could be well matched by the oleic acid. LaF₃:Ce³⁺ was also chosen because it is favorably non-hygroscopic and therefore easy to process. Unfortunately however, it is a rather inefficient scintillator and resulted in a nanocomposite with poor energy resolution (16.5% at 662 keV) and thus limited promise for use in applications.

The goal of this project was to demonstrate, for the first
time, a nanocomposite scintillator consisting of highly efficient but very hygroscopic rare-earth halide scintillators such as LaBr₃:Ce³⁺ or europium-doped strontium iodide (SrI₂:Eu²⁺) by embedding the halide scintillator nanoparticles into a non-hygrosopic rugged oxide matrix. Besides the pronounced hygroscopicity, the high refractive index of the rare-earth halide scintillators (n=2.3-2.4) posed the additional daunting challenge of having to fabricate particles with diameters <2 nm and/or finding a matrix with similarly high refractive index. If successful, such a nanocomposite material would have the photon yield desired by detector applications and also be chemically inert, mechanically rugged, and potentially scalable to large size.

During the course of this project we concluded that the various traditional “particle-in-matrix” approaches, including our initially proposed non-hydrolytic sol-gel (NHSG) method, are unsuited for fabricating practical halide-based scintillators. All these strategies suffer from chemical incompatibilities and/or insufficient volume fraction of the scintillator. We discovered that the opposite process of first creating a mesoporous (2-50 nm pore size) inert oxide template followed by infusion with scintillator melt had several key advantages. We developed the respective synthesis process and were able to demonstrate, for the first time, cubic-centimeter-scale mesoporous monoliths of silica, alumina, and mixed SiO₂-TiO₂. We successfully infused these materials quantitatively with melts of LaBr₃:Ce³⁺ and SrI₂:Eu²⁺ scintillator to form nanocomposite halide scintillators with high (52% by volume) scintillator loading, thus accomplishing one of our primary research objectives.

Scientific Approach and Accomplishments

The original approach was to dissolve LaBr₃:Ce³⁺ scintillator in silica alkoxides, polymerize the alkoxides via sol-gel process to form a silica network, and to precipitate LaBr₃:Ce³⁺ nanoparticles in situ at elevated temperature to form the nanocomposite scintillator. The traditional silica alkoxide sol-gel chemistry was unsuited in our case because it involves water that would readily react with the hygroscopic LaBr₃:Ce³⁺ scintillator to form undesired cerium oxybromide, hydroxide, or oxide. We therefore set out to synthesize the nanocomposite by a NHSG process in which silica-networks are formed in the absence of water [8]. The first experiments focused on demonstrating the basic NHSG process without the addition of LaBr₃:Ce³⁺. We were able to successfully synthesize transparent silica gels by reacting methyl-trichlorosilane (MeSiCl₃) with methyl-triethoxysilane (MeSi(OEt)₃) or tetra-methyl-orthosilicate (TMOS) at 110 °C in the presence of FeCl₃ or ZrCl₄ catalyst followed by slow gelation over the period of several days. Incorporation of a cerium fluoride into this sol-gel process was achieved by using trifluoroacetic acid (TFA) as a fluoride donor, resulting in nanocomposites with fluorine content of up to 22 at.% that were thermally unstable above 250 °C [9]. An analogous bromide donor is not available, and we thus proceeded to add the LaBr₃:Ce³⁺ component directly to the sol-gel precursors. Its solubility in the initial MeSiCl₃-MeSi(OEt)₃ solution itself however was very low, which required us to identify a solvent for dissolving LaBr₃:Ce³⁺ into the monomer reaction mixture. The first solvent we tested was the ionic liquid 1-ethyl-3-methylimidazolium bis(trifluoromethanesulfonyl)amide in conjunction with TMOS as the alkoxide and various catalysts (FeCl₃, formic acid, and/or sulfuric acid) for polymerization. We observed the expected formation of a transparent gel and thus successfully demonstrated the concept of our proposed baseline reactions. We found that the gelation required undesirably large amounts of catalyst that, together with the ionic liquid, was incorporated into the final gel and caused the material to decompose at the higher temperatures needed for the subsequent precipitation of the LaBr₃:Ce³⁺ nanoparticles. Furthermore, the solubility of LaBr₃:Ce³⁺ in the ionic liquid proved to be too low. An exhaustive search involving many solvents was carried out (e.g. anhydrous methanol, toluene, and acetonitrile-trichlorosilane) over a range of process temperatures but the experiments only yielded gels that decomposed and/or had limited LaBr₃:Ce³⁺ solubility. We had to conclude that the solubility of rare-earth halides was too low in any of the NHSG chemistries to achieve the required large mass fraction of LaBr₃:Ce³⁺ needed for the final application.

So far, all approaches to nanocomposite scintillators considered in the literature and initially by us involved either suspension or in situ growth of scintillator particles in a transparent matrix. Besides the chemical constraints imposed by the hygroscopicity of the halides, the often large refractive-index mismatch between the scintillator particles and the matrix also forced these approaches to create un-agglomerated and challengingly small scintillator particles in order to achieve sufficiently low light scattering. Given the limited success with this approach, we discovered and developed the novel and opposite strategy illustrated in Figure 1. Our new approach was to create a nanocomposite scintillator by first synthesizing a mesoporous oxide material having a network of open pores with pore sizes in the 4-10 nm range (Figure 1a), followed by a separate step of infusing the mesoporous “foam” with molten scintillator such as LaBr₃:Ce³⁺ or SrI₂:Eu²⁺ (Figure 1b), to ultimately produce a nanocomposite scintillator (Figure 1c). This approach has several key advantages over the traditional “particle-in-matrix” approach: (1) it decouples the synthesis of the mesoporous matrix from the infusion of the matrix with the scintillator and thus avoids
many of the chemical incompatibilities, (2) it offers a high volume fraction for the scintillator, and (3) it can yield mesoporous matrices with a high refractive index that is better matched to that of the rare-earth halides.

We succeeded in synthesizing monoliths of mesoporous silica (SiO2), alumina (Al2O3), and mixed SiO2-TiO2. Mesoporous silica was synthesized from a mixture of TEOS, ethanol, and a Pluronic (F127) block co-polymer as a surfactant by an acid-catalyzed reaction at 70 °C. Cross-linking of the network occurred by slow evaporation of the ethanol, producing a two-phase solid consisting of an [Si-O-Si] network and surfactant. The latter is burned off by heating the material to 550 °C in air for 6 hours, yielding a mesoporous silica monolith with an open pore structure suited for subsequent melt infusion. An analogous process using aluminum-isopropoxides precursor and a mixture of CTAB (cetyltrimethylammonium bromide) and PEG (polyethylene glycol) surfactants were used successfully for the fabrication of monolithic mesoporous alumina. However, the same process was impractical for the fabrication of mesoporous samples containing titania because of the 2:3 orders of magnitude greater reactivity of titanium alkoxides compared to TEOS. Instead, the synthesis of mixed SiO2-TiO2 mesoporous monoliths used titanium isopropoxide and TEOS precursors in an equimolar ratio, ethanol as a solvent, acetic acid as inhibitor, and Pluronic (F127) as surfactant in an acid-catalyzed reaction (HCl). The reaction was carried out at 35 °C over the course of 1 week under flowing air, followed by heating to 70 °C for 48 hours for final cross-linking and drying. The resulting two-phase solid was then converted to mesoporous SiO2-TiO2 by heating to 550 °C for 6 hours in air. Samples as large as 1-2 cm3 were fabricated (Figure 2a), and the process is suited for scaling to even larger size in the future. This type of reaction is referred to as evaporation-induced self-assembly (EISA) in which the careful choice of reactant concentrations, temperature, and evaporation rates allows for the formation of a monolithic instead of a powder sample. To our knowledge, these are the largest mesoporous SiO2-TiO2 monoliths ever produced. The SiO2-TiO2 material was of particular relevance to our studies because its constituents have bulk refractive indices of n=1.56 and n=2.8 (anatase phase), respectively, at the LaBr3:Ce3+ emission wavelength of 390 nm. The estimated average refractive index for mesoporous SiO2-TiO2 is n=2.2, which is close to the n=2.3-2.4 refractive index of LaBr3:Ce3+ and would help reduce optical scattering.

The pore size and surface area of the synthesized mesoporous monoliths were measured by a nitrogen physisorption method, which builds on the BET (Brunauer-Emmett-Teller) theory. The sample was first degassed at an elevated temperature (typically 250 °C) under vacuum to remove any adsorbed water or other gas. Then the sample was filled with nitrogen gas that is subsequently removed, all while monitoring the pressure, resulting in an isotherm. This data is modeled by the BET theory to determine the pore size distribution and surface area. The mixed SiO2-TiO2 mesoporous monoliths were found to have a very high surface area of 308.4 m2/g. The measured pore size distribution of this material is presented in Figure 2b and shows a mean pore size of 4.0 ± 1.0 nm. From these measurements, the void volume was calculated to be 0.2011 cm3/g, which corresponds to a favorably high fractional pore volume of ~52% available for infusion with scintillator.

The mesoporous monoliths were infused by soaking them in a melt of LaBr3:Ce3+, pure CeBr3, or SrI2:Eu2+ for several hours at 850 °C, which is above the melting points of the halides but below the softening point (~1100 °C) of the mesoporous monolith. The melt infusion was initially carried out in quartz crucibles under argon atmosphere and at ambient pressure. The SiO2-TiO2 monoliths became slightly silvery in appearance and remained optically opaque after infusion with the melt. Figure 3a (inset) shows a mesoporous silica monolith infused with LaBr3:Ce3+. BET physisorption analysis of the infused samples indicated that the melt infiltration into the mesoporous scaffold was quantitative and that we had successfully fabricated a rare-earth-halide nanocomposite containing ~52% by volume of scintillator material. However, the BET method is insensitive to voids <2 nm and cannot detect residual small voids that were present due to incomplete infusion and/or voids that formed upon melt solidification. Such residual voids may be the cause for the remaining opacity of the infused monoliths. The x-ray excited luminescence spectrum and excited-state decay transient of a mesoporous silica monolith infused with LaBr3:Ce3+ are shown in Figures 3a and 3b, respectively. These properties were found to be in good agreement with those of the respective bulk compound, indicating that the scintillators largely retained their desired properties upon infusion into the mesoporous matrix. The residual opacity of the samples prevented us from measuring the scintillation performance under irradiation with an external gamma source, because excessive scattering and self-absorption attenuates the emitted scintillation light and broadens the characteristic features in the scintillation pulse-height spectrum. In an attempt to reduce residual <2 nm voids, we infused SiO2-TiO2 monoliths with LaBr3:Ce3+ and SrI2:Eu2+ at high pressure (200 psi) at 850 °C using an inert atmosphere reactor vessel. High pressure melt infusion has been shown to more effectively fill pores in powdered porous materials, but has not been demonstrated in larger monolithic materials. The very first results were encouraging but did not immediately
reduce the opacity.

The team published seven papers in peer-reviewed journals, gave three presentations at conferences, and was invited to write a book chapter. Three additional manuscripts will be ready for submission shortly. We also submitted a LANL invention disclosure (IDEA 14-00002).

**Impact on National Missions**

Scintillators are currently used in numerous radiation detection systems for basic science, medical imaging, non-destructive evaluation, and radiation detection. The mesoporous scintillators developed in this project directly benefit all of these areas. We have discovered a novel class of mesoporous materials that have opened up a new and highly promising avenue for nanocomposite scintillators. While light scattering remains to be further improved, this new material platform could be scaled to the large sizes desired by the various application areas. This could break the price-performance correlation in radiation detection materials by breaking the single crystal-performance correlation. Furthermore, this scalable synthesis technique is not limited by the intrinsic properties of the bulk scintillator and thus has the potential to produce radiation detector materials at significantly lower cost yet having a performance rivaling that of the best crystal scintillators. This is of interest to our homeland security, nuclear non-proliferation, and space systems customers.

Figure 1. Illustration showing the fabrication of an infused mesoporous nanocomposite scintillator first developed and demonstrated on the cubic-centimeter-scale in this project.

Figure 2. (a) Picture of three mixed SiO2-TiO2 monoliths before melt infusion; (b) pore-size distribution of a mixed SiO2-TiO2 monolith as measured with nitrogen physisorption.

Figure 3. A (inset) shows a mesoporous silica monolith infused with LaBr3:Ce3+. The x-ray excited luminescence spectrum and excited-state decay transient of a mesoporous silica monolith infused with LaBr3:Ce3+ are shown in A and B respectively.
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Abstract
The knowledge of the spatial distribution of pressure and temperature inside a thermal explosion is key to understanding the mechanisms of ignition, subsonic burning (deflagration), and the final transition to a violent response of plastic bonded explosives. Such measurements are particularly challenging during the final microseconds of a dynamic event where temperatures of >1000 oC and pressures of hundreds of MPa can be present. The goal of this project was to develop all-optical sensors for pressure and temperature that can advance into a parameter space currently inaccessible by commercial sensor technology. We have successfully developed a pyrometric fiber-optic temperature sensor with microsecond response, sub-millimeter spatial resolution, and >1000 oC capability. The sensor was tested successfully in a thermal explosion of PBX9501, meeting the primary objective of the project. We also developed an all-optical pressure sensor and tested it on a load frame up to a pressure of 100,000 psi. The pressure sensor has not been fielded in a thermal explosion yet. This new diagnostic tool will benefit LANL and the explosives community as a whole by enabling new scientific discovery in the field of high explosives and providing previously unavailable data to ongoing programs that address performance, safety, and accident scenarios of our nuclear weapons and conventional munitions stockpile.

Background and Research Objectives
Pressure (P) and temperature (T) are the key quantities that enable a detailed understanding of the mechanisms of ignition, deflagration, and the final transition to a violent response of plastic bonded explosives such as 9501 (HMX) or 9502 (TATB) [1]. Pressures of hundreds of MPa and temperatures >1000 oC develop during the final few microseconds of a thermal explosion. Conditions are even more violent in the supersonic regime of detonation. Commercial pressure sensors are not sensitive enough in this regime, are unable to withstand the high temperatures, and provide only case pressure rather than local pressure. Likewise, the use of commercial thermocouples is limited as their signal is overwhelmed by RF noise due to plasma formation during final stages of a thermal explosion. Exhaustive examinations over the past years have found commercial P/T technologies to be unsatisfactory. The goal of this project was to develop all-optical sensors for pressure and temperature that (1) have high spatial resolution, (2) offer microsecond time resolution, (3) are immune to RF noise, (4) can place the detection system remotely from the sensor head, and (5) can be implemented reliably and cost-effectively. Such sensors would provide the long-sought quantitative framework to test and validate High Explosive Violent Response (HEVR) and Deflagration-to-Detonation Transition (DDT) models. Internal P/T measurements under these conditions would be the first step towards a full understanding of HEVR and enable the predictive simulation of this phenomenon for the first time.

The team successfully developed P and T sensors on parallel project tracks. The initial approach of creating a T-sensor with an erbium-doped fiber had insufficient sensitivity at temperatures >300 oC; however, it offered excellent performance at cryogenic temperatures. It has since sparked the interest of scientists and engineers engaged in high magnetic field experiments such as those carried out at the National High Magnetic Field Laboratory (NHMFL). An alternate design using the thermal emission of silicon carbide (SiC) nanopowder in a pyrometric configuration was found to have high sensitivity and reproducibility for temperatures >500 oC. This sensor was successfully fielded in a shot with 9501 (HMX-based) explosive, where it provided a clean and fast temperature signal well into the RF regime all the way up until 6 microseconds before loss of confinement. This result not only fully met our initial research objective for the T-sensor but has also generated interest with a sponsor for a possible follow-on development. We also developed a fiber-optic P-sensor based on a multilayer dielectric coating and demonstrated a sensitive response
up to a hydrostatic pressure of 100,000 psi produced on a load frame. This sensor has not been fielded in an explosives shot yet.

**Scientific Approach and Accomplishments**

**All-optical temperature sensor**

Our initial approach for an all-optical measurement of temperature was based on the temperature-dependent changes in the photoluminescence (PL) spectrum of commercial erbium-doped fibers. The approach was inspired by differential luminescence thermometry schemes previously reported in the literature [2]. Erbium-doped fiber primarily emits in the near infrared spectral region (1480-1650 nm), and it also has weak green upconversion emission (visible in Figure 1a inset). A short section of erbium-doped fiber (100-1200 micrometers long) was fusion spliced to a commercial single-mode fiber and excited with a 980 nm diode laser through the fiber. The resulting backward-propagating PL was split into two wavelength bands by a commercial thin-film filter, and the two bands were detected by an indium-gallium-arsenide (InGaAs) balanced photodetector that provided a signal proportional to the intensity difference of the two bands. Extensive studies of this sensor over the 20-1100 °C temperature range inside a furnace however found very low sensor sensitivity for temperatures >300 °C. This is because the Stark levels of the emitting excited state are nearly equally populated above 300 °C, and the PL spectrum therefore does not change much. This approach was deemed unsuited for the high temperatures encountered in thermal explosions. The erbium PL spectrum however changed significantly at low temperatures. Figure 1a shows the fiber sensor signal as a function of temperature down to 3 Kelvin. The fiber was mounted on a cryostat cold-finger and cycled twice from room temperature to 3 K, giving a strong and reproducible signal. We also measured its temporal response by rapidly immersing the sensor tip into liquid nitrogen. The sensor was able to record the 300 to 77 K temperature drop (Figure 1b), and the associated time constant was 200 ms. This dynamic response is limited by the formation of an insulating nitrogen gas layer around the fiber during the initial cooling rather than the fiber sensor itself. This T-sensor could find application in cryogenic high magnetic field experiments where thermocouples often give erroneous readings and all-optical sensors that are immune to magnetic fields are desired. Possible follow-on developments with the NHMFL are currently being explored.

The team then discovered that the same fiber-based approach with balanced photodiode detection could be used with a thermal emitter instead of a luminescent material. Thermal emission produces a rapidly changing spectral power distribution in the near-infrared spectral region above 500 °C. Several key inventions were made to realize such a T-sensor based on this effect. First, a material with high thermal emissivity and high temperature stability had to be found. An extensive material search identified silicon carbide (SiC) as a suited candidate. SiC has a thermal emissivity of ~0.9 at 1627 °C at a wavelength of 2000 nm [3], is chemically inert, and has a high melting point of 2730 °C. Second, we developed a metal cap to go over the endface of the optical fiber. The cap not only contained the SiC powder into which the fiber was inserted but also prevented any external light from coupling into the fiber. This ensured that only light emitted by SiC was captured. Blocking external light is critical because it confines the measurement to the immediate sub-cubic-millimeter volume of the sensor tip to enable high spatial resolution. Furthermore, external light is generally not in thermal equilibrium and thus not a reliable measure of temperature because it contains fluorescence from exited matter. The sensor architecture is shown in Figure 2a. Each fiber cap was fabricated by electroplating the end of a 200-micrometer diameter silicon bronze wire with 100 micrometers of chromium (1907 °C melting point), annealing the plating, and acid etching the silicon bronze to leave a hollow chromium cap of 400 micrometer diameter. The raw cap was cut to a length of 770 micrometer length using electrical discharge machining (EDM) for a burr-free cut. Nanopowder of beta-SiC (45-55 nm particle size) was suspended in acetone, applied to a glass slide, and the acetone evaporated to form agglomerates of SiC nanoparticles that could be picked up with a thin wire and manually inserted into the chromium cap under an optical microscope. A multimode optical fiber was then inserted into the partially SiC-filled cap and secured with a high-viscosity UV-curable adhesive. Figure 2b shows an image of a fully assembled sensor. The optical sensing scheme is illustrated in Figure 2c. The thermal emission light from SiC in the cap is coupled into the core of the multimode fiber (can be many meters long to enable remote operation) and is split into two wavelength bands (>1500 nm and <1500 nm) by a dichroic mirror. Both bands were coupled into separate fibers and detected by a commercial balanced InGaAs photodiode pair that provided a voltage output of the amplified intensity difference of the two wavelength bands.

This T-sensor was first tested extensively under slow heating conditions in a furnace. Figure 3 summarizes the results of multiple experiments with the same sensor specimen. The initial configuration performed well but showed a slight variation between two consecutive heating runs (red/orange curves). The fiber system was then rigidly mounted on a breadboard, giving much improved stability and reproducibility (green/yellow curves). The mounting caused some change in the optical alignment, and the sys-
tem was realigned for the final furnace test runs (blue/turquoise curves). These experiments not only showed that the sensor and detector system had outstanding stability and run-to-run reproducibility but also proved that the sensor could survive many cycles from room temperature to 1000 oC without noticeable degradation.

One such T-sensor was then used for a dynamic experiment with 9501 explosive. For this purpose, two cylindrical pieces of 9501 were mounted inside an aluminum cylinder and enclosed between two aluminum plates (Figure 4b drawing). The midplane was equipped with several radially arranged thermocouples and the fiber optic temperature sensor (near the center). The assembly was placed inside a protective enclosure, and the temperature was raised to 207 oC over the course of 60 minutes by means of external heaters. Exothermic reactions became evident after 20 minutes at 207 oC, and the assembly went into thermal run-away and exploded after 32 minutes at 207 oC. Figure 4a shows the final 100 microseconds before complete disintegration of the assembly. During this final period, the fiber sensor first indicated a stable temperature of <400 oC (region i) in agreement with the thermocouple, then saw ignition in the form of RF noise (around -40 microseconds), followed by a rapid temperature rise (region ii) that went through two short plateaus (region iii) and peaked at -6 microseconds (region iv) before the assembly disintegrated at t=0. These measurements were accompanied by fast x-ray imaging. Figure 4b shows an x-ray image of the midplane area during ignition. The ignition volume is visible as a bright low-density zone at 3.2 mm above the midplane. The burn front had to propagate 3.2 mm from the ignition point to the sensor, which corresponds to the 20 microsecond delay observed between ignition and the temperature rise (Figure 4a). This indicates a burn velocity of 160 m/s in excellent agreement with typical convective burn front velocities of 160-250 m/s observed in other experiments. Note that the T-sensor signal is not currently calibrated and is given as a voltage in Figure 4a. Based on the furnace experiments (Figure 3) and assuming different sensor specimens to behave identically, we estimate that the sensor exceeded 950 oC at the last point (iv) in Figure 4a.

These results successfully demonstrate the key features of the pyroelectric fiber-optic temperature sensor: high spatial resolution, fast response, high immunity to RF, sensor reliability and reproducibility, and remote operation.

**All-optical pressure sensor**

We have developed a fiber-optic P-sensor by applying a multilayer dielectric coating to the endface of a single-mode optical fiber. The coating consisted of 10 bi-layers of yttria-stabilized zirconia (YSZ, 200 nm thick) and silica (SiO2, 310 nm thick), giving the coating a pressure dependent reflectance (R). A metal cap had to be applied over the fiber tip to block any external light. The pressure sensitivity (dR/dp) was achieved via the different compressibility (dx/dp) and pressure-dependence of the refractive index (dn/dp) of the two materials. Modeling was used to select the layer thicknesses such that the pressure sensitivity (dR/dp) was maximized while the temperature sensitivity (dR/dT) was minimized. Light from an amplified spontaneous emission (ASE) light source was launched into the fiber, back-reflected by the coating, and routed to a photodiode using a fiber-optic optical circulator. The primary challenge was that some of the light was transmitted through the coating and hit the inside of the metal cap. A special cap with an inside angle of 8 degrees was therefore fabricated (Figure 5a) to ensure that light transmitted by the coating and reflected inside the cap would not couple back into the fiber and disturb the reflectivity measurement. The P-sensor fiber tip was mounted inside a custom pressure cell that used silicone grease as a pressure medium and a Field’s metal casting (Bi-In-Sn alloy) as a deformable plug (Figure 5b). A piezo-electric pressure transducer was also incorporated. Figure 5c shows the optical power reflected from the dielectric coating as a function of pressure up to 700 MPa (~100,000 psi).

While this was a successful result, several challenges remained and prevented us from testing the sensor dynamically. First, there appeared to be slight variations between different P-sensors, with one behaving as shown in Figure 5c while others showing excessive optical interference probably because of mechanical deformation of the cap under pressure. Second, the optical adhesive inside the cap is only stable up to temperatures of ~300 oC and decomposes at higher temperatures, causing uncontrolled changes in the reflectivity signal. Further development is needed to achieve our initial goals of an all-optical pressure sensor for dynamic experiments.

The results of this research have been presented at the international Conference on Lasers and Electrooptics (CLEO) in 2012 and 2013. The team was also selected to present at the LDRD Day in 2012. Manuscripts on the cryogenic temperature sensor and on the pyroelectric temperature sensor will be submitted for publication shortly.
Impact on National Missions

Intrinsic dynamic P/T measurements within a thermal explosion are not currently possible, yet this data is critical to the understanding of explosives response at both a fundamental and an applied level. The fiber-optic temperature sensor developed during this project in particular addresses this capability gap. This new diagnostic tool will benefit LANL and the explosives community as a whole by enabling new scientific discovery in the field of high explosives and providing previously unavailable data to ongoing programs that address performance, safety, and accident scenarios of our nuclear weapons and conventional munitions stockpile. It will also advance our multidisciplinary capability in measurement science and diagnostics under extreme conditions such as those pursued by MaRIE.
temperature sensor will be utilized immediately in ongoing thermal explosion research (C and WX divisions) and help advance the deflagration models of 9501 and 9502 explosives. We are exploring other potential customers such as the HE Surety Program, HE Science Program, B61 LEP, DoD/DOE MOU, and the Joint Munitions Program.
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Abstract
As concerns over nuclear proliferation and illicit nuclear activities grow, new strategies to effectively monitor nuclear facilities are needed. Distinguishing the low-level signatures of modern nuclear activities from the radionuclide background resulting from fallout of past atmospheric nuclear tests is a major challenge. Emissions controls and site remediation reduce actinide concentrations, making detection of the modern signature more difficult. The results of this research have shown that plutonium mobilized in the environment due to natural weathering processes is efficiently adsorbed onto the surface of rusty metal objects. Radiochemical analysis of the surface oxide coating found on discarded metal objects such as bottle caps or common nails can provide a sensitive indicator of nearby nuclear activities. In this project, rusty bottle caps of contemporary origin were collected from sites around northern New Mexico and were analyzed for trace plutonium contamination by isotope dilution inductively coupled plasma mass spectrometry (ICP-MS). Bottle caps collected from remote locations in northern New Mexico show plutonium isotopic ratios consistent with background global fallout (240Pu/239Pu = 0.168 ± 0.012). In contrast bottle caps collected near the site of the former Manhattan Project Era plutonium facility (D building) reveal a unique isotopic signature indicative of the earliest plutonium manufactured as part of the U.S. war effort (240Pu/239Pu = 0.0012 to 0.0070). These results suggest that analysis of the surface oxide coating from rusty metal objects can provide a sensitive detection strategy to enhance the effectiveness of environmental monitoring programs.

Background and Research Objectives
The ubiquitous and persistent background resulting from fallout during the era of atmospheric nuclear testing complicates analytical detection of low-level emissions resulting from modern nuclear activities. An estimated 430,000 Ci of 239+240Pu activity was released into the atmosphere as a result of nuclear weapons testing. The average 240Pu/239Pu isotopic ratio for stratospheric global fallout in the Northern Hemisphere is 0.18, corresponding to ~4.2 tons of 239Pu and ~0.75 tons of 240Pu released by these atmospheric tests. Even when dispersed over the entire globe, this plutonium background can significantly interfere with the detection of trace-level, modern plutonium releases.

Although plutonium is strongly associated with sediments and surface soils, it is potentially mobile in the environment, typically in the form of colloids or the soluble plutonyl species, [PuO2]+. Given this geochemical behavior, trace levels of plutonium mobilized in the environment through aqueous transport will likely be adsorbed onto the surface of rusty iron objects due to the reducing nature of the Fe/Fe2O3 system. Over time this geochemical behavior could serve to concentrate even trace levels of environmental Pu onto an easily analyzed metal surface. While this behavior is expected to apply to all sources of Pu in the environment, industrial sources (not released in an atmospheric nuclear test) might be more easily mobilized through natural weathering processes and could dominate the Pu inventory, overwhelming the background from global fallout. We hypothesized that if industrial effluents are more easily mobilized than global fallout, then analysis of the surface oxide coating of discarded metal objects could reveal a local source-term of interest. This idea was directly tested using a “case study” approach focused on the former site of the original Manhattan Project Era laboratories near Ashley Pond in Los Alamos.

Scientific Approach and Accomplishments
Locations around northern New Mexico were monitored for plutonium contamination through the collection and laboratory analysis of rusty metal objects. The surface oxide coating of the samples was dissolved in dilute hydrochloric acid; then the solution spiked with a 242Pu tracer and purified using an efficient anion exchange procedure. The purified samples were analyzed using a
robust and highly sensitive technique called isotope dilution ICP-MS to determine the total number of atoms of 239Pu and 240Pu in the sample. The limit of detection for the method is on the order of ~1 x 107 atoms, corresponding to only ~4 femtograms of plutonium per sample. The measurements were carried out in low-level radioanalytical facilities with rigorous attention to minimizing blank contamination and to quality control.

Rusty objects were analyzed from seven remote locations in northern New Mexico and southern Colorado. For these samples, the median 239Pu concentration was 2.5 x 109 atoms, corresponding to a 239+240Pu activity of 0.22 disintegrations per minute (dpm). The total number of 239Pu atoms for each collection was found to be roughly proportional to the surface area of the sample. For example, a small sample consisting of only two bottle caps was found to adsorb a minimum of 2.2 x 108 atoms of 239Pu, whereas a rusty can collected from an adjacent area adsorbed up to 2.7 x 1010 atoms. The average 240Pu/239Pu atom ratio for these samples, collected far from any known nuclear activity, was 0.168 ± 0.012, consistent with the plutonium isotopic composition reported for weapons testing fallout in this part of the United States. A minor contribution of regional fallout from the Nevada Test Site can be detected, resulting in 240Pu/239Pu values that are often lower than the northern hemisphere average of 0.18.

A set of bottle caps was also collected from the picnic area at Overlook Park in White Rock, NM, approximately 5 miles from Los Alamos National Laboratory. Eight samples were analyzed for plutonium, and with one exception, 240Pu/239Pu ratios ranged from 0.141 to 0.160. These values are considered normal for fallout in the area. Unexpectedly, 240Pu/239Pu was determined in one case to be 0.042 ± 0.003, more consistent with weapons-grade plutonium (0.036-0.062). Although the absolute concentration for this set of samples was typical of samples collected within the entire region, the observed variability in isotopic composition suggests the possibility of significant heterogeneity in local plutonium contamination.

A large collection of discarded bottle caps was found within the main study area in the vicinity of former Manhattan Project era laboratories near Ashley Pond in downtown Los Alamos. The original “D building” was located near the northern rim of Los Alamos canyon, which housed plutonium-processing operations between December 1943 and September 1945 and was later demolished. Today a modern parking lot covers the site. During environmental cleanup efforts in subsequent years, much of the soil from the area was removed and the site was completely remediated for unrestricted public access. Interestingly, these samples displayed only slightly elevated levels of plutonium contamination compared to those retrieved from remote, seemingly pristine locations, with a median 239Pu signal of 8.2 x 109 atoms per sample (239+240Pu = 0.47 dpm). However, the isotopic composition of these samples varied dramatically from nuclear fallout.

The measured 240Pu/239Pu ratios varied for the samples as a function of distance from the former D building site. Samples collected across the street at Ashley Pond (~400 meters away, location 1, Figure 1) had a 240Pu/239Pu ratio of 0.050, while samples closer to the D building site (~50 meters away, locations 2 and 4) displayed lower 240Pu/239Pu ratios (0.012 to 0.014). Bottle caps collected from the surface of the paved parking lot that now covers the site (location 3) revealed 240Pu/239Pu atom ratios that ranged from 0.0012 to 0.0070. These unusually low 240Pu/239Pu atom ratios are a unique local signature that is characteristic of plutonium dating from the earliest years of the U.S. nuclear weapons program. Operations conducted in D building involved the first plutonium ever produced in the Hanford reactors, characterized by an extremely low 240Pu concentration. Remarkably, this local signature is still evident today, almost 70 years after the closure of the building and after a complete site remediation was performed. These observations suggest that the analysis of metal oxide surfaces for trace plutonium represents a viable environmental sampling strategy to selectively identify local nuclear signatures. The approach has proven successful even when only trace-level contamination is present. Investigations of historic remediated sites related to the Manhattan Project are extremely valuable to test and develop methods for proliferation detection because they closely resemble the kind of technical circumstances that international monitoring efforts could likely encounter.

Impact on National Missions
Analytical methods that enhance the detection and isotopic characterization of trace-level plutonium in the environment support core mission capability in nuclear nonproliferation and treaty verification. In the future LANL may be tasked with monitoring compliance with additional international agreements including the Fissile Materials Cut-off Treaty and the Comprehensive Test Ban Treaty. The analytical and evaluation techniques pioneered in this research provide a technical foundation to position the laboratory as a credible national resource to support these expanded program requirements.
Figure 1. (a) Map of the original Manhattan Project Technical Area (TA-1). The plutonium processing facility (D Building) is highlighted in black. (b) Modern image from Google Earth. Sample collection locations are: 1-Ashley Pond, 2-vacant gravel lot, 3-paved parking lot, 4-Los Alamos canyon edge. (c) A typical sample analyzed for trace plutonium by ICP-MS. Bottle caps were collected from the paved parking area labeled as location 3. (d) Measured 240Pu/239Pu atom ratios for the collected samples are plotted as a function of 239Pu atoms/sample. Rusty objects are representative of regional background (northern New Mexico) and within the boundaries of the former TA-1.
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Abstract
The detection of minute chemical signatures has applications that range from medical surveillance to airport baggage scanners. Additionally, toxic chemicals (and materials) and engineered chemical threat agents are a constant concern for military and first responder personnel. These widely varying needs in sensitivity, selectivity, portability, and ease of use have driven significant efforts across multiple agencies for an optical system that can rapidly identify chemical species with few false positives. By large, no one solution has been able to address all of the detection community’s needs, however, surface enhanced Raman spectroscopy (SERS) has often hinted at what a next generation sensing system may look like.

Attempts to utilize SERS for a low cost detection platform are continually hindered by the high cost of the nanostructured materials needed for the technique. In this work we propose to develop a novel nanostructured polymer-metal composite into a successful SERS based sensing platform, which is capable of detecting a wide variety of chemical agents using the fingerprint from their respective (enhanced) Raman spectra for identification. This technology is enabled by the spontaneous deposition of nanostructured metal particles on a conducting polymer thin film. These films are durable, stable, flexible, and can be produced in large quantities at exceedingly low costs. Perhaps most importantly, they have been demonstrated to enhance Raman signals of surface adsorbed molecules by >7 orders of magnitude.

This material has been engineered into an integrated benchtop Raman system and has demonstrated proof of concept detection of chemical warfare (CW) simulants. These efforts have moved towards the first widely deployable SERS based detection apparatus that has potential for emergency and military detection needs.

Background and Research Objectives
Surface enhanced Raman spectroscopy (SERS) has long promised to be the ultimate optical sensing technique, as it combines extreme sensitivity with molecular fingerprint identification, all with little to no chemical sample labeling or post processing. Recent materials chemistry advances at LANL have produced SERS active materials with unprecedented sensitivity, uniformity, reproducibility, and mechanical properties that make them ideally suited for integration into a SERS based sensing platform. With an abundance of low cost, small form-factor Raman spectrometers commercially available, work to integrate SERS technology into a fieldable sensing device has the potential to make widespread SERS based sensing a reality. This work seeks to develop this polymer based SERS active material into a proven portable sensing device that would rival the current state of the art in terms of sensitivity and selectivity. This project has followed two primary thrusts:

- Benchtop demonstration of sensitivity, selectivity (distinct fingerprint spectra), and repeatability of chemical weapons (CW) simulant measurements using thin film formats.
- Portable Raman spectrometer engineering to integrate a Raman spectrometer with a low cost, robust, and manufacturable cartridge based SERS active material.

Over the past decade, many research groups have studied and developed SERS active materials for sensing applications that range from chemical warfare (CW) agents to biological discovery. The SERS technique uses a standard Raman spectrometer for sensing, but is unique in that analytes are bound to an engineered nanostructured metal (typically Au or Ag) surface. This results in polarizability and field enhancements that amplify the analyte’s Raman signal by many orders of magnitude (108 - 1010); a level at which single molecule detection
becomes a possibility. Unfortunately, previous work has only been demonstrated in the laboratory under tightly controlled conditions on Raman systems that are far from portable devices. Attempts to adapt these materials to a fieldable platform have been limited primarily due to the significant costs associated with fabricating reproducible nano-engineered surfaces, which typically require extensive lithographic processing.

Recent materials chemistry advances at LANL have resulted in conducting polymer based thin films that are able to spontaneously grow nanostructured metals on their surface from solutions of metal salts (Figure 1). These materials can be formed over large areas at extremely low cost and when exposed to model analytes that bind to the metal surface, have been demonstrated to reproducibly and uniformly enhance Raman signals by 8 orders of magnitude. Additionally, because the material is based on a polymer thin film, it opens up a wide variety of flexible form factors (films, ribbons, threads, etc.) for the SERS active area. These unique materials properties will enable a variety of sensing motifs – such as curved and flexible surfaces – that the vast majority of traditional silicon based SERS materials simply can not explore. We ultimately envision a SERS sensing platform that incorporates this polymer-metal into a form factor suitable for sample collection, analysis, and preservation.

Raman spectroscopy is a well established technique that is often implemented on the laboratory scale using a microscope on an optical bench; however, advances in solid state lasers and detection CCDs have dramatically reduced the overall dimensions of a fully operable Raman spectrometer. Current commercial designs can have dimensions on the order of a pack of playing cards, making them truly portable for ‘in the field’ applications. Unfortunately, intrinsic Raman has a small optical cross-section and therefore, without tremendous enhancement factors, Raman-based trace detection is not possible. Work to integrate a portable optical system with a low cost SERS active material is currently lacking. This work seeks to fill that gap and, for the first time, demonstrate the feasibility of a low cost SERS based sensing system designed for trace detection and positive identification of chemical threat agents.

Scientific Approach and Accomplishments

In this work we made efforts to engineer the two technologies into a single fieldable detection platform. Initial efforts focused on sensing CW simulants and building a spectral library of simulants with different chemical functionality. In parallel, we considered the feasibility of using several different types of off the shelf solid state spectrometers for data acquisition. The final, and perhaps most challenging, phase of this work involved developing the SERS active material into a format suitable for integration into a sampling system. The materials development for this task was performed in tandem with the spectrometer engineering/modifications; each providing positive feedback, and dictating device designs with the highest probability of success.

As a complement to our laboratory Raman systems we pursued a portable Raman analyzer. The goal was to develop a capability that could be contrasted against the benchtop unit in a laboratory setting and also be field deployable. We set out with the goals to develop a system that could detect toxic industrial chemicals and materials (TICs and TIMs) that are precursors to chemical weapons as well as addressing the logistics of public safety and emergency mobilization. The success of this system would be based on its ability to surpass current methods in either quality of analysis or the number of independent samples it could catalog.

Based on these objectives, we created four requirements. The first limits the size and weight, as the entire system must be made for in-the-field use with a hand-held interrogator and processing system on-board or tethered from a pack. This implies battery operation and feedback to the user in the form of visual or audio recognition of Raman functionality. Next, the system must have the results collaborated with a benchtop analyzer. This requirement is met by using a standard laser wavelength such as 514nm, 785nm, or 1064nm. In addition, the wavenumber range of the acquired spectrums must be comparable to a benchtop system in order to evaluate peak detections by the spectrometer. The third requirement of the system applies to the collection medium and how the SERS substrates are utilized when taking samples. When the user has a medium, it must have a chain of custody and be verified. The portable system will give results in the field, but retaining the sample without destructive evaluation or loss permits post-processing and more advanced laboratory analysis. The last requirement is that the system provides “in-theatre” monitoring. The samples must be able to be cataloged in such a way that their position and time can be ascribed as metadata towards a spectrum file.

These requirements narrowed down our commercial options to about 6, from which we chose two; a B&W Tek NanoRam and a Rigaku Xantus-2. Representative spectra from these units are shown in Figure 1.

New portable spectrometers in hand, the rest of the project centered on engineering solutions to integrate our SERS substrates as well as optimum approaches to sampling. Initial measurements on CW simulants were constrained...
to organophosphates with varying chemical functionality as shown in Figure 2. An aqueous solution of each simulant was prepared and then dropped onto the SERs substrate, which had been affixed to a glass microscope slide. Spectra were taken using the portable systems to assess sensitivity as well as look for overall fingerprint signatures that may be present in these molecules. For reference, each organophosphate was also sampled as a neat solution. Surprisingly, the SERS and neat Raman spectra were often different (Figure 2) with the neat spectra exhibiting additional stokes lines. This is likely the result of either hydrolysis in the aqueous solution as well as interaction with the SERs surface constraining active Raman modes in the bound molecule.

These signals from the SERs active surface led us to study if chemical reactions could be monitored in real time on the surface of a metal particle (Figure 3). Using a flow cell and our SERs active nanocomposite, we were able to successfully modulate the coupling of two amino-benzenthio molecules into a single azo coupled complex. This is one of the first demonstrations of a plasmonically enhanced surface chemical reaction and opens these materials to numerous catalytic applications. This may also explain why our neat organophosphate spectra were so different from their SERs counterparts, and why many of the SERs spectra looked very similar regardless of the organophosphate used. The SERs material may be catalyzing the hydrolysis of the organophosphate to simply produce phosphoric acid at the surface. More study will be needed before this is verified.

As a demonstration of sensitivity, spectra were taken of acephate solutions with varying concentrations from 100mM down to 1mM. As can been seen in Figure 4, the spectrometers performed as expected when observing a molecular species that is well behaved at the metal surface. Unfortunately, not all molecules are as well behaved, and several we had difficulty acquiring reliable data at any concentration. The primary factor we found to most affect analyte signal quality was sampling method. Neat versus solutions, drop cast versus dipping, drying the solution on the sensing area versus leaving it wet, were all found to affect overall signal quality and by extension overall system sensitivity.

3) These initial studies provided guidance on how to engineer an integrated solution to SERs sampling (Figure 5). The proposed work focused on a cartridge based design that had a spool of SERs active material that could be drawn across the Raman sensing area, much like an audio cassette tape. However, this design proved exceedingly difficult to engineer as the SERs material is typically cast from a solution of polyaniline in n-methyl-2-pyrrolidone (NMP). This solvent was too harsh for all plastic substrates we used to make the tape and typically dissolved everything nearly instantly. We moved away from flexible substrates and a tape design by looking at current sensing technologies that are widely in use. The easiest starting place is the glucose sensing stick. We created polyacrylic chips that could be used as a substrate to cast the polyaniline onto. This process worked very well, as the NMP tends to slightly dissolve the top layer of the acryllic, creating a strong bond between the polyaniline and the underlying substrate. We were able to successfully grow nanostructured metals on these films and provide a useful approach to reproducible sampling. This novel polymer hybrid material opens many options for automated sampling. Initial designs involve a rotating carousel that indexes to the next SERs active substrate as the device rotates (similar to a viewfinder). Well plate designs are also an option for mass production as that could be laser machined out of acrylic with the SERs active material grown from the bottom of the well. This would open this technology to a wide range of combinatorial bioassay techniques as the well plates could be used for in-situ monitoring of entire arrays of chemical reactions.

![Figure 1. Portable raman spectrometers used in this work (A). Representative SERs spectra of mercaptobenzoic acid from each portable spectrometer used in this work.](image-url)
Figure 2. Representative spectra of various organophosphates using the Rigaku portable spectrometer. (A) Raman spectra of neat compound. (B) SERS spectra on metal substrates.

Figure 3. Observation of a reversible azo coupling reaction on the surface of a SERS active particle.

Figure 4. SERS spectra of aqueous acephate solutions at different concentrations.

Figure 5. (A) Polyacrylic-polyaniline hybrid SERS substrate with an inset SEM image of SERS active metal particles on the surface. (B) Proposed turn table SERS active multiwell plate.

Impact on National Missions
This work supports national efforts to detect and counteract weapons of mass destruction. Specifically, chemical weapons are a threat not only to military installations and personnel, but also to the general public. Unlike many more exotic WMDs, chemical weapons are relatively easy to manufacture, hard to detect, and have been actively been used in recent history. Applying novel materials development to real world detection problems requires engineering efforts to take a laboratory experiment from the benchtop to a fieldable system. This work demonstrates the detection of CW simulants at relatively low levels (high sensitivity) and provides multiple options for a sampling platform by integrating with acrylic polymers.
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Determining Physiological Predictors of Climate-driven Forest Mortality

Nathan G. Mcdowell
20110756PRD4

Introduction
We propose to determine which, if any, common physiological responses during heat and drought-driven mortality exist at a global scale, and thus determine the simplest but strongest predictors of tree mortality across different species of trees. The experiments to determine these common predictors will be conducted on trees of multiple scales; from seedlings to >100 year old trees. Through the process, we will identify the final steps in mortality and survival, allowing modelers to simplify not only their prediction of stress but of the key aspects of plant physiology that partition plants between survival and death during drought. The final product(s) will identify the simplest, most common, and statistically strongest environmental and physiological predictors of mortality, and interpretation of their mechanisms.

Benefit to National Security Missions
The goal of this research will be to develop a bridge between physiology and modeling by identifying the simplest level of detail needed to predict tree drought mortality across multiple forest types. This work directly supports DOE’s Climate and Environmental Science Division goals to understand the role of terrestrial ecosystems in a changing climate and is intended to promote long-term programmatic growth in this arena. Specifically the products of this research will be directly tailored for incorporation into DOE’s Community Land Model. Addressing this key gap for coupled vegetation-climate models could lead to the rapid development of more accurate global change projections that are urgently needed to inform sound climate policy at a global level.

Progress
In the past 12 months Dr Adams has been amazingly productive. He has collected all of the data for at least two manuscripts from a field experiment at LANL examining forest mortality, which he is now putting together into manuscript format. He has also initiated data collection for a meta-analysis of forest mortality patterns. This collection is being done via networking with a large number of scientists. More than two-thirds of the data is now in Dr Adam’s possession. Lastly, Dr Adams is working closely with our modelers to learn from them the key aspects for modeling mortality and to feed them information regarding how to model tree death. This is a component of a follow on paper that Dr Adams is working on. Dr. Adams is well on his way to a very productive career at Los Alamos.

Future Work
Dr. Adams will continue to collaborate with EES staff, post-docs, and students who are working on the Los Alamos Survival Mortality (SUMO) project to collect data on key physiological responses to drought through mortality in pinyon pine and juniper trees. Dr. Adams will continue to lead two sampling efforts at SUMO: 1.) to monitor stressed trees for insect attack and characterize tree defensive capabilities against insects at this experiment; 2.) repeated measurement of inherent hydraulic vulnerability to assess if functional tree water stress relationships change with drought and increased temperature. Dr. Adams will continue a SUMO supplemental experiment initiated in FY13 aimed at distinguishing the physiological threshold of survival and mortality using transplanted trees in the greenhouse at TA-51. The protocol of this experiment will be to drought stress sets of trees to hypothesized thresholds of survival, and then re-water these trees, measuring physiological responses and critically, whether the trees ultimately die or survive when re-watered. This experiment is aimed at elucidating the simplest key thresholds between tree mortality and survival that can be incorporated into mechanistic and predictive models of tree mortality. These data will inform ongoing modeling efforts by EES staff to address DOE’s Climate and Environmental Science Division goals to understand the role of terrestrial ecosystems in a changing climate. Specifically, data from this experiment
will be used to parameterize tree mortality routines in DOE’s Community Land Model.

**Conclusion**

Dr. Adams will develop a bridge between physiology and modeling by identifying the simplest level of detail needed to predict tree drought mortality across forest types. This work supports DOE’s Climate and Environmental Science Division goals to understand the role of terrestrial ecosystems in a changing climate. Specifically the products of this research will be directly tailored for incorporation into DOE’s Community Land Model. Addressing this key gap for coupled vegetation-climate models could lead to the rapid development of more accurate global change projections that are urgently needed to inform sound climate policy at a global level.

**Publications**


Catalytic Mechanism and Inhibition of Metallo-beta-lactamases (MBL), the Ultimate Threat Against Antibiotics

Suzanne Z. Fisher
20120776PRD4

Introduction
The proposed work will utilize an innovative research strategy that is LANL-unique for novel antibiotics. We will combine neutron and X-ray diffraction to obtain high resolution structures and detailed information on how metallo beta-lactamases (MBLs) work to degrade clinically used antibiotics. Due to their readiness for horizontal transfer and evolution, MBLs entail a serious public health threat, with increasing antibiotic resistance found all over the world. Results will have direct implications for not only understanding how these enzymes work, but also to enable the design of clinically useful antibiotics not susceptible to breakdown by these harmful enzymes.

Benefit to National Security Missions
Metallo beta-lactamases comprise a serious human health issue due to the innumerable complications associated with untreatable infections caused by some of the most dangerous bacteria present in clinical settings and intensive care units. This work, which can only be performed at LANL’s world-class facilities, will provide the first neutron structures for antibiotic resistance enzymes found in multidrug resistant pathogens. This work will advance our basic understanding of enzyme mechanisms and drug binding. Neutron diffraction is underutilized for drug design and is the only technique that can give unique data on drug binding and degradation. This work may lead to novel compounds that will have an enormous impact on human health and disease.

We also envision a scenario where detection methods can be developed to find bacteria expressing resistance genes in the environment. This work directly addresses mission relevance in the fields of basic health research, bioscience, and pathogen detection.

Progress
Javier was able to obtain high quality clones of two different metallo-beta-lactamases, Bcll and NDM. These seems to express well and having enough protein is the first crucial step for neutron studies. We were also able to crystallize one of these enzymes, Bcll, at pH 7, which is more physiologically relevant than other reported structures at pH 4.5 and 6.

For NDM, the enzyme found in deleterious antibiotic-resistant pathogens, we designed and produced two double mutants that is unable to bind the second catalytic zinc in the active site. Instead we have populated these sites with alkaline earth metals magnesium and calcium. This allows us to bind antibiotics in the active site, but stops hydrolysis and allows us to study the binding mechanism. We are also optimizing conditions for large crystal growth for neutron studies of these variants.

To study the basic binding interactions and to investigate new possible lead compounds, we have co-crystallized sulfonamide drugs with both Bcll and NDM. We are working on determining X-ray crystal structure to confirm binding. In progress also is co-crystal structures of Bcll and NDM in complex with Aztreonam, the only known antibiotic that is still able to resist hydrolysis by these enzymes.

We are ready to progress to the next phase, the in vitro evolution of NDM to determine which active site mutations confers the ability to hydrolyze Aztreonam. This will deliver an early detection system for real world diagnostic application. We are working on permission and authorization to perform this work in a Biosafety Level 2 lab.

Future Work
For the second year, we are working towards determining X-ray and neutron structures of Bcll and/or NDM-1 (wild type and mutants) with different active site metals. We have designed the appropriate expression plasmids
and have made enzymes with non-native metals in the active site. This will allow binding of antibiotics, but will prevent hydrolysis allowing us to study the binding interactions with the enzyme.

We will also pursue complexes with existing antibiotics to investigate binding and the enzyme residues that are involved with catalysis. Neutron crystallography, which will shed light on the H-bond networks in the active site, will facilitate this detailed investigation of drug binding and involvement of water activation.

We are pursuing sulfonamide-based drugs as lead compounds and are making complexes between these drugs and BcII and/or NDM-1. Sulfonamides are known to bind to other Zn-containing enzymes and we will pursue them here also.

**Conclusion**

We will characterize the enzyme NDM-1: (1) Water activation, (2) Substrate binding, (3) In vitro evolution. (1) we will solve the structure of NDM-1 through neutron crystallography, which will shed light on the H-bond networks in the active site. (2) we will engineer NDM-1 to enable binding alkali earth metals in the second Zn(II) site. This will eliminate enzyme activity while retaining substrate binding for structural analysis. (3) we will construct NDM-1 mutant libraries, which will be screened for resistance to monobactams. Mutants will be selected and analyzed to understand the structural traits of enzymes with broad substrate preferences.
Single Cell Genomics for Better Control of Plant Pathogens

Shunsheng Han
20130779PRD1

Introduction
The proposed research will use the rhizosphere-colonizing bacterium Pseudomonas chlororaphis strain 30-84. The strain is able to inhibit fungal pathogens and has become a model for a beneficial commensal bacterium. This strain demonstrates phenotypic variation resulting from spontaneous mutations. The goal of this research is to identify signature genomic and transcriptomic changes in response to environmental signals and investigate how these changes benefit the wild type populations using a plant associated bacterial as example.

Benefit to National Security Missions
The understanding of the relationship between plant and bacteria is directly linked to the DOE mission in the area of bioenergy. LANL, supported by DOE, has invested significantly in studying plant metabolism and algal biofuel. This work will enrich our portfolio in these areas and bridge the gaps between environmental microbiology and plant study.

Progress
The postdoc fellow Dongping Wang started on June 10, 2013. For the last 17 days, he has completed many required training courses including the General employee training. Many other trainings such as biosafety and laser training have been scheduled in July and August. Some experimental materials have arrived at the lab. Bacterial strains will be shipped from Texas A&M University once they are approved by the Institutional Biosafety Committee at Los Alamos National Laboratory.

We made an experimental plan for next fiscal year and will perform the following experiments to fulfill the aims of the proposed research:

• To identify mutational events during P. chlororaphis colonization, bacterial cells will be inoculated on plant roots. Bacterial spontaneous mutants will be isolated by both visual observation and flow cytometry sorting.
• Bacterial genome sequencing will be performed in Dr. Cliff Han’s lab using the cutting edge sequencing platform and gel microdroplet culturing technology. Mutational events will be identified by comparing to a published wild type P. chlororaphis genome.
• To understand the roles of these genomic changes in bacterial persistence, mutant strains will be compared with the wild type to determine their ability to control fungal pathogens and form biofilms.
• We will also perform transcriptomic analysis to identify differentially regulated genes in the mutants compared with the wild type. Selected target genes will be further investigated using functional genomics tools such as gene deletion and over-expression.

These studies will provide a comprehensive view of bacterial genomic changes/cell differentiation during host association. The results will aid in designing new strategies in plant disease control.

Future Work
We will perform the following experiments to fulfill the aims of the proposed research:

• To identify mutational events during P. chlororaphis colonization, bacterial cells will be inoculated on plant roots. Flow cytometry will be used to determine the bacterial size and sort them into different groups.
• Single cell genome will be sequenced using gel microdroplet culturing in Dr. Cliff Han’s group. Beneficial mutations will be identified by comparing with a published wild type genome sequence. These results will provide us with a complete set of mutations that are involved in host association.
• To study the role of these genomics changes in bacterial persistence, beneficial mutants will be compared with the wild type strain in their ability to produce fungal-inhibiting metabolites and form biofilms.

• Genomic mutations may lead to changes in gene expression. To understand the beneficial mutation at the transcriptome level, RNA sequencing will be conducted to identify differentially expressed genes between wild type and beneficial mutant strains. Together, these data will give us a comprehensive understanding of cell differentiations in response to environmental signals.

• The above analysis will identify candidate genes involved in disease control. Selected genes will be investigated using functional genomic approaches.

Conclusion
We expect to identify mutational events during P. chlororaphis colonization, to classify and identify the beneficial mutation that are involved in host association. We will also identify the role of these genomic changes in bacterial persistence. Understanding of molecular processes involved in bacterial adaptation could lead to better disease management strategies.
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Joint Inversions of Seismic and Gravity Data in Volcanic Areas to Advance Hazards Assessment: A Focus on the Alaskan Subduction Zone and Kilauea, Hawaii

Monica Maceira
20130807PRD3

Introduction
Three-dimensional passive-source seismic velocity tomography is a powerful technique that utilizes energy produced by earthquakes to image potentially complex subsurface structures, such as magma distributions beneath volcanoes or subducting slabs. However, the resolution of these studies are generally limited by the natural distribution of earthquakes. While active sources can expand coverage, they are generally only used to image the upper crust and are costly. Gravity data, however, provide alternate sources of information regarding subsurface structures, and are available at a variety of scales. Due to the inherent relationship between density and seismic velocity, gravity and seismic data can be jointly inverted, providing an understanding of Earth structures that is not limited by the distributions of seismicity and has stronger constraints on the temperature, compositional, fluid, and magmatic distributions in a study area.

The current distribution of seismic stations in Alaska is focused near the relatively two-dimensional volcanic arc located above the subducting oceanic plate, limiting the ability to resolve its seismic structure. The inclusion of gravity data in a joint inversion will markedly increase the ability to resolve these features in three dimensions. I will address questions regarding the sources of volcanism in the Alaska subduction zone.

Kilauea Volcano presents a unique opportunity to study one of Earth’s most active volcanoes, in a location that has produced historical tsunamigenic earthquakes. While previous seismic studies have focused on studying the near-surface beneath the summit caldera, portions of Kilauea’s rift zones, or the seismically active tsunamigenic decollement fault beneath the volcanic material and the underlying oceanic crust, the extents of these studies are limited by the natural seismic distributions. By combining gravity and seismic data, I will address questions such as “Can the aseismic and seismic portions of the decollement be imaged, constraining the maximum magnitude of earthquake this fault can produce?”

Benefit to National Security Missions
The proposed research will enhance the capability of the Laboratory through unique expertise in imaging Earth structure. This expertise has applications to Nonproliferation R&D under Nuclear Nonproliferation, where accurate Earth models are needed to locate, identify and determine yield for seismic events of interest such as underground nuclear explosions. High-resolution Earth models are also required for characterization and monitoring within several other areas of LANL mission space including geothermal energy development (Applied Energy Programs Office) carbon sequestration (Fossil Energy, within the Office of Science Programs), and used fuel disposition and salt repository science (both within the office of Civilian Nuclear Programs).

Progress
This project had just started at the time of this report; therefore, there is no progress to date.

Future Work
I will simultaneously invert two different data types to derive the Earth’s 3D velocity structure beneath the Alaska subduction zone and the Kilauea volcano, Hawaii. Seismic data will come from local, regional, and national networks and deployments, while gravity data will come from US satellite missions as well as in-land measurements. The research paths will be as follows: (1) develop code for efficient and robust multi-parameter inversion, (2) gather and pre-process the different data types, and (3) perform multi-parameter inversion to produce a validated high resolution high accuracy 3-D velocity image of the Alaska subduction zone and the Kilauea volcano, Hawaii.

The first year, focus will be on code development and
the Kilauea volcano, Hawaii, where seismic and gravity data are readily available. The expansion of USArray seismic stations to Alaska in the coming year will allow seismic models to be significantly improved during the second year of this project.

**Conclusion**

The expected results from the research are: I. Development of the next-generation method for imaging the 3-D structure of the Earth and, II. A high-resolution high-accuracy 3-D velocity image of the crust and upper mantle beneath the Alaska subduction zone and the Kilauea volcano. I expect to submit two papers to high-impact journals, one for each of the regions of interest, and addressing the scientific questions stated in the abstract.
Abstract
In the last decade, photon Doppler velocimetry (PDV) has gained popularity as a primary diagnostic in experiments (explosive, shock physics, etc.) where velocities up to several kilometers per second need to be measured robustly and accurately. In PDV, a laser illuminates a region on the target surface, and the surface’s velocity along the laser beam axis at the region of illumination is measured. As with any method of coherent illumination, the backscatter from the surface contains bright and dark regions, which are commonly referred to as “speckle”.

Measured PDV data are routinely subject to dropouts (a loss of the signal) as a consequence of laser speckle. Thus, speckle has historically been viewed as nothing more than a hindrance, in the context of PDV data analysis. However, since the invention of the laser, various research efforts have sought to relate measured speckle dynamics to the dynamic response of the target surface. In this report, we summarize our progress in applying an understanding of speckle dynamics to PDV data analysis. Specifically, we demonstrated that speckle dynamics contain information about the surface dynamics, and when treated properly, they inform the PDV data analyst of the target surface’s motion perpendicular to the laser beam (a dimension of motion that is not available via traditional PDV velocity extraction). This contribution makes it possible for a single PDV probe to simultaneously measure motion along its beam axis (utilizing the frequency analyses that are typical for PDV) and perpendicular to its beam axis (utilizing speckle analyses). We characterized the relationships between the measurement probe’s focusing properties and the resulting speckle dynamics, and we demonstrated that previous models fail to describe the speckle dynamics that are experimentally observed when the target surface is near the probe’s focal plane (a condition that is practically guaranteed when PDV is fielded).

Background and Research Objectives
Speckle is the result of constructive and destructive interference between the reflections at neighboring surface features [1]. Therefore, speckle arises when a coherent source (e.g., a laser beam) illuminates a surface whose roughness is large compared to the illuminating wavelength (wavelengths of about 1550 nanometers are typical for PDV). The speckle pattern reflected by a particular region on a surface is a random-but-fixed property of that surface. Consequently, it seems logical that the dynamics of a changing speckle pattern may be related to some degree to the dynamics of the surface under illumination. Previous researchers developed theoretical formulations that relate speckle dynamics to surface motion, and they used these relationships to extract surface speeds of up to one meter per second from measured speckle dynamics [2]-[3]. Although this previous research provided a starting point for our project, the application of these results to PDV necessitated a few, key changes. Firstly, in comparison to these previously published results, PDV is used to measure velocities that are orders of magnitude faster (several kilometers per second, compared to one meter per second) with signal to noise ratios that are much lower. Secondly, these previous experimental setups employed one laser (whereas PDV requires heterodyning, or the mixing of two laser beams) and separated the transmission and measurement planes (PDV uses a single optical probe to transmit and measure the laser beam). Prior to the start of this research project, it was not obvious how these changes would affect the performance of any speckle velocimetry that we applied to PDV data.

Our first primary objective was to apply the previously developed speckle velocimetry tools to PDV, to determine whether or not qualitative relationships between surface speed and speckle dynamics could be observed. Since laser speckle occurs in PDV measurements, regardless of whether or not it is desirable, this objective sets out to exploit free information that is already present...
in the PDV data, without necessitating any hardware or system-level changes. Upon succeeding, our second primary objective was to quantify these relationships, so that actual surface speeds could be calculated from speckle dynamics, with some quantified degree of uncertainty. As part of this effort, we characterized the influence of probe selection (specifically, the focusing properties of the probe in use) on the resulting speckle dynamics, to determine whether or not there existed an ideal probe-type for making these measurements. We succeeded in achieving both of these primary objectives, as will be discussed in the next section of this report.

Note, that explosive tests often result in surface evolution (e.g., strain or fracture, in addition to surface translation), and to the best of our knowledge, no on has related the dynamics of a straining surface to the dynamics of the measured speckle pattern in a quantitative way. Once we succeeded in quantitatively relating speckle dynamics to surface motion using PDV, we set out to describe the relationships between speckle dynamics and the evolution of a straining surface. This follow-on objective, which was not part of the original project proposal, was partially addressed, but bringing it to completion would require additional sources of funding for experimental design and execution and for ongoing theoretical development.

**Scientific Approach and Accomplishments**

We succeeded in achieving our two primary objectives. We used simple, one-dimensional rigid-body translation experiments to relate surface velocities to speckle dynamics, as they are measured by a PDV system. In doing so, we were able to qualitatively and quantitatively validate previous models for speckle dynamics, as they apply to particular regions of the parameter space (e.g., far from the optical probe’s focal plane), for a PDV setup. This resulted in the first demonstration of an optical diagnostic, wherein a single measurement beam simultaneously measured the velocity of a surface along its beam and the speed of a surface perpendicular to its beam (these experiments and results are described in more detail in the following journal publication: Moro and Briggs Rev. Sci. Instrum. 2013). We performed a quantitative comparison of different signal features, in order to establish those features that offer the best performance in speckle velocimetry. We determined that the coherence time, a property that is calculated from the autocorrelation of the speckle data and describes the decorrelation of a speckle pattern with itself, outperforms other signal features in relating speckle dynamics to surface dynamics (this analysis is described in more detail in the following conference paper: Moro, Briggs, and Hull Proc. IEEE 2013). After demonstrating that this technique works in specific regions of the parameter space (specifically, far from the optical probe’s focal plane), we characterized the measured speckle dynamics as the surface moves through the focal plane of the probe in use (this is described in more detail in the following journal publication: Moro, Briggs, and Hull Appl. Opt. 2013). We demonstrated experimentally that the speckle coherence time, the signal feature that we selected for relating speckle dynamics to surface dynamics, is a nonlinear function of the surface’s position and is highly sensitive to changes in the surface position near the focal plane. This is a key finding, since PDV experiments are most often set up in such a way that the optical probes measure a surface as it moves through their respective focal planes.

We performed a suite of explosive tests to investigate the relationships between the strain behavior of evolving surfaces and the measured speckle dynamics. We demonstrated that the coherence time of the dynamic speckle has definite, repeatable structure that quantitatively relates to the straining surface, although this research is ongoing (these experiments and observations are described in more detail in the following test report: Moro, Briggs, and Hull Los Alamos National Laboratory Authors Database 2013).

**Impact on National Missions**

As stated in the Abstract, PDV has gained increasing popularity as a primary diagnostic in tests across the Department of Energy Complex. As testament to this fact, the development of multiplexed PDV (or MPDV) by researchers at National Security Technologies, LLC and Los Alamos and Lawrence Livermore National Laboratories were acknowledged with a prestigious R & D 100 Award in 2012. Given our success in achieving the stated objectives, and given the widespread interest in using PDV within the Departments of Energy and Defense, presentations on this research have been enthusiastically received in a variety of settings (internal, scientific conference, TCG, etc.). Our progress in characterizing and understanding speckle dynamics contributes to the overall understanding of what PDV measures and how it interacts with the target surface in complex ways. The speckle velocimetry tools we developed do not require any hardware or system-level changes to implement, and they may therefore be applied to the data sets generated by past, ongoing, or future experiments, to inform the analyst about the surface’s dynamic response. This additional information informs the simulations of these experiments, and allows us to better understand the dynamic response of materials under test.

Note, that we collaborated with the Fourteenth Los Alamos Dynamics Summer School (hosted annually by the Los Alamos National Laboratory’s National Security Education
Center), inviting a team of three undergraduate engineering students to work on research in support of this project for a two-month period. This collaboration resulted in a conference publication (Warren et al. Proc. IMAC 2014), and Will Warren, one of the undergraduate summer students, expressed interest in continuing to work on this project. In September 2013, we successfully converted Will to a Post-Baccalaureate position in WX-4, and he continues to perform research that is pertinent to this project.
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