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Conclusion

""Kernel only ran on one of the on-node GPUs

e Compiler choice can dramatically impact performance on the same architecture.

e OpenMP on the CPU is the most productive approach, requiring the least programmer effort for at least
a factor of 4 speed-up. It is also the most portable due to widespread compiler and hardware support.
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