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might first consider two or more linear, two-parameter calibrations over more restricted mass ranges. Such adjustment of the calibration function should be required information NDA at Los Alamos, the accuracy has more often been limited by in-homogeneity or of excessive particle size in the sample, and a single one-parameter linear calibration over the range required has nearly always been sufficient. The extent to which one may safely extrapolate even a linear calibration beyond its data points will usually depend on whether the extrapolation is toward lower or higher masses of the assay isotope than those contained in the standards. In gamma-ray NDA, the requirement to "span the range" is more burdensome and least necessary when the extrapolation is toward smaller assay masses than those contained in the standards. If the mass of the unknowns include levels that give low count rates, which result in poor precision in a normal assay interval, then the time required to count a standard of equivalent concentration to a precision justifying its inclusion in calibration data rapidly becomes inconveniently long. At low concentrations of the assay isotope, the self-attenuation is usually dominated by the matrix, even for the high-Z elements encountered in special nuclear materials, and so CFAT (usually changes very slowly over a wide range of low concentrations) the count rates are usually low so that CFRLR not only changes slowly but is small and accurately determined. As a result, one usually has high confidence in extrapolating from an assay isotope mass, which provides reasonable statistics in a reasonable time down to the lowest detectable levels. As an example, consider the assay of solution by the 185.7-keV gamma ray. For reasonably sized samples (25 mCi), a concentration of ~10 g/r 238U may well give a precision of ~0.5% in a 1000-s. A sample of 0.1 g/ 232U concentration would have nearly the same CFAT) and would give a precision of ~5% in a 1000-s assay, which might well be accepted for the research result at that concentration. However, it would take ~100 000 s to count a 0.1 g/ 235U standard to 0.5% precision, which one might well require if including it in the calibration. A count of time can be and has been wasted in counting very low level standards. The extrapolation to mass values higher than those in the standards is usually general be approached more cautiously, especially if the highest mass standard is at a level where both CFAT and CFRLR are changing rapidly or where the gross count rates are approaching the limits of the ability of the electronics to maintain adequate resolution and satisfactory full-energy peak shape. One should probably confirm the performance of the system at the highest masses and count rates with an approximately known source material of some sort even if no standard exists at the desired mass level. For example, if it has been confirmed that the system is able to accurately measure a transmission of 1% at a count rate of 50 000 s^{-1} with overall satisfactory performance of the electronics, then one would have reasonable confidence in assigning an unknown with 1% transmission at 50 000 s^{-1} even if the highest mass standard has an ~2% transmission and gives a gross rate of ~40 000 s^{-1}. If the entire expected range of assay isotope in the unknowns is such to give only modest count rates and small and slowly varying values of CFRL and CFAT, then one is safer in extrapolating upward over a greater fraction of the expected mass range. A major point being emphasized here, and in the whole report, is that even though one will always want several standards to calibrate a gamma-ray NDA system and to confirm the accuracy of the calibration, that number can be expected to be smaller than would be true if the requirements of chemical and physical similarity and of "spanning the mass range" were strictly observed. By way of final comment, the possession of an appropriate set of standards does not compensate for lack of knowledge of how to use them or for maladjusted or malfunctioning equipment, inappropriate assay geometries, incorrect expressions for the correction factors, or assay samples that do not adequately meet the requirements on uniformity and homogeneity. All the items are important factors in achieving accurate gamma-ray assays, and none can be safely neglected. When all the pertinent factors are properly addressed, including proper and efficient use of calibration standards, which is the subject of this report, gamma-ray NDA can provide economical, timely, and accurate assays for many classes of gamma-ray-emitting materials.

REFERENCES

I. INTRODUCTION
The proper use of calibration standards and the correction for the attenuation of the gamma rays within an assay sample by the sample itself are two important and closely related subjects in gamma-ray nondestructive assay. Much research relating to those subjects has been done in the Nuclear Safeguards Research and Development program at the Los Alamos National Laboratory since 1970. This report brings together most of the significant results of that research. Also discussed are the nature of appropriate calibration standards and the necessary conditions on the composition, size, and shape of the samples to allow accurate assays. Procedures for determining the correction for the sample self-attenuation are described at length including both general principles and several specific useful cases. The most useful concept is that knowing the linear attenuation coefficient of the sample (which can usually be determined) and the size and shape of the sample and its position relative to the detector permits the computation of the correction factor for the self-attenuation. A major objective of the report is to explain how the procedures for determining the self-attenuation correction factor can be applied so that calibration standards can be entirely appropriate without being particularly similar, either physically or chemically, to the items to be assayed. This permits minimization of the number of standards required to assay items with a wide range of size, shape, and chemical composition.
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ABSTRACT
The efficient use of appropriate calibration standards and the correction for the attenuation of the gamma rays within an assay sample by the sample itself are two important and closely related subjects in gamma-ray nondestructive assay. Much research relating to those subjects has been done in the Nuclear Safeguards Research and Development program at the Los Alamos National Laboratory since 1970. This report brings together most of the significant results of that research. Also discussed are the nature of appropriate calibration standards and the necessary conditions on the composition, size, and shape of the samples to allow accurate assays. Procedures for determining the correction for the sample self-attenuation are described at length including both general principles and several specific useful cases. The most useful concept is that knowing the linear attenuation coefficient of the sample (which can usually be determined) and the size and shape of the sample and its position relative to the detector permits the computation of the correction factor for the self-attenuation. A major objective of the report is to explain how the procedures for determining the self-attenuation correction factor can be applied so that calibration standards can be entirely appropriate without being particularly similar, either physically or chemically, to the items to be assayed. This permits minimization of the number of standards required to assay items with a wide range of size, shape, and chemical composition.

L. Raphael values for efficiencies and emission rates are usually readily available and serve a useful purpose in estimating counting rates and assay precisions when setting up an appropriate assay geometry. However, they are not usually good enough to create a calibration that will produce accurate assays.
for both the calibration standards and the unknown samples to be assayed.

In the early days of gamma-ray assay for safeguards purposes (particularly in SNAP), the problems of detector response per unit activity and of sample self-attenuation were often addressed by the use of "repre- sentative standards" of the same chemical and physical similarity to the samples being assayed. Such a procedure was probably wise considering the rudimentary state of NDA equipment and the general lack of careful analysis of the many assay problems. However, both equipment and the analysis of the problems have improved greatly so that, for gamma-ray assay at least, the requirement for physical and chemical similarity between standards and unknowns can be greatly relaxed. Unfortunately, the most authoritative currently available guideline for calibrating NDA systems (ANSI N115.20-1975) was written about 1974, before it was realized how nearly unnecessary the representative standard is for gamma-ray assay. As a result, that document rather firmly insists that for all NDA methods a calibration standard is "an item physically and chemically similar to the items to be assayed," a restriction no longer necessary for gamma-ray assay.

ANSI N115.20-1975 also insists that calibration standards "must be chosen so that their contained masses of the nuclides of interest span the mass range expected for the items to be assayed." However, this restriction too can now be considerably relaxed, again because of advancements in both equipment and the physical analysis of assay problems. If both these restrictions were strictly interpreted, many standards would be needed because of the many classes of materials for which NDA measurements are wanted and the numerous types of containers used for those measurements. This report is to explain procedures whereby calibration standards for gamma-ray assay can be entirely appropriate without being particularly similar, either physically or chemically, to the items to be assayed. The obvious advantage is that relatively few standards can usually be used to calibrate gamma-ray assay systems for the accurate assay of items covering a wide range of size, shape, chemical composition, and mass of the nuclides to be assayed with large consequent savings of time, material, effort, and effort, though recognized and applied in several facilities, will be described primarily as they have developed in the Nuclear Safeguards Research and Development program at the Los Alamos National Laboratory. Several staff members have contributed significantly to that development. The procedures to be described and their applications are documented as they developed in many reports and papers. An effort will be made to give a sufficiently

comprehensive treatment that it alone will be useful to NDA practitioners.

Most of the examples considered concern the assay of isotopes of uranium and plutonium in various chemical forms and sample shapes. There are two reasons for that emphasis. First, the Nuclear Safeguards Research and Development program is primarily concerned with NDA of those elements. Second, because of the relatively high gamma-ray mass attenuation coefficients of the high-Z elements, they represent the most difficult problems for gamma-ray NDA methods. The procedures to be described are equally applicable to the NDA of any gamma-ray-emitting isotopes.

II. PROCEDURES

A. Preliminary Remarks

The procedures and methods described herein are most clearly and usefully applied with high-resolution gamma-ray detectors. Germanium detectors are most frequently employed for high-accuracy assays using photon energies greater than about 50 keV, and silicon detectors are most frequently used for applications employing photons of energies less than about 50 keV. The methods and correction factors may be used for assays on low-resolution detectors such as NaI(Tl) scintillators, but additional care must be exercised to avoid unnecessary error, and the ultimate accuracy will not be as good. The reason for the preference for high-resolution detectors lies partially in the effects of small-angle Compton scattering, partially in the difficulties of background subtraction, and partially in the contributions caused by overlapping peaks in complex spectra. With NaI(Tl) detectors, for example, whose full-energy peaks are 10-20 times as wide for a given energy as those of germanium detectors, a significant fraction of emitted photons can suffer a small-angle Compton scattering, lose a few kilovolts of energy, and still be counted in the full-energy peak. This condition makes it difficult to compute the fraction of photons emitted by a sample that will undergo interactions, which will give pulses that are smaller than the full-energy peaks. It is also more difficult with low-resolution detectors to estimate the magnitude of the Compton background continuum, which is subtracted from under the full-energy peaks. Finally, it is much easier to extract the information from a spectrum when the full-energy peaks (which carry the necessary information) do not overlap, and clearly the possibility of overlap is much less for a high-resolution detector. All three of these problems are 10-20 times less

Note that although o(TCR) is the assay precision and is therefore what is usually required, o(CFAT) alone is also sometimes of interest. The expression for o(CFAT) will also be simpler than the one for o(TCR). If no full-energy peak areas are common to the expressions for FEIR and CFAT, then

\[ o(TCR) = \sqrt{\sigma_i^2 (FEIR) + \sigma_j^2 (CFAT)} \]

(80)

where \( \sigma_i(x) = \sigma_i(x)/x \), so that the expression for o(CFAT) becomes explicitly part of the expression for o(TCR). If there are peak areas common to the expressions for FEIR and CFAT, the separation in Eq. (80) does not exist, and the expression for TCR must be written as an explicit function of the peak areas concerned. The expression for o(TCR) must be derived from this new function according to procedures described in the references, and the expression for o(CFAT) generally will not be a recognizable part of it. Such expressions for precision will frequently be very complex, but considerable simplification can usually be achieved by judicious approximations in setting up the original expression for TCR and by dropping from the final precision expression terms that make insignificant contributions. The effort to make such simplifications is worthwhile in terms of both reduced computation time and more meaningful understanding of the main sources of imprecision in a particular assay procedure.

V. REVIEW OF FACTORS GOVERNING THE NUMBER OF STANDARDS USED

It is stated in the introduction that the objective of this report is to explain procedures whereby calibration standards can be appropriate without being particularly similar, either physically or chemically, to the items being assayed. Indeed, the bulk of all the preceding material has been devoted to that goal. The current chapter examines the range of the masses of the isotopes of interest in the standards used for a given NDA procedure span the expected range in the unknowns to be assayed can also be considerably reduced. Although detection limits for optimum levels for the forgoing sections, no explicit discussion has been given of how far and how safely a calibration may be extrapolated beyond the range of masses in the standards used. It is appropriate to end this report with a brief discussion of those matters. The insistence that the standards span the range of expected masses to be assayed seems rooted in the expectation that a calibration function will be fitted to a plot of assay system response. When gamma-ray NDA systems are considered, that response might be assumed to be the RR of Eq. (2) or the FEIR of Eq. (3). Such plots will almost inevitably be quite nonlinear, and extrapolation of a fitted nonlinear function beyond the data points to which it is fitted is not particularly safe. However, as explained above, if the multiplicative correction for a (CFAT) is derived from a calibration and corrected, a total corrected rate is obtained: TCR = RR×CFIR×CFAT. This is the data acquisition that should be observed rather than the total and estimated losses and if the sample were changing to a specific nonattenuating simple shape. If the CFAT for all samples assayed are computed with respect to the same specified simple shape, one arrives at Eq. (2); TCR = K×M, where M is the mass of isotope being assayed and K is the calibration constant. The important point is that the correction function for the calibration factor with TCR = 0 when M = 0 and is thus determined by one parameter. K. Extrapolation with such functions is far less hazardous than with the nonlinear calibration functions generally assumed in the past, and hence most of the logical force is taken from the requirement to have the mass range of the standards span that of the unknowns.

With Eq. (2) as a calibration function, one can in principle determine K, the calibration constant, with a single standard. However, in practice, it is wise to use one or several standard, spanning a reasonable range of mass of the assay isotope, and perhaps with variations in other parameters such as matrix density and composition or sample size. The object in using several standards is obviously to confirm that CFIRL and CFAT are being correctly determined so that TCR = K×M is independent of variations in M, chemical composition, shape, and so forth. It must be emphasized that if some unknown activity is detected, it is not always possible to correct the problem(s), whether in equipment or in computation of CFIRL or CFAT, so that the calibration is linear, rather than to proceed immediately to some terms to the calibration equation. To prematurely start modifying the calibration equation often simply dis- guises the effects of poorly set up equipment, incorrect algorithms for CFIRL and CFAT, improper normalization, or even of outright ignorance of proper procedures and methods. After the equipment is func- tioning at its design levels for optimum levels for the forgoing sections, no explicit discussion has been given of how far and how safely a calibration may be extrapolated beyond the range of masses in the standards used. It is appropriate to end this report with a brief discussion of those matters.

The insistence that the standards span the range of expected masses to be assayed seems rooted in the expectation that a calibration function will be fitted to a plot of assay system response. When gamma-ray NDA systems are considered, that response might be assumed to be the RR of Eq. (2) or the FEIR of Eq. (3). Such plots will almost inevitably be quite nonlinear, and extrapolation of a fitted nonlinear function beyond the data points to which it is fitted is not particularly safe. However, as explained above, if the multiplicative correction for a (CFAT) is derived from a calibration and corrected, a total corrected rate is obtained: TCR = RR×CFIR×CFAT. This is the data acquisition that should be observed rather than the total and estimated losses and if the sample were changing to a specific nonattenuating simple shape. If the CFAT for all samples assayed are computed with respect to the same specified simple shape, one arrives at Eq. (2): TCR = K×M, where M is the mass of isotope being assayed and K is the calibration constant. The important point is that the correction function for the calibration factor with TCR = 0 when M = 0 and is thus determined by one parameter. K. Extrapolation with such functions is far less hazardous than with the nonlinear calibration functions generally assumed in the past, and hence most of the logical force is taken from the requirement to have the mass range of the standards span that of the unknowns. With Eq. (2) as a calibration function, one can in principle determine K, the calibration constant, with a single standard. However, in practice, it is wise to use one or several standard, spanning a reasonable range of mass of the assay isotope, and perhaps with variations in other parameters such as matrix density and composition or sample size. The object in using several standards is obviously to confirm that CFIRL and CFAT are being correctly determined so that TCR = K×M is independent of variations in M, chemical composition, shape, and so forth. It must be emphasized that if some unknown activity is detected, it is not always possible to correct the problem(s), whether in equipment or in computation of CFIRL or CFAT, so that the calibration is linear, rather than to proceed immediately to some terms to the calibration equation. To prematurely start modifying the calibration equation often simply dis- guises the effects of poorly set up equipment, incorrect algorithms for CFIRL and CFAT, improper normalization, or even of outright ignorance of proper procedures and methods. After the equipment is func-
of the correction factor for the rate-related losses resulting from deadtime and pileup, CF(RL), is not the subject of this report, it is clear that a wide range of assay isotopes are analyzed and a wide range of count rates, which in turn implies large variations in CF(RL) and the consequent necessity for carefully determining it. One might ask, considering the difficulty in computing a CF(A) as a function of T that is correct over a wide range of T, why standards should not be used to determine a variable correction constant as a function of T or perhaps of the gross count rate if that seems to be causing most of the problem. Indeed that can be done, but preferably only as a fine tuning of a system calibration. Remember that by so doing we are, as it were, sweeping under the rug the things we do not understand about the physics of the assay arrangement or are perhaps incorporating a maladjustment of the equipment into the system calibration. Surely all efforts should first be made to understand the physics, to have functions for CF(A) and CF(RL) that are as correct as possible, and to make sure the equipment is working correctly before attempting to calibrate away the residual systematic errors.

7. Considerations of the Precision of CF(A) and of TCR. It is easier to determine gamma-ray NDA (indeed, most forms of NDA) to be able to estimate the precision of the assay. Precision as used here means essentially just the accuracy, and the precision of the NDA result may be very precise but nevertheless very inaccurate. This is only a reminder that precision is not a guarantee of accuracy. Nevertheless it is still important in gamma-ray NDA to have a reasonable estimate of precision because it puts a minimum bound on the uncertainty that must be assigned to a measurement and allows the verification of subsequent measurements to be understood.

In a properly operating gamma-ray NDA system using modern electronics, the precision will be almost totally a function of the random nature of the emission of the gamma rays being counted. The influence of electronic fluctuations and drifts in the equipment should almost completely overshadow the precision of the NDA results at a level of about 0.1%. The dominant statistical component of the precision of the assays can usually be estimated from the full-energy peak areas that were the data input for the assay result and from their precisions. The overall precision, including any contribution from the equipment, is estimated from replicate assays, and this overall precision compared with that estimated from peak areas and their precisions usually forms the basis for evaluating the stability of the assay system, both electronically and mechanically.

Herein the concern is only with the statistical precision of the assay and primarily with the influence of the precision of CF(A) on the precision of the final assay results. As formulated in this report, the assay results—the computed mass of the isotope being measured—is proportional to the total corrected rate TCR, which is given (see Eq. 4) as

$$ TCR = FEIR \cdot CF(A), $$

where FEIR is as usual, the full-energy interaction rate. Letting $\Delta TCR$ indicate the error in the standard deviation of the indicated quantity, $\delta TCR$ must be found for the assays. We will not describe the procedures used to derive the expressions for $\delta TCR$, $\delta FEIR$, or the $\{\delta\{CF(A)\}\}$, which are covered in detail in many papers, reports, and texts (two relatively simple sources are Refs. 16 and 17). The intent here is only to emphasize a few points relative to obtaining a reasonable expression for estimating $\delta TCR$.

The first point is that if TCR can be written as an analytic function of the peak areas that went into computing it, then an expression for $\delta TCR$ can usually be derived in terms of those peak areas and their precisions. However, when CF(A) is found by the numeric procedures described above, for the sake of reducing bias and thus improving accuracy, TCR is not computed from an analytic function and the question of how to compute $\delta TCR$ remains. A useful approach to the problem, and the point most emphasized in this section, is to use an approximate expression for CF(A) in formulating the expression for TCR from which the expression for $\delta TCR$ is derived. If used in computing TCR, the approximate form for CF(A) is often not sufficiently accurate (that is why the numeric integration procedures are used in the first place), but if chosen reasonably well, they usually provide an adequate representation of the corresponding integral. As is shown in Sec. IV.C, a one-dimensional model was used to obtain by numeric integration values of CF(A) for the assay of cylindrical samples (the sample model of a cylinder face by a germanium detector. It is likely that for deriving an expression for $\delta TCR$, one could use CF(A) = $-\ln(T)' / (T)'$, where $T$ is the transmission through the face of the cylindrical sample. If that is not satisfactory, the modified form $CF(A) = -\ln(T)' (1 - T)'$ with 0.5 < $T$ < 0.9 would almost certainly be adequate. The proper value of $T$ would be chosen by comparison with precisions computed from replicate assays. By using the procedure just described, one can have the accuracy provided by numeric integration of a more accurate model for CF(A) and still have good estimates of $\delta TCR$. Most modern assay systems have enough computational power to do the extra computation with modest extra execution time.

B. General Description of Assay Procedure

If the raw data acquisition rate is multiplied by appropriate correction factors for both the rate-related electronic losses and for the sample self-attenuation, we may write

$$ TCR = RR \cdot CF(RL) \cdot CF(A), $$

where

$$ TCR = total \ corrected \ rate, $$

$$ RR = raw \ rate \ of \ data \ acquisition, $$

$$ CF(RL) = correction \ factor \ for \ rate-related \ electronic \ losses, $$

$$ CF(A) = correction \ factor \ for \ self-attenuation \ in \ sample. $$

If the correction factors are properly defined and computed, TCR is the data acquisition rate that would have been observed if there were no electronic losses and if the sample were changed to a simpler shape (such as a point or line) with the same gamma-ray emission but no self-attenuation. Thus computed, TCR is proportional to the mass of the isotope emitting the gamma ray of interest. We can then write

$$ TCR = k \cdot M, $$

where $M$ is the mass of the isotope being assayed and $k$ is a calibration constant. The calibration constant $k$ is determined by use of appropriate standards and includes the effects of detector efficiency, subtended solid angles, and gamma-ray emission rates. The CF(A) are determined so that the TCR for both unknown and standard are those that would have been observed if they had the same nonattenuating spatial configuration. The above, in essence, constitutes this general approach to passive gamma-ray assay. Let us list the individual steps explicitly:

1. Measure the raw data acquisition rate.
2. Determine the correction for electronic losses.
3. Determine the correction for gamma-ray self-attenuation.
4. Compute the total corrected rate, which is proportional to the mass of the isotope being assayed.
5. Determine the constant of proportionality, the calibration constant, by use of appropriate physical standards, making sure that the TCR for both standards and unknowns represents the same nonattenuating geometrical shape in the same position with respect to the detector.
It is clear that three quantities must be determined for both standards and unknowns: RR, CF(RL), and CF(AT). The accuracy of an assay depends on the accuracy of each of the three factors that multiply together to give TCR. Both RR and CF(RL) are relatively easy to determine accurately and will be discussed only briefly. The determination of CF(AT) is by far the most difficult and is the principal subject of this report.

C. Brief Discussion of Data Acquisition Rate, Deadtime, and Pileup

1. Determination of the Raw Data Acquisition Rate. Assuming that the experimental data are acquired by means of a high-resolution detector and a multichannel analyzer, we find the basic information is the areas A of the full-energy spectral peaks of the gamma rays of interest and their statistical uncertainties of A. The full-energy peak area A divided by the true time of acquisition TT yields the raw data acquisition rate RR.

Methods for extracting the full-energy peak areas from the spectra fall generally into two categories. The first category, applicable mainly to well-resolved peaks suffering no interference from nearby peaks, uses the known sums in regions of interest (ROI) relating to the peaks. Usually, a single ROI brackets the peak, and one is assigned on each side of the peak to establish the correction that must be made to the peak ROI sum to compensate for the underlying Compton continuum. Such ROI schemes are quite simple, and it is straightforward to obtain the statistical uncertainty of the extracted areas. Though the scheme is simple in concept, careful attention must be given to the placing and the widths of the ROIs if accurate and consistent areas are to be obtained. References 2 and 3 give specific formulas that can be applied in using the ROI area scheme.

The second category of methods fits analytical functions to the full-energy peaks or groups of peaks. Such methods range from relatively simple ones that fit a single Gaussian curve to a single well-resolved peak to very complex ones that fit a three- or four-component peak function to overlapping multiplets of several peaks. The complexity of the spectra expected in a given application will usually govern the choice of method to obtain the peak areas.

All methods for peak area determination work better on high-quality spectra, those without distortion caused by poor-quality detectors, poor-quality or improperly adjusted equipment, or excessive count rates. Knoll's book is probably the most useful single-volume source of information on detectors, signal-processing electronics, and data analysis methods now available (1983), and it contains many references to more specialized works. Adams and Damas is also a good though older single-volume reference work on many aspects of gamma-ray spectrometry. For information on the capabilities of the latest detectors and data acquisition equipment and for proper operation procedures, manufacturers' literature should be consulted.

High-quality spectra and appropriate peak area extraction methods consistently and carefully applied are important to accurate gamma-ray assays. Systematic errors of several percent can easily creep in through sloppy data acquisition or careless peak area extraction methods. In general, greater errors can arise through using incorrect procedures or algorithms in the computation of the required correction factors from those peak areas.

2. The Correction for Deadtime and Pileup. The corrections for data loss because of pileup and deadtime can be very significant. At high count rates in a high-resolution detector, most of the potential information in a spectrum may be lost to those causes, requiring corrections as great as several hundred percent. Thus, under some conditions the ratio-related electronics losses may be as great as or greater than those caused by sample self-attenuation. The point here is that these electronics losses cannot be neglected if accurate, unbiased assays are desired. There are currently three types of methods for making the necessary corrections. All the methods assume that all spectral full-energy peaks suffer the same fraction of loss because of deadtime and pileup.

First, there are the purely electronic methods, most of them based on fast timing circuitry that detects piled-up events and extends the counting time sufficiently to correct for the combined effects of both pileup and deadtime. Such systems suffer limitations in the finite resolving time of germanium detectors (usually >0.3 μs) and in the first-order procedure normally used in extending the counting time. Generally, they are not adequate for use in assay systems where high accuracy is desired over a broad range of count rates. Recent work, particularly by Westphal, seems to remove the limitations and may offer the required accuracy at the price of a more complex data acquisition system. Additionally, if work must be done under conditions of both changing rates and spectral shape, methods such as Westphal's are the only ones with the required capability.

A second commonly used procedure employs pulsed injectors to inject into the spectrum a peak that suffers nearly the same fraction of losses as do the gamma-ray peaks. Correction is made by comparing the number of pulses injected with the number appearing in the pulse peak. There are numerous implementations of the pulse method, some employing ordinary fixed-period pulsers, some using random pulsers, and some using pulsers in

\[ \text{TT} = \frac{RR*CF(T_d)}{K^2} \]

whereas the correct result should be

\[ K = \frac{RR*CF(T_d)}{M} \]

The TCR for the unknown will also be incorrectly determined as

\[ \text{TCR}_U = \frac{RR*CF(T_d)}{M} \]

whereas it should be

\[ \text{TCR}_U = \frac{RR*CF(T_d)}{M} \]

where from Eq. (1), ignoring CF(RL),

\[ \text{TCR} = \frac{RR*CF(T_d)}{K^2} \]

and

\[ K = \frac{TCR}{M} \]

As indicated in Fig. 18, we assume that the ratio of CFT to CF(T) is a well-behaved function of T:

\[ \frac{CFT}{CF(T)} = \frac{CFT}{CF(T)} \]

Using the incorrect function for the CF(AT), we would determine an incorrect calibration constant as

\[ K' = \frac{RR*CF(T_d)}{M} \]

whereas the correct result should be

\[ K = \frac{RR*CF(T_d)}{M} \]

The TCR for the unknown will also be incorrectly determined as

\[ \text{TCR}_U = \frac{RR*CF(T_d)}{M} \]

whereas it should be

\[ \text{TCR}_U = \frac{RR*CF(T_d)}{M} \]

Then the incorrect assay value will be determined as

\[ \text{CFT}' = \frac{TCR'}{K'^2} \]

whereas the correct answer is given by

\[ \text{CFT} = \frac{TCR}{K^2} \]

As indicated in Fig. 18, we assume that the ratio of CFT to CF(T) is a well-behaved function of T:

\[ \frac{CFT}{CF(T)} = \frac{CFT}{CF(T)} \]

The ratio of the two results then becomes

\[ \frac{CFT'}{CFT} = \frac{CFT}{CF(T)} \]

It is now seen that the ratio of false to true results does not depend directly on the absolute error in CFT but only on a ratio of ratios, namely, the ratio of CFT' to CFT at T1, divided by the ratio of CFT to CF at T1. If this ratio of ratios is ~1.00 over the range of T among both standards and unknowns, the assays will be correct in spite of any absolute error in CFT.(AT).

This result demonstrates and emphasizes that it is easier to correctly calibrate an assay system for a narrow range of transmission (which usually also implies a narrow range of concentration of the assay isotope) than for a broad range. It also emphasizes why great care must be used in modeling the assay geometry and computing CF(AT) if high accuracy is required over a wide range of concentrations. Although determination
the work of setting up a model and doing numeric integrations for CF(A1T) is wasteful. On the other hand, if the samples are solutions, which by definition meet the assumptions on uniformity, careful modeling and computation can result in assay results with accuracies <1%, and the effort is fully justified.

6. The Effects of Absolute and Relative Error in CF(A1T). Throughout this report it is assumed that gamma-ray assay systems will be calibrated by use of suitable physical standards containing known amounts of the isotope being assayed. It is also assumed that CF(A1T) will have to be determined for both the unknowns and the standards. Generally, the CF(A1T) will be mainly a function of the measured transmission T with some influence from the geometrical parameters, which may not be the same for both unknowns and standards.

The consequences of using a function for CF(A1T), which is incorrect to some degree, should be investigated because of the important influence the accuracy of CF(A1T) has on the accuracy of the final assay results. To do so, consider a situation as indicated in Fig. 18 in which a true and a false CF(A1T) function are shown as functions of T, along with indication of different transmissions for the unknown and standard. Let the following notation be adopted for this demonstration:

- **T** = transmission,
- **CF(A1T)** = CF(A1T) as a function of T,
- **RR** = raw rate for assay gamma ray,
- **TCR** = total corrected rate for assay gamma ray,
- **K** = calibration constant,
- **G** = mass of assay isotope in unknown, and
- **M** = known mass of assay isotope in standard.

The procedures and devices are not the subject of this report. However, those doing high-resolution gamma-ray assays must become as familiar and skillful with them as with the corrections for sample self-attenuation. A short conceptual definition of CF(RRL) will be given, however, to show how it applies in Eq. (1). For any given sample to detector configuration, there will be a fixed rate of FEIRs in the detector for each gamma ray. Some fraction of the FEIRs will be included in the full-energy spectral peaks, most of the rest being lost to the combined effects of deadtime and pileup. The correction factor for CF(RRL) is determined so that the FEIRs are given by

\[
\text{FEIR} = \frac{\text{RR}}{\text{CF(RRL)}}.
\]

A small and variable fraction of full-energy events will fall to be recorded in the spectral full-energy peaks because of incomplete charge collection in the detector crystal. The magnitude of the problem can vary from negligible to significant depending on the quality of the detector.

Thus, Eq. (1) could be written also as

\[
\text{T}_{\text{CR}} = \text{FEIR} \cdot \text{CF(A1T)}.
\]

Finally, remember that in high-quality spectra, assuming a constant spectral shape, the fraction of loss from the combined effects of pileup and deadtime is very nearly the same for all the full-energy peaks in the spectrum, and that this fact is the basis for all of the useful correction procedures now employed.

D. General Discussion of CF(A1T)

1. Necessary Assumptions for Determination of CF(A1T). Of the quantities that enter into a gamma-ray assay, the correction for the loss of information because of sample self-attenuation is generally the most difficult to determine accurately. In fact, in many situations it is impossible to determine the correction with any degree of accuracy at all, and in others the obtainable correction will be of limited value. Because of this, a discussion of the conditions for which accurate assays are and are not possible is given here.

In determining CF(A1T), the basic question is, what fraction of the gamma rays of interest that are emitted by a sample in directions such that they could reach the detector in the absence of absorption or scattering actually do reach the detector? If for a given energy the sample material can be characterized for sufficiently small volume elements by a single linear attenuation coefficient \(\mu\), the fraction of gamma rays of that energy escaping unmodified from the sample can, in general, be computed and the desired correction thereby obtained. Knowing or determining the sample \(\mu\) is the key to determining CF(A1T). It is usually also necessary to require that the individual particles of the gamma-ray-emitting compound are so small that the self-attenuation within the individual particles is negligible (usually <1%). This is particularly true when the sample is a mixture of a high-Z, high-density gamma-ray emitter (such as plutonium, uranium, and thorium) and a low-Z, low-density matrix (such as paper, rays, water, and acids). This requirement is necessary because though many fine-grained mixtures (<100 \(\mu\)m) may have a well-defined small \(\mu\) for samples a few centimeters thick that correctly accounts for the attenuation of the gamma rays after they emerge from their parent particles, \(\mu\) does not account for much of the attenuation within the parent particles.

* It will be assumed that the reader is familiar with the definitions of gamma-ray attenuation coefficients and with the basic laws governing their use in calculating gamma-ray attenuation in chemical compounds. References 4, 5, and 7 provide adequate background material for those needing it.
Much study and experimental work have been devoted to defining conditions for which accurate assays are possible. The following two assumptions seem adequate to permit accurate gamma-ray assays when applied to the whole sample or a definable segment of it.

1. The mixture of gamma-ray-emitting material to be assayed and matrix material—everything but the assay material—is reasonably uniform and homogeneous in composition and of constant density.

2. The particles of gamma-ray-emitting compounds are small enough to make the self-attenuation within the individual particles negligible for the given assay situation and required accuracy.

These required assumptions will guarantee that the linear attenuation coefficient is single valued on a sufficiently microscopic scale that one can use it accurately to compute the necessary fraction of escaping gamma rays. They may seem quite restrictive and indeed do eliminate many heterogeneous, nonuniform samples from any hope of accurate gamma-ray assay. However, in other ways these assumptions are not restrictive. Most important, there are no restrictions at all on the chemical composition of the sample. All that is required is that a sample of the sample can be computed or measured. Because of this, unknown samples to be assayed need not have the same or even similar chemical compositions as the calibration standards. Note also that there are no basic assumptions about the size and shape of standards, though there are limitations. Standards and unknowns may also vary considerably in size and shape as will be discussed in detail below.

It is emphasized that the two assumptions given above concern only the material to be assayed. Even when the sample material itself meets those assumptions, an accurate assay may not be possible because of limitations and conditions on the density, size, and shape of the sample and the material, thickness, and shape of the sample container. Those conditions address such things as the necessity of the escape of enough gamma rays from the sample and of having a sample shape simple enough to permit a reasonably straightforward computation of the CF(AT). More comment will be made on such conditions at appropriate places in this report.

The assumption of "reasonable uniformity" is admittedly vague and is difficult to define precisely. What constitutes reasonable uniformity will depend on the energy of the gamma rays being employed, the chemical composition of the sample, and the accuracy required. Some sample types will almost always adequately satisfy the assumptions and some will almost never do so. In frequent cases what is known of the nature and composition of a class of material must be carefully considered and some computational work must be done to decide whether the material is reasonably uniform for purposes of the desired assay.

It must be emphasized that it is the mass attenuation coefficient $\mu$ of the elements that form the compounds, and restrictions on the size, shape, and density of samples that can be successfully assayed by gamma-ray methods. Those in charge of gamma-ray NDA measurements should be thoroughly familiar with the general trends, magnitudes, and dependencies of the mass attenuation coefficients as functions of atomic number and gamma-ray energy, and because of that importance, a few significant properties will be discussed here. The linear and mass coefficients are related by $\mu = \rho \cdot \mu_p$, where $\rho$ is the actual spatial density of the elements in the sample. The mass coefficients are more fundamental than the linear ones because they are independent of the actual spatial density and state of the elements in physical compounds and mixtures.

Figure 1 shows mass attenuation coefficients vs energy for selected elements ranging from hydrogen ($Z = 1$) to plutonium ($Z = 94$). Qualitatively, the information in the graph defines nearly all the possibilities and limitations of passive gamma-ray NDA. Several important features should be noted. Between 1 and 3 MeV, the CF(AT) has in general an approximate log (T) dependence (see Fig. 3), it is reasonable to fit to a set of values a function of the form

$$\text{CF}(AT) = A + B \log (T) + C \log (T)^2.$$  \hspace{1cm} (66)

The assay system computer, whatever its capability may be, then need only store the constants A, B, and C for each set of CF(AT) to be fit. Experience has shown that this scheme works very well over quite wide ranges of T. For example, in a typical segmented scanning situation, A, B, and C can be determined to give values of CF(AT) correct to $\pm 0.3\%$ for $0.008 \leq T \leq 0.30$.

A particularly simple scheme, especially useful when the greatest accuracy is not required, is based on the far-field form for the CF(AT) for a slab, $\frac{-\ln (T)}{1 - T}$. Observing that a circle is not after all so very different from a square and remembering that the CF(AT) for a thin cylindrical sample is a little less than that for a thin square sample whose side is the same as the cylinder diameter (see Fig. 3), one is led to try

$$\text{CF}(AT) \approx \frac{-\ln (T)}{1 - T}.$$  \hspace{1cm} (67)

Figure 16 gives the fractional deviation of $-\ln (T)$ from the correct far-field values for a cylinder (Eq. [13]) as a function of transmission for various values of $k$. Figure 17 is similar, but the comparison is for a near-field assay of a cylindrical sample where (D/R) = 5/1 (distance from center of sample to detector five times sample radius). In Figure 16, $k = 0.82$ gives CF(AT) correct within $\pm 1\%$ for $0.01 \leq T \leq 1.0$, and in Fig. 17, $k = 0.75$ gives CF(AT) correct within $\pm 3\%$ for $0.01 \leq T \leq 1.0$. However, as will be pointed out in the next section, the choice of $k$ that gives the smallest overall absolute error for CF(AT) may not be the best choice for assays in a particular range of T.

As a final example of an approximate function for CF(AT), the simplest and crudest of all, consider the function

$$\text{CF}(AT) \approx \frac{-\ln (T)}{1 - T}.$$  \hspace{1cm} (68)

For $T > 0.2$, this function gives values $\leq 10\%$ greater than $-\ln (T)/(1 - T)$ (Table II). As crude as it is relative to other functions, $1/\sqrt{T}$ is useful for rough work, particularly with low-resolution detectors. Notice that $1/\sqrt{T}$ implies that all the gamma rays are emitted at the center of the sample.

The major point of this discussion is that various interpolation procedures and approximate functions for CF(AT) are available. Just what is done will depend on the accuracy desired or possible for a given class of materials to be assayed. If, for example, the problem is a field measurement of a heterogeneous drum containing $^{239}$U, the accuracy will probably be determined far more by the degree of homogeneity of the sample material than by the function used for CF(AT). In such a case, where $\pm 2\%$ accuracy may be all that can be hoped for,
\[ S_3 = 4 \sum_{i=1}^{K} \sum_{j=1}^{K} \sum_{k=1}^{K} \frac{F \exp\left[i (\omega_1 - k)^2 \right]}{\lambda^2} \]  
\[ \text{(58)} \]

which is proportional to the count rate from an attenuating cylindrical sample with its attenuating container;

\[ S_3 = 4 \sum_{i=1}^{K} \sum_{j=1}^{K} \sum_{k=1}^{K} \frac{F \exp\left[i (\omega_1 - k)^2 \right]}{\lambda^2} \]  
\[ \text{(59)} \]

which is proportional to the count rate from a nonattenuating cylindrical sample and its attenuating container; and

\[ S_5 = 2 \sum_{i=1}^{K} \sum_{j=1}^{K} \sum_{k=1}^{K} \frac{F \exp\left[i (\omega_1 - k)^2 \right]}{\lambda^2} \]  
\[ \text{(60)} \]

which is proportional to the count rate from a nonattenuating line source.

The factors 4 and 2 in the sums normalize so that each sum represents the count rate from the whole sample. Remember that \( F = 0.5 \) for a portion of the volume of summation, a cylinder whose height is equal to twice the maximum z for which any fraction of the detector is seen from the cylindrical sample. Also, at the extremes of the line source, the detector cannot be seen at all. Any values of that are negative when computed with the expressions above should be set to zero.

With the sums as given above, the expressions for the five correction-factor definitions previously listed are

\[ \text{CF1} = \frac{S_1}{S_2} \]  
\[ \text{(61)} \]

the CFAT(1) for an attenuating cylindrical sample with respect to a nonattenuating cylindrical sample;

\[ \text{CF2} = \frac{S_5}{S_2} \]  
\[ \text{(62)} \]

the CFAT(2) for an attenuating cylindrical sample with respect to a nonattenuating line sample;

\[ \text{CF3} = \frac{S_1}{S_3} \]  
\[ \text{(63)} \]

the CFAT(3) for an attenuating cylindrical sample and container with respect to a nonattenuating cylindrical sample;

\[ \text{CF4} = \frac{S_4}{S_3} \]  
\[ \text{(64)} \]

the CFAT(4) for an attenuating cylindrical sample and container with respect to a nonattenuating cylindrical sample and its attenuating container; and

\[ \text{CF5} = \frac{S_5}{S_3} \]  
\[ \text{(65)} \]

the CFAT(5) for an attenuating cylindrical sample in an attenuating container with respect to a nonattenuating line sample.

5. Approximate Forms and Interpolation. In general, the most accurate way to compute CFAT(1) for reasonable

\[ \text{accuracy} \quad \text{geometries} \quad \text{is by} \quad \text{using} \quad \text{a relatively simple mathematical model and numeric \emph{interpolation} as discussed above. However, as also explained before, because of the often lengthy} \quad \text{execution times to compute CFAT(1) by those procedures, it is often desirable} \quad \text{a given} \quad \text{attenuation} \quad \text{system} \quad \text{computer} \quad \text{must be given a table of CFAT(1) values} \quad \text{and an interpolation code. The scheme is quite adequate if sufficient computer capability is available and relatively few kinds of samples are to be assayed so that only a limited number of tables need to be provided.}

\[ \mu \]  
\[ \text{for all elements are equal within about } \pm 2.0\% \text{, and the average value is } -0.05 \text{ cm}^{-1} \text{g}^{-1}. \text{In this energy range, Compton scattering is the dominant attenuation process. If all the isotopes of interest had an} \]  
\[ \text{adequately intense gamma ray in this range, gamma-ray assay would be much easier. Unfortunately, very few are so endowed. At low energies, the } \mu \text{ of the high-Z elements of interest become much larger than those of low-Z materials, reaching values } \pm 20 \text{ times higher near the K-} \text{absorption edges of uranium and plutonium. Both the high absolute values and the large ratios between high- and low-Z values make the quantitative assay of high-Z materials by low-energy gamma rays difficult, and in frequent cases, even impossible. For example, a } 2 \text{-mm thickness of} \]  
\[ \text{uranium metal } \quad \text{(} \approx 18.7 \text{ g/cm}^2 \text{)} \text{is essentially } \text{infinite thickness to the } 187.5 \text{-keV gamma ray, which is the principal emission of } \text{U}. \text{The transmission of that gamma ray through a } 2 \text{-mm-thick layer of uranium is only } \approx 0.9\%. \text{The quantity of } 239 \text{Pu in uranium metal objects thicker than } \} \quad \text{is therefore impossible to measure by detection of the } 187.5 \text{-keV gamma ray. Note, however, that } \mu \text{ for uranium at } 187.5 \text{ keV is nearly six times larger than that of } \text{plutonium at } 413.7 \text{ keV, the energy of the most useful gamma ray of } \text{Pu}. \text{This means that the assays of } \text{Pu} \text{ by its } 187.5 \text{-keV gamma ray is subject to considerably more stringent limitations on sample size, particle size, and uniformity than is the assay of } \text{Pu} \text{ by its } 413.7 \text{-keV gamma ray. Below } \approx 120 \text{ keV, gamma-ray assay may well be complicated by the fact that the sample } \mu \text{ can have discontinuities as a function of energy because of the absorption edges for the elements in the sample and also by the emission of } \text{rays by absorption at the edges. Below } \approx 30 \text{ keV, the } \mu \text{ of most elements rise rapidly, making attainment of accuracy in the computational scheme unreasonable for all but small samples of very small particle size. For assays of high-Z materials with } \text{gamma rays lower than } \approx 90 \text{ keV, gamma rays are limited to small samples of solution for accurate assays or to rough screening of larger packages of low-Z materials for small quantities of high-Z gamma emitters.}

\[ \text{Figure 4 is given as an aid in estimating self-scattering in the agglomerates for individual particles. It gives the fraction of gamma rays escaping unscattered and unabsorbed from spherical sources as a function of the product } \mu \text{, density.}

\[ F = \frac{3}{2} \left[ 1 - \frac{2}{x} + \frac{e^x (2 + 2x)}{x} \right] \]  
\[ \text{(for of this expression, see Ref. 8).}

\[ \mu \]  
\[ \text{is the mass attenuation coefficient for the source material, } \rho \text{ the density of the material, and } x \text{ the}

\[ \text{where } \mu \text{ is the mass attenuation coefficient for the sphere, } x \]  
\[ \text{is the diameter of the sphere. As an example, for a } 200-\mu \text{-m diameter, } \]  
\[ \text{p} \text{=} \text{10} \mu \text{ of } \text{uranium, } \mu \text{ (Pu)} = 0.28 \text{, indicating that } \approx 10\% \text{ of the } 187.5 \text{-keV gamma rays emitted are scattered with some energy loss or are completely absorbed within the particle. Finally, we will discuss some of the considerations that determine whether and to what degree a given sample material will meet the required assumptions for accurate gamma-ray assay, we should give some examples. First, of course, solutions by definition meet the criteria, assuming that there are no particulates or precipitates in the solution. Pure waters (PuO}, \text{UO}, \text{UO}, \text{ and so forth) almost always are suitable as are certain well-mixed scrap materials such as incinerator ash. High-temperature gas reactor (HTGR) cooled fuel particles and HTGR-type core the worst cases are those the requirements, but assay results will be low by } \approx 10\% \text{ unless correction is made for the self-scattering in the agglomerates for small samples. Small quantities of high-Z gamma emitters (} \text{<10 } \text{g mixed with low-Z, low-density combustibles may meet the requirement if there are no agglomerations of the powder with significant self-scattering. Large quantities of high-Z powders (greater than about } \text{100 g will almost surely create some significantly attenuating agglomerations when mixed with such combustibles. Among the worst cases are those with metal chips of high-Z, high-density metals or fuel pellets mixed with low-Z, low-density matrices; in these situations assays may well be low by factors of } 2 \text{ or } 3 \text{ or even more.}

\[ \text{It must be emphasized that the degree to which samples of a given material satisfy the two assumptions is the most important factor in determining the potential accuracy of a gamma-ray assay of the material.} \]
Experience indicates, for example, that small samples of solution (up to a few tens of cubic centimeters) may be assayed with accuracy of a few tenths of a per cent. Sample containers, homogeneous powders of volumes up to a few liters have been assayed with accuracies approaching 1% in spite of significant density gradients. Larger containers of waste (for example, 30-gal drums) rarely satisfy the assumptions well enough to allow errors of <10%, and as mentioned above, the error will be much worse for extremely heterogeneous cases. Having emphasized the errors caused by samples deviating from the required properties, we can fairly say that there are a few cases of samples that are heterogeneous, but in a regular known way, for which correct CFI(AY) may be determined.  

HTGR fuel materials are an example. Such cases are rare, however, and the measured data must be supplemented by some prior knowledge of the sample composition.

Another important general fact about gamma-ray assays is that the results are almost always low when samples do not satisfy the necessary assumptions are assayed in conjunction with calibration standards that do satisfy the assumptions. The reason for the low results is that the procedures that correctly determine the fraction of self-attenuation in acceptable samples undersaturate that fraction in samples that fail to satisfy the required conditions. As noted, the error may be several hundred percent in extreme cases. This fact can be quite useful in using gamma-ray methods to screen heterogeneous materials for possible criticality

dangers.

2. Methods for Determining the Sample Linear Attenuation Coefficient. As before stated, if a sample satisfies the two assumptions and if its linear attenuation coefficient is known to have been computed, both the fraction of unmodulated gamma rays reaching the detector relative to those that could have reached it in the absence of linear attenuation is known. The method, then, is to determine the sample μ. Four principal methods have been employed, though one recent method has been discussed previously:  

8. Representative Standards. The oldest and still a frequently used (and abused) method is that of avoiding the issue by using representative standards. In this procedure a set of calibration standards is prepared as nearly identical as possible in size, shape, and composition to the unknowns with varying concentrations of the material to be assayed. The standards are counted in a fixed geometry to prepare a calibration curve, and the assay is accomplished by counting the unknowns in the same geometry and comparing the count directly with the calibration curve. This procedure will produce good results only if the unknowns and standards are sufficiently similar that the same concentration of assay material in each gives rise to the same sample μ and, therefore, the same CFI(AY). In other words, at the same concentration of assay material, the same fraction of gamma rays must escape from both sample and standard. The representative standard procedure usually also assumes that the pileup and deadtime losses are equal for equal concentrations of assay isotopes. This method is only applicable when the nature and composition of the assay samples are well known and essentially unvarying as is the case, for example, for some process solutions. The difficulty, if not futility, of trying to create representative standards for many categories of material is so obvious that it does not require discussion.

b. Computation from Knowledge of Composition. A second method exploits previous knowledge of the chemical composition, mass, and shape to compute the sample μ from which in turn the correction factor is computed. Sufficient prior knowledge to compute the sample μ does not necessarily mean that the assay result is known in advance. In many cases, the assay material is a small but unknown fraction of the total sample mass, and the sample μ is almost purely dependent on the matrix composition and mass, which is reasonably well known. The correction factor can therefore be computed, and especially when the highest accuracy is not necessary, this approach is useful. When only verification measurements are required on well-characterized materials, the approach is useful even when the assay material contributes significantly to the sample self-attenuation. Computation of the sample μ from knowledge of the chemical composition and densities is straightforward but must be done correctly. The necessary mass attenuation coefficients are reported along with the neutron attenuation coefficients. The method is to obtain the tabulated values and their uncertainties. Numerical texts discuss in detail the interaction of gamma rays with matter including the computation of linear attenuation coefficients from the known chemical composition and densities. References 4, 5, and especially 7 are useful examples.

c. Gamma-Ray Intensity Ratios. Another method of determining CFI(AY) involves measuring the intensity ratio of gamma rays of two different energies from the same isotope in the sample and comparing it with the same ratio from a thin source of negligible self-attenuation containing the same isotope. This method is used less because it is less limited use because, in general, the sample μ is not uniquely related to the measured intensity ratios. Some prior knowledge of the nature of the sample is also necessary.

As before, f = 1 for z ≤ H/2. For z > H/2, we have

$$\lambda_j = \sqrt{\frac{z + \frac{H}{2}}{D}}$$  

(47)

where

$$h = \frac{z - H}{D - W}$$  

W.

For z > H/2, as before, f = 1 - h/H. 

In performing the numeric integrations, let the range of the volume element coordinates r,k be divided into L,J,K intervals, respectively, where r ≤ R, 0 ≤ k ≤ χ, and a ≥ 0 ≤ Z. The increments in r,k, are then

$$\Delta r = R / L, \Delta k = \chi / J, \text{ and } \Delta a = Z / K.$$  

(48)

Letting the indices of summation corresponding to r,k, be l,j,k, respectively, the coordinates of the volume element are

$$r = (l - 0.5) / L \text{ for } l = 1, \ldots, L$$  

(49)

$$a = (k - 0.5) / J \text{ for } j = 1, \ldots, J$$  

(50)

$$z = (a - 0.5) / K \text{ for } a = 1, \ldots, K.$$  

(51)

In terms of l,j,k and r,k, the volume element is given by

$$\Delta V(l,j,k) = \Delta r \Delta k \Delta a \Delta l$$  

(52)

and its fraction of the volume of a cylinder of radius R and height 2Z is given by

$$f = \left( 1 - \frac{Z}{2Z} \right) \left( 1 - \frac{Z}{2Z} \right) \left( 1 - \frac{Z}{2Z} \right).$$  

(53)

For summing the nonattenuating line source, the sum is obviously only over k, and the volume element becomes just the line element Δa = ΔZ/K. The fraction of the total "volume" in Δa = F, where the total length of the line is 2Z.

Either ΔV(l,j,k) or F(j,k) may be used in the summations of the numeric integrations because the expressions for CFI(AY) are ratios of sums. Using F(j,k) seems preferable because it is independent of the source length used.

As in the two-dimensional case, the computations can clearly be done with specific values of the linear attenuation coefficient for the sample and the container μ, or alternatively for corresponding values of transmission. Because the transmission is usually measured, it is preferred to use it as input to the computations.
From Fig. 14, it is seen that $\tan \theta = \frac{r}{L}$ and that by the law of sines again

$$\rho = \sin^{-1} \left( \frac{r}{L} \sin \theta \right)$$

(37)

so that $\alpha$ is now fully determined. Again referring to Fig. 14, we see that $\gamma = \pi - \alpha - \beta$, and by the law of sines yet again

$$\beta = \sin^{-1} \left( \frac{D \sin \rho}{R} \sin \theta \right) = \sin^{-1} \left( \frac{D \sin \theta}{R} \right)$$

(38)

so that $\gamma$ is also fully determined. The expressions for $t_1$ and $t_2$ are identical to those for $t_1$ with the subscript 1 becoming 2 and 3, respectively. Referring again to Fig. 14, $\rho < \pi/2$ and $\beta < \pi/2$ so that the $\sin^{-1}$ function will give no trouble in writing codes.

Now referring to Fig. 15, let us find the actual distances traveled on the way to the detector by gamma rays from the volume element at $s, t_2$. Consider two cases, the first for $s < H/2$ and the second for $s > H/2$. For the $s \leq H/2$ case, the whole detector is viewed. It is assumed that the efficiency is equal all along it and that the distance from the volume element to any point on the detector is the distance to the center of the detector. With these simplifying assumptions, we have

$$\lambda = L \sqrt{1 + z^2/L^2}.$$  

(39)

Letting $\alpha = \sqrt{1 + z^2/L^2}$, we have by similar triangles

$$t_1 = at_1, t_2 = at_2, \text{and } t_3 = at_3.$$  

(40)

Letting $f$ be the fraction of the detector viewed, we have $f^2 = \frac{1}{H}$ for $s \leq H/2$.

For the $s > H/2$ case, we try to take into account the fact that only part of the detector is viewed from a volume element at $s, t_2$. It is assumed that the collimator is perfect, that is, there is no leakage through the edges. It is additionally assumed that all the viewed portion of the detector is equally efficient, and that the distance traveled to the detector by all gamma rays is the distance to the center of the area viewed. With these

simplifying assumptions, by similar triangles the unviewed detector length is

$$h = \frac{(z - H/2)}{(L - w \cos \rho)} \frac{w}{\cos \rho}.$$  

(41)

For $h < H$, the distance from the volume element at $s, t_2$ to the center of the portion of the detector viewed is given using the Pythagorean Theorem and minor algebra by

$$\lambda = L \sqrt{1 + \left( \frac{z + h/2}{L} \right)^2}.$$  

(42)

Letting $b = \sqrt{1 + (z + h/2)^2/L^2}$, using similar triangles we have

$$t_1 = bt_1, t_2 = bt_2, \text{and } t_3 = bt_3.$$  

(43)

Here the fraction of detector viewed is given by

$$f = \frac{1}{H}.$$  

(44)

One more geometrical relationship is needed, the length of cylindrical sample over which to do the numerical integration. We seek the value of $z$ for which the fraction of the detector viewed becomes zero for all values of $f$ and $\theta$; this value is clearly obtained for $r = R_1$ and $0 = \pi$. Letting $Z$ equal the maximum value of $z$ and using similar triangles, we obtain

$$Z = \left( \frac{D + R_1 - W}{2} \right) \frac{H}{W}.$$  

(45)

Now it is desired to compute CF(AT) with respect to a nonattenuating line, that is, with the source obtained if the cylindrical sample and its container collapse radially into a nonattenuating line along the axis of the sample. The expressions for the distance to the detector will change somewhat, and again there are cases for $z \leq H/2$ and for $z > H/2$. Letting $\lambda_0$ be the distance from the line element at $r = 0$ and $z$, we have for $z \leq H/2$

$$\lambda_0 = D \sqrt{1 + Z^2/D^2}.$$  

(46)

required to obtain the actual correction factors. Furthermore, not all isotopes have a pair of gamma rays of the appropriate energies. Nevertheless, the method has proved useful in specific cases and has the potential for giving warning when the assumptions on uniformity and particle size are grossly violated.

d. Transmission Method. The fourth and most general method of obtaining the CF(AT) involves the direct experimental measurement of the sample $\mu^2$ by measuring the transmission through the sample of a beam of gamma rays from an external source. From the fundamental law of gamma-ray attenuation, the transmission

$$T = \exp(-\mu x),$$  

(5)

where $x$ is the thickness of the sample. Solving for $\mu^2$, we obtain

$$\mu^2 = -\frac{\ln(T)}{x}.$$

(6)

As previously stated, this method requires no knowledge of the chemical composition or density of the sample, just the basic assumptions on uniformity and particle size, which were discussed above. As such, it is the most practical way to proceed in the ever-present "black box" cases. In fact, it is often the preferred method even when some knowledge of the sample composition is available, particularly when the best obtainable accuracy is desired. Let be emphasized again that the experimentally measured sample $\mu^2$ includes all the effects of chemical composition and density, which means that the calibration standards and the samples to be assayed need not have the same or even similar chemical compositions.

The transmission method also has the advantage of identifying those samples for which accurate quantitative assays are impossible because of excessive self-attenuation even though they satisfy the two basic assumptions. As the measured transmission becomes smaller, its precision deteriorates, and the precision of the sample $\mu^2$ computed from it also becomes worse, thus creating error in the computed value of CF(AT). Depending somewhat on the sample, the energies involved, the particular equipment being used, and the allowable count times, the precision and accuracy of the measured transmission become unacceptable poor for values of transmission between 0.01 and 0.001. Transmission values $<0.001$ (perhaps even negative) almost always indicate an unassayable sample.

III. FORMAL DEFINITION OF CORRECTION FOR SELF-ATTENUATION

The definition of the correction factor for sample self-attenuation CF(AT) used in this report is implicit in the discussion of Sec. II, particularly in Eq. (4). It is appropriate, though, to give a generalized formal definition and make some remarks about a few particular forms that have proved useful.

A. The General Definition

Expressions for CF(AT) can be, and have been, formulated in a number of useful ways. The formulation adopted here has been prompted mainly by a preference for multiplicative correction factors and by a desire to obtain a corrected count rate that is directly proportional to the quantity of isotope being measured. It has proved convenient and useful for a number of years. As indicated in Sec. II, it is useful to define CF(AT) with respect to a specified geometrical shape, which is often not that of the actual sample. The specified shape is usually simpler than the actual one, a point, for example. Let us then define CF(AT) by rearranging Eq. (4) to give, with only slight change in notation to make the concept more explicit.

$$\text{CF(AT)} = \frac{\text{FEIR}(\mu = 0, \text{Spec Shape})}{\text{FEIR}(\mu \neq 0, \text{Real Shape})}.$$  

(7)

where

$$\text{CF(AT)} = \text{the correction for self-attenuation with respect to a particular specified shape}.$$  

$$\text{FEIR}(\mu = 0, \text{Spec Shape}) = \text{the FEIR that would have been measured if the sample were totally nonattenuating (} \mu = 0 \text{) and if it were changed to the specified shape, and}$$  

$$\text{FEIR}(\mu \neq 0, \text{Real Shape}) = \text{the actual measured FEIR from the sample.}$$  

Now CF(AT) is not computed in practice by dividing $\text{FEIR}(\mu = 0, \text{Spec Shape})$ by the measured FEIR ($\mu \neq 0, \text{ Real Shape}$). Instead, $\text{FEIR}(\mu = 0, \text{ Spec Shape})$ is in reality the total corrected rate TCR of Eq. (4), which we seek to determine because it is directly proportional to the quantity of isotope being measured.
The CFAT (or FEIR) is actually determined by comparing the ratio of FEIR ($\mu = \theta$, Spec Shape) to FEIR ($\mu = 0$, Real Shape) based on the known sample $\mu^2$, the sample geometrical configuration, and the position of the sample relative to the detector. Most often the expressions for the ratio are not integrable in terms of elementary functions, so numeric methods must be used. There are a few exceptions in which the expressions may be integrated and CFAT given in closed form, most of which will be discussed below.

Because CFAT is computed as the ratio of count rates, one does not generally need to know the detector efficiency for the computation. Indeed, most often one can assume a point detector with equal efficiency for all angles of incidence, which considerably simplifies the computations. The point detector assumption is usually good when the distance between sample and detector is at least several times the maximum dimension of either detector or sample. If the sample-to-detector distance must be kept small for reasons of efficiency and the highest obtainable accuracy is required, the actual measured or calculated detector efficiency as a function of energy and position may be used. Clote describes a procedure for creating an efficiency function based on measurements of standard sources, which should be adequate for almost all requirements.13

B. Useful Specified Shapes

In 1983, the most useful specified shapes were

1. the actual sample shape,
2. a point, and
3. a line.

If one has many samples of the same shape and size in a standard container and calibration standards in the same configuration, then the CFAT may be computed with respect to a nonattenuating sample of the same shape. However, remember that two nonattenuating sources of different shapes will not usually produce the same count rate for unit activity when centered at the same point with respect to the detector, assuming the samples have some well-defined center. This condition is obviously a consequence of the inverse square law, which must always be remembered, especially when standards and unknowns are of grossly different size and/or shape. Therefore, in all cases in which the whole sample is sufficiently uniform and homogeneous and of reasonable size, it is probably best to let the detector view the whole sample and to use the CFAT computed with respect to a nonattenuating point. As shown in the discussion of the general procedure in Sec. II, the TCR computed with the help of such CFAT are independent of the size and shape as well as of the chemical composition and thus allow the standards and the unknowns to be of different size, shape, and chemical composition. Remember, however, that for such assays to be accurate, the entire contents must be reasonably well represented by a single $\mu^2$.

Often samples have vertical gradients of density or vertical discontinuities of composition and density, the natural consequence of filling relatively narrow cylindrical or square containers of waste, scrap, or product from the top. As it is to be expected, things tend to fall into the containers in layers. In such cases, a single $\mu^2$ cannot adequately characterize the whole sample, but narrower layers or segments can be adequately characterized by a single $\mu^2$ value. Assay accuracy can be improved by using a segmented scan in which the detector views the sample through a vertical collimator that defines relatively narrow horizontal segments, or layers, in which $\mu^2$ can be assumed constant. For such segmented scans, because of the effects of the collimator, it is best to compute the CFAT with respect to a nonattenuating line along the axis of the containers. In this way cylindrical samples may be accurately assayed with respect to standards of quite different diameters.

IV. DETAILED DISCUSSION OF CFAT

A. Important Parameters and General Trends

In general, the correction factor for self-attenuation, CFAT, is a function of many parameters. Those currently recognized as significant, listed roughly in decreasing order of importance, are

1. the $\mu^2$ of the sample material;
2. the volume and shape of the sample material;
3. the $\mu^2$ of the sample container;
4. the size and shape of the sample container, the shape of the container not necessarily being the same as that of the sample;
5. position and orientation of the sample relative to the detector; and
6. the size, shape, and efficiency of the detector.

The sample $\mu^2$ is listed first because the dependence of CFAT on it is usually strong and because for groups of...
shape because the influence of the collimator must be included.

When the sample packaging is included in the model, more possibly useful definitions of CFIAT can be given. Although the CFIAT with respect to the nonattenuating line is generally the most useful in segmented scanning, it is worthwhile to list some of the possible definitions of CFIAT for the segmented geometry to emphasize the fact that there are several useful approaches. First, if the package is ignored, there are the two obvious definitions:

1. CFIAT for an attenuating cylindrical sample with respect to a nonattenuating cylindrical sample. This is simplest in concept, and it is adequate if samples in identical packages of negligible attenuation are to be assayed.

2. CFIAT for an attenuating cylindrical sample with respect to a nonattenuating line sample. If samples of varying diameters in packages of negligible attenuation are to be assayed, this too is an adequate definition.

Now when samples in packaging of significant attenuation must be considered, we can write more definitions; three of them are given below.

3. CFIAT for an attenuating cylindrical sample and package with respect to a nonattenuating cylinder. This definition is applicable, for example, to samples in packages of the same dimensions but different materials and/or thickness.

4. CFIAT for an attenuating cylindrical sample and package with respect to a nonattenuating cylinder in an attenuation package. This would be suitable for identical samples of the same diameter in packaging of significant attenuation.

5. CFIAT for an attenuating cylindrical sample and package with respect to a nonattenuating line sample. This is probably the most general and useful of any of these definitions, though it is not quite as simple as some of the others.

Mathematical expressions will be given for all five definitions. The main intent is to show that there are often several alternative definitions that should be taken to use one that is commensurate with the desired or possible accuracy of a given assay situation. After the model is set up and the basic trigonometry is done, it is just about as easy to compute according to one definition as another.

Figure 13 gives typical output from a code that gives results for all five definitions. All the parameters given in the upper part of Fig. 13 are input by the user except the D/R ratio and maximum sample height seen by the detector, both of which are computed from the other parameters. Execution time will clearly be shorter if fewer definitions are computed, but it is a much stronger function of the equipment used. For example, the output of Fig. 13 was produced in 1860 s per transmission value with a BASIC code running on a DEC PDP 11/34 computer without hardware floating point arithmetic capability in only 23 s per transmission value, 64 times faster.

Fig. 13. Sample output from a code using the three-dimensional model for CFIAT in segmented assays. Results are given for five different, sometimes useful, definitions of CFIAT.

samples of a standard size and shape, it is always the most variable parameter. This fairly lengthy list might suggest difficulty in accurately computing CFIAT if all the parameters mentioned had to be known with high accuracy. Fortunately, however, in many situations the dependence of CFIAT on several of the parameters is mild, and very accurate values for them are not necessary. For example, when the sample-to-detector distance is at least several times the maximum dimension of the detector, the CFIAT is usually a strong function of the sample μ, a mild function of sample dimensions and distance from the detector, and has negligible dependence on the detector size, shape, and efficiency. The greatest simplifications in form and dependence occur in what we shall call the far-field case, the one in which the maximum dimensions of both sample and detector are negligible compared with the distance between them. In the far-field case, dependence on the inverse square law becomes negligible and all gamma rays reach the detector along essentially parallel paths. Thus, there is no dependence on detector size and shape, nor on small changes in the sample-to-detector distance, nor on sample size except for the influence of size on the fraction of gamma rays escaping from the sample. Simple analytic expressions can be derived for several simple sample shapes. These forms are often useful for approximate work in situations not truly far field and for exhibiting general trends of CFIAT for many assay situations. Indeed, the far-field situation is useful as a reference case against which to compare near-field cases. In presenting CFIAT values graphically to the investigator or to exhibit general trends, it is usually advantageous to plot CFIAT vs the parameter of strongest dependence and as plot different curves for each of the values of other parameters of significant but lesser importance. The parameter of strongest dependence is almost always the sample μ, and if not of strongest dependence, then it is often of greatest variability when considering a group of samples of fixed size and shape. The CFIAT may always be plotted vs μ, but it is often found by measuring the gamma-ray transmission T through the sample and using the relation

$$CFIAT = -\ln(T)$$

which is a very simple expression, indeed the simplest of any of the exact analytic expressions known. For T < 1, we see that CFIAT ≈ − ln(T), so a plot of CFIAT vs ln(T) is nearly linear. Figure 3 gives a plot of CFIAT = − ln(T) for CFIAT. It also gives CFIAT vs ln(T) for cylindrically and spherical samples where T is measured across the diameter of the samples. All the

$$CFIAT = \frac{\mu x}{1 - \exp(-\mu x)}$$

where x is the thickness of the sample along the normal to the detector. Using T = exp(−μx), we can write

$$CFIAT = \frac{-\ln(T)}{1 - T}$$

when these forms are expressed as functions of T. It is also useful to express analytic forms for CFIAT as functions of T because of the limitations on the experimental determination of T.

As an illustration, consider the expression for CFIAT for the far-field assay of a box-shaped sample viewed normal to a side. Neglecting any packaging, the expression (which will be derived later) is

$$CFIAT = \frac{\mu x}{1 - \exp(-\mu x)}$$

where x is the thickness of the sample along the normal to the detector. Using T = exp(−μx), we can write

$$CFIAT = \frac{-\ln(T)}{1 - T}$$

which is a very simple expression, indeed the simplest of any of the exact analytic expressions known. For T < 1, we see that CFIAT ≈ − ln(T), so a plot of CFIAT vs ln(T) is nearly linear. Figure 3 gives a plot of CFIAT = − ln(T) for CFIAT. It also gives CFIAT vs ln(T) for cylindrically and spherical samples where T is measured across the diameter of the samples. All the

$$CFIAT = \frac{\mu x}{1 - \exp(-\mu x)}$$

where x is the thickness of the sample along the normal to the detector. Using T = exp(−μx), we can write

$$CFIAT = \frac{-\ln(T)}{1 - T}$$

which is a very simple expression, indeed the simplest of any of the exact analytic expressions known. For T < 1, we see that CFIAT ≈ − ln(T), so a plot of CFIAT vs ln(T) is nearly linear. Figure 3 gives a plot of CFIAT = − ln(T) for CFIAT. It also gives CFIAT vs ln(T) for cylindrically and spherical samples where T is measured across the diameter of the samples. All the
cases are seen to be of the form $CF(\hat{AT}) = \frac{k}{T}$ for $T << 1$. This approximate in (8) dependence is rather general for most assay geometries and is very useful to keep in mind.

B. Analytic Far-Field Forms for $CF(\hat{AT})$

In general, when writing integral expressions for $CF(\hat{AT})$ in the near field, we cannot integrate the expressions in terms of elementary functions to yield analytic expressions. In the far field, expressions have been derived for three simple sample geometries: box shaped (rectangular parallelepiped), cylindrical, and spherical. These expressions will be given and discussed; the derivation will be given for the box-shaped samples. As a means of comparing the three cases, Fig. 3 gives the far-field $CF(\hat{AT})$ for all three sample shapes as a function of $\ln(T)$, and Table I gives numeric values for the three cases over a wide range of transmission.

1. Box-Shaped Samples. This is the simplest case and the only one for which a simple derivation exists. The derivation here is both simple and instructive, it will be given here. From Eq. (7), we can write the far-field expression for $CF(\hat{AT})$ with respect to a nonattenuating sample (specified shape same as real shape) in integral form as

$$CF(\hat{AT}) = \int \int \int \rho \, \delta(x, y, z) \, dx \, dy \, dz \times \int \int \int \rho \, \delta(x, y, z) \, e^{-\mu_0 \rho \sigma} \, dx \, dy \, dz,$$

where the explicit dependence of $x$ and $y$ on $x, y, z$ and $z$ is indicated and where $dx \, dy \, dz = dV$. Now $\mu$ is a constant for a given isotope, and by virtue of the fundamental assumptions on uniformity, we can assume $\rho$ and $\mu_0$ are also constant. In addition, the assumption of far-field conditions is equivalent to assuming $\delta(x, y, z)$ is also a constant. Now note that for the configuration given in Fig. 4, $\tau = (N - x) / 2\sigma \times 9$, where $x$ is the $x$-coordinate of the volume element and

$$\begin{array}{|c|c|c|c|}
\hline
\text{Transmission} & \text{Slab}^a & \text{Cylinder}^a & \text{Sphere}^a \\
\hline
1.0000 & 1.000 & 1.000 & 1.000 \\
0.8000 & 1.116 & 1.097 & 1.086 \\
0.6000 & 1.277 & 1.231 & 1.202 \\
0.4000 & 1.527 & 1.434 & 1.376 \\
0.2000 & 2.072 & 1.816 & 1.701 \\
0.1000 & 2.588 & 2.238 & 2.054 \\
0.0500 & 3.153 & 2.692 & 2.431 \\
0.0200 & 3.992 & 3.326 & 2.956 \\
0.0100 & 4.652 & 3.826 & 3.570 \\
0.0010 & 6.915 & 5.552 & 4.805 \\
0.0001 & 2.921 & 7.325 & 6.208 \\
\hline
\end{array}$$

also given 200 increments, the required execution time immediately increases to hundreds of minutes, a much more expensive and tedious proposition. Nevertheless, with just a few choices of the number of increments allotted to the three variables over which summing is done, three-dimensional numeric integration is feasible, though it is almost certain that an interpolation scheme will be needed to obtain values between those computed for selected values of $T$ or other parameters.

4. An Example of a Three-Dimensional Model. As a final example of an effort to construct a simple, yet adequate, model for an assay geometry, consider the segmented assay of cylindrical samples. In this case (Fig. 12), a detector views the sample through a horizontal collarator, which defines (with more or less overlap) segments, or slices, of the sample that are assayed individually. The sample is usually, but not always, as close to the collarator as possible. The detector is, of course, of finite size, often being a right circular cylinder of geranium ~5.0 cm in diameter and ~5.0 cm long. Experience has shown that for assay by the segmented procedure, two inverse square law effects caused by the collarator must be considered explicitly. It is generally not good enough to simply consider a very thin cylindrical, two-dimensional sample as described by the model in Sec. IV.C.

With respect to modeling the detector, the first thought might be to consider it as a point centered at the rear of the collarator. However, because some gamma rays are emitted in places within the sample where only a portion of the detector is seen through the collarator, the point detector assumption is not adequate. A little thought suggests that a vertical line detector centered at the rear of the collarator might be an adequate model. The results of such an assumption are quite good and the expressions, which are derived below, will be based on it. Experimental results and more thought about the finite size of the actual detector suggest one further simple improvement in the model. Clearly, the gamma rays do not interact right at the rear of the collarator but actually behind the collarator in the volume of the detector, the distance from the rear of the collarator to the average interaction location being often as much as several centimeters. The results of the $CF(\hat{AT})$ computations are improved a little by increasing the distance traveled by gamma rays to the line detector of the model by a constant length computed from the known average mean free path in the detector material for gamma rays of the energy concerned.

In summary, the model from which the required expressions will be derived consists of a perfect collarator (that is, one with no leakage) and a vertical line detector centered at the rear of the collarator. The efficiency of the "detector" is assumed to be independent of either the position or angle at which the gamma rays strike it, and for computation the distance from the collimating element to the line detector of the mathematical model will be increased by a constant approximately equal to the distance from the line detector to the average interaction location in the detector.

Though somewhat more complex than the first two examples, this model is still much simpler than the real geometry but provides accurate values of $CF(\hat{AT})$ over a wide range of transmission, especially with the addition of the penetration depth constant. Adequately accurate means generally within ~1% of the correct values, which in most cases of the assay of solid samples, is satisfactory because the ultimate accuracy of the assay of such samples almost always depends more on the heterogeneities that so frequently exist within them than on the exact function used for $CF(\hat{AT})$.

Inasmuch as materials are often packed in metal containers that significantly attenuate the emitted gamma rays, the packaging should be, in general, included in the model. As will be seen, this is straightforward. The necessary parameters (inside diameter, outside diameter, and $\mu_0$) are usually known with sufficient accuracy. In the case to be discussed below, the outside diameter of the sample may be different from the inside diameter of the container, a situation that arises quite often when double containment is used. Qualitative considerations indicate that if cylindrical samples of different diameters are to be assayed in a common geometry by the segmented procedure or if the standards are of different diameters and/or packaging than the unknowns, the $CF(\hat{AT})$ are best calculated with respect to a nonattenuating line source along the axis of the sample. By doing this, the corrected rates from samples of different diameters with different package materials and thicknesses can be directly compared, thereby permitting the assay of unknowns with respect to standards of different diameters and packaging. A line rather than a point is required as the simpler specified
stead of the linear attenuation coefficient $\mu$, in which case $\mu$ is expressed as

$$\mu = -\frac{\ln (T)}{2R}. \quad (34)$$

If one is computing the CF(AT) with respect to a nonattenuating point at the center of the sample, the numerator in Eq. (27) integrates easily to $(D/R)(1 - R/Y)$, while the denominator remains the same. For the simple two-dimensional model, then, the ratio of the CF(AT) with respect to the nonattenuating sample to the CF(AT) with respect to the nonattenuating point at the center of the sample is $(D/Y)/(1 - R/Y)$, which depends only on the ratio $D/Y$ and not on the value of $\mu$ (or of $T$).

As mentioned before, it is often convenient to express or plot the values of CF(AT) as a function of the transmission $T$ rather than of the linear attenuation coefficient $\mu$. Plotting as a function of $T$ is particularly convenient in presenting the results of this two-dimensional model because for a fixed value of $T$, the CF(AT) are a function only of the ratio $D/R$. This means, for example, that for a given value of $T$, a sample of $R = 10$ cm and $D = 1000$ cm has the same CF(AT) as a sample of $R = 100$ cm and $D = 10000$ cm. Figure 10 gives CF(AT) with respect to the nonattenuating sample as a function of $D/R$ for several values of $T$. The essential point is that the CF(AT) decrease slowly as $D/R$ decreases; the larger changes occur for the smaller values of $T$. Remembering the definition of CF(AT), we can see qualitatively that this behavior is a consequence of the inverse square law. It is clear that for a given value of $T$, CF(AT) asymptotically approaches a maximum as $D/R \to \infty$. To show quantitatively the deviations from the far-field ($D/R \to \infty$) case as $D/R$ decreases, the deviations are plotted in Fig. 11 as a function of $T$ for various values of $D/R$. For $T > 0.01$ and $D/R > 50$, all deviations are $\pm 1\%$. Therefore, $D/R \geq 50$ can be regarded as the far-field situation for most purposes. It is also important to notice that the variation of CF(AT) as a function of $T$ is much stronger than the variation with the ratio $D/Y$.

The results presented above were obtained with a minicomputer using values of $M = 200$ and $N = 200$ for which all the results are within $0.1\%$ of what the actual integrals would have given. The total number of area elements computed was obviously 40,000, and the time required was about $2$ min per value. The exact time required for execution will obviously depend greatly on the computing equipment and programming language used. The point is that for two-dimensional numeric integrations, results of high accuracy can be obtained in about a minute. The motivation for using a simple two-dimensional model when it is adequate is clear. If we go to a three-dimensional model, a modest extension in derivation and programming, and the third dimension is

$$\cos \theta = \frac{(D-x)}{\sqrt{(D-x)^2 + y^2 + z^2}},$$

which is identical to Eq. (8) and easily transforms to Eq. (9). As noted above, this is a simple expression with the approximate $\ln (T)$ dependence for $T \ll 1$. It is also useful in many practical situations that are not real far-

$$\int_0^\infty dx \int_0^{\infty} e^{-\gamma (x-o)} dx = \gamma,$$

After the obvious cancellations, we have

$$\int_0^\infty dx \int_0^{\infty} e^{-\gamma (x-o)} dx = \gamma,$$

2. Cylindrically Shaped Samples. For a cylindrically shaped sample viewed by the detector along a diameter in the far field, it has been shown that
3. Spherically Shaped Samples. For a spherical sample in the far field, the correction factor can be shown to be\(^a\)

\[
\text{CF}(\text{AT}) = \frac{1}{2} \left[ \frac{\mu D}{\ln(\text{AT}) - \ln(\text{AT})} \right] \quad (15)
\]

where

\[
\text{L}_I = \text{the modified Struve function of order 1},
\]

\[
\text{I}_D = \text{the modified Bessel function of order 1},
\]

\[
D = \text{the sample diameter},
\]

\[
\mu = \text{the sample linear attenuation coefficient}.\]

Again, the expression is very compact, but it is inconvenient to use because of the necessity for finding or computing values for the Struve and Bessel functions. Inasmuch as the transmission across a diameter of a cylinder is given by \(T = \exp(-\mu D)\), we can write the expression for \(\text{CF}(\text{AT})\) as

\[
\text{CF}(\text{AT}) = \frac{1}{2} \left[ \frac{-\ln(\text{AT})}{\ln(\text{AT}) - \ln(\text{AT})} \right] \quad (16)
\]

Equation (15) was used to generate the curve for a cylinder in Fig. 3. Note that the \(\text{CF}(\text{AT})\) for a cylinder are a little less than those for a slab or box-shaped sample, a situation we can understand intuitively by comparing a square sample with a cylindrical one of the same \(\mu\) and whose diameter is equal to the side of the square. In the cylindrical sample, fewer gamma rays must penetrate the maximum thickness of material in escaping from the sample; hence, the fraction escaping is greater and the \(\text{CF}(\text{AT})\) is smaller.

\[^{a}\text{As given in Ref. 15 (p. 375), the series expansion for the modified Bessel function of order} \nu \text{ and argument} \chi \text{ is given by:}\]

\[
\text{L}_D(\chi) = \frac{Z}{2} \sum_{k=0}^{\infty} \frac{(2k)!}{(k+\nu+1)!} \left( \frac{\chi}{2} \right)^{2k+\nu+1}.
\]

Also in Ref. 15 (p. 488), the series expansion for the modified Struve function of order \(\nu\) and argument \(Z\) is given as

\[
\text{L}_I(Z) = \frac{Z}{2} \sum_{k=0}^{\infty} \frac{(2k)!}{(k+2\nu+1)!} \left( \frac{Z}{2} \right)^{2k+2\nu+1}.
\]

Values for the difference \(\text{L}_D(X) - \text{L}_I(X)\) are tabulated in Ref. 15 (p. 30) for arguments covering transmissions as low as 0.005.

This expression is also plotted against \(\ln(\text{AT})\) in Fig. 3. The \(\text{CF}(\text{AT})\) for a sphere in the far-field case are clearly smaller than those for either the parallelepiped or cylinder. Again, the trend is intuitively obvious on comparing a sphere of diameter \(D\) with a cylinder of diameter \(D\) and a cube of side \(D\). On the average, the gamma rays travel shorter distances to escape from the sphere than from either the cylinder or the cube. Thus, the fraction escaping is greater and the \(\text{CF}(\text{AT})\) are smaller. Spherical samples are rarely met in practice, but the reciprocal of the expression for \(\text{CF}(\text{AT})\) gives the fraction of gamma rays escaping from spherical particles and is useful in deciding whether a given particulate-containing sample adequately meets the required assumption on particle size. Written in terms of the mass methods must then be used to evaluate the denominator of the expression for \(\text{CF}(\text{AT})\).

One method is outlined here. More sophisticated procedures do exist. Let the radius of the cylinder \(R\) be divided into \(N\) intervals and let the whole \(\pi\) radians range of \(\theta\) be divided into \(M\) intervals. The radial and angular increments are then given by

\[
\Delta r = \frac{R}{N}, \quad \Delta \theta = \frac{\pi}{M}.
\]

Let the coordinates of the area element \(dA\) be given by

\[
\theta = \Delta \theta, \quad r = \Delta r(n - 0.5) \quad \text{with} \quad n = 1, \ldots, N,
\]

\[
\Delta a = \Delta \theta(m - 0.5) \quad \text{with} \quad m = 1, \ldots, M
\]

The area of the area element \(dA\) is then given by

\[
\Delta A(n,m) = \left( \frac{n \Delta r}{2} \right) \left( \frac{n - 1 \Delta r}{2} \right) \left( \frac{\Delta \theta}{2} \right).
\]

Expressed in integral form, the correction factor with respect to a nonattenuating cylinder is given according to the definition of Eq. (7) as

\[
\text{CF}(\text{AT}) = \int_{r=0}^{R} \int_{\theta=0}^{\pi} \frac{dA(r,\theta)}{L(R,d,\theta)} \quad (27)
\]

where the area element in cylindrical coordinates \(dA = rd\theta\) and where a uniform distribution of activity over the sample area is assumed. Because of the obvious symmetry, the integral needs to be performed only over half of the cylindrical sample. When \(t\) and \(L\) are given as explicit functions of \(R, D, t, \text{and } \theta\) according to Eqs. (23)-(26), the double integral in the denominator becomes complex and cannot be integrated in terms of elementary functions. The numerator can be integrated, yielding the expression \(-(\pi/2) \ln(1-R^2/D^2)\). Numeric

\[
\text{CF}(\text{AT}) = \int_{n=0}^{M} \int_{m=0}^{N} \frac{\Delta A(n,m)}{L(m,n)} \quad (33)
\]

It is often desirable to use the transmission \(T\) of the sample as an input parameter to the computation in-
3. A Useful Two-Dimensional Model. Another common assay geometry is that in which a detector views a cylindrical sample from the side along a ray normal to the sample axis, usually centered along the sample depth (Fig. 8). Now if the sample depth is, for example, less than or equal to the sample diameter and if the distance from the detector to the sample center is at least several times the sample diameter, then a simple two-dimensional model can often be used to compute adequately correct values of CFAT. The model consists of a point detector at a distance D from the center of a cylindrical sample of radius R and zero height. The use of a point detector implies that the full-energy interaction efficiency for the detector is essentially constant for gamma rays originating at any point within the sample volume. This assumption is almost true if D is at least several times both the sample diameter and the detector diameter. Figure 9 shows the geometry of the two-dimensional model (2D) overall and also includes the CFATs for lower values of T relative to those of higher T values as required. Hence, the value of D used in computations will usually be a little higher than the physical value, the difference depending on the particular assay geometry.

If a set of solution samples has fixed diameter and position relative to the detector but has variable but determinable depths, one would prefer to compute the CFAT with respect to a nonattenuating point so that the corrected rates from all the samples can be directly compared. If the nonattenuating point is placed at the bottom of the idealized sample, a distance d from the point detector, the expression for the CFAT becomes:

$$CFAT = \frac{\int_0^D dx}{\int_0^D \left(1 + \frac{x}{D} \right) dx},$$  

(22)

The ratio between the CFAT with respect to the nonattenuating point and the CFAT with respect to the nonattenuating point is $$(1 + D/d)$$, independent of $\mu$, as can be seen by taking the ratio of Eq. (22) to Eq. (20).

For a set of samples of the same shape and counting geometry, it obviously does not matter which form for CFAT is used; but if sample depths vary, the CFAT with respect to the nonattenuating point must be used because the observed count rate from two nonattenuating linear samples of the same activity but different lengths would be different. These remarks are intended to emphasize the general rule that all CFATs, for both standards and unknowns, should be computed with respect to the same nonattenuating shape so that the corrected rates might be directly comparable.

the sample diameter, a two-dimensional model in which a point detector views a circular sample may suffice. Clearly, if complicated geometries must be considered, the very powerful Monte Carlo-type photon transport codes requiring the use of large computers can be used. However, more often the situation encountered in the NDA of simply shaped samples can be handled with simplified models and straightforward one-, two-, or three-dimensional numeric integration methods using relatively simple codes and quite small computers. Remember always that the accuracy of gamma-ray NDA is often determined more by the nonuniformity and inhomogeneity of the samples than by the lack of detail accuracy in the CFAT computations. In such cases, perfectly adequate correction factors can often be obtained by a simple approximate model.

C. Numeric Computations in the Near Field

1. General Discussion. As mentioned above, for most if not all near-field situations in which inverse square dependence must be put into the integral expressions explicitly, the resulting expressions cannot be (or at least have not been) integrated in terms of elementary functions. As a result, numeric methods must be used, which almost automatically implies the use of computer programs. However, even with the power and availability of modern computers, it is good to minimize the effort required for the computation, which means that the simplest adequate model should be used to describe the assay situation. As before mentioned, it is often possible to simplify the computations by assuming a point or line detector with efficiency independent of angle of incidence. Other simplifications are also sometimes possible. For example, for an assay of a cylindrical sample whose height is equal to or less than its diameter, and the sample-to-detector distance is at least several times
and sample are generally well approximated by right circular cylinders. Assume that the axes of symmetry of the bottle and the detector coincide and that the detector radius is \( r_d \), the sample radius is \( r_s \), the sample depth is \( D \), and the distance from sample to detector is \( d \) (Fig. 5). Now if \( d \) is a few times greater than both \( r_d \) and \( r_s \), no gamma ray from the sample will impinge on the detector at angles greater than \( \sim 10^\circ \) from the common axis. Therefore, for angles \( < 10^\circ \), it is clear that no gamma ray from anywhere in the sample will travel more than a few per cent greater distance on its way to the detector than those that travel parallel to the common centerline. With this in mind, it is apparent that the essence of the assay situation can be described by a one-dimensional model consisting of a point detector and a line sample of "depth" \( D \) and linear attenuation coefficient \( \mu \) separated from the detector by a distance \( d \) as indicated in Fig. 6. This model contains in a nearly correct way the inverse square law effects and the gamma-ray attenuation effects, which are the main influences on the CF(AT).

Having adopted the model, we give the CF(AT) with respect to the nonattenuating sample according to the definition of Eq. (7) by

\[
\text{CF(AT)} = \frac{\int_0^D \frac{dx}{(d + x)^2}}{\int_0^\infty \frac{dx}{(d + x)^2}}.
\]

where all constants pertaining to the detector efficiency and gamma-ray emission rates have canceled. The numerator (immediately integrates to \( D/(d + D) \)), but as simple as the denominator appears to be, it cannot be integrated in terms of elementary functions. However, it can be written as a sum in a simple way. The expression for CF(AT) then becomes

\[
\text{CF(AT)} = \left[ \frac{D}{(d + D)} \right] \sum_{n=1}^{N} \frac{e^{-\mu l} \mu \Delta x^2}{(d + (l + 0.5) \Delta x)^2}.
\]

where \( \Delta x = D/N \) and \( N \) is the number of intervals into which the sample depth is divided for the numeric integration. Generally, taking \( N \approx 100 \) will give the result of the integral to \( \approx 0.1 \%), which takes negligible execution time on almost any computer-based system. The numeric integration could, of course, be done with better accuracy by Simpson's rule or other more elegant methods in fewer steps. Equation (21) has been left in the form given to make it as clear as possible the functional dependence of CF(AT) on the parameters \( d \), \( D \), and \( \mu \) and the equivalence of the integral and the sum. Of the two geometrical parameters \( d \) and \( D \), the latter is well defined as the depth of the sample. The parameter \( d \), however, is less well defined, nominally the distance from the detector to the sample. However, in real detectors of finite volume, \( d \) is not well defined because the gamma rays interact throughout the volume of the detector and because even the average interaction depth is a function of energy, a consequence of the variation of \( \mu \) with energy. One might then ask how \( d \) is chosen to get the correct answer to a given situation. Experience has shown that if the nominal value of \( d \) is at least a few times \( D \), then with the help of a set of standards covering a wide range of \( \mu \), \( d \) can be adjusted to give values of CF(AT) such that the corrected rate per unit activity is nearly constant over a wide range of \( \mu \) (or alternatively, of course, a wide range of the transmission \( T \) of the sample). By so adjusting \( d \), compensation is made not only for the incorrectly known sample-to-detector distance but also for the deviation of the one-dimensional model from the actual three-dimensional assay geometry.

Figure 7 shows results of a measurement exercise using the procedure just described to determine the appropriate CF(AT). The samples were 25-mL solutions of depleted uranium nitrate in flat-bottomed bottles of 10-cm² area, thus making the samples right circular cylinders of solution 3.5 cm in diameter and 2.5 cm deep. The uranium concentration varied from 5 to 500 \( g/l \), and all the samples were spiked with an equal amount of \( ^{238} \)U. The detector crystal was \( \approx 4 \) cm in diameter and \( \approx 4.0 \) cm long. The corrections for electronic losses, CF(RL), varied by only \( \approx 10\% \), whereas the corrections for gamma-ray attenuation, CF(AT), varied by \( \approx 27\% \) for the results on the 136.0-kV gamma ray of \( ^{238} \)U, which are presented in Fig. 7. The lower part of Fig. 7 shows the magnitude of CF(RL) and CF(AT) as functions of uranium concentration; the sample transmission \( T \) is also indicated for the nine samples used. Remember that because of the 2.5-cm sample depth, for any sample \( \mu = \{ \text{att}(T)/2.5 \} \) cm⁻¹. Because each sample had identical amounts of \( ^{238} \)U, the corrected 136.0-kV rate should have been equal for all samples. The upper part of the figure gives the fractional deviation of the corrected rates from the average of all and indicates the typical precision of the
and sample are generally well approximated by right circular cylinders. Assume that the axes of symmetry of the bottle and the detector coincide and that the detector radius is $r_d$; the sample radius is $r_s$; the sample depth is $D$, and the distance from sample to detector is $d$ (Fig. 5). Now if $d$ is a few times greater than both $r_s$ and $r_d$, no gamma ray from the sample will impinge on the detector at angles greater than $\sim 10^\circ$ from the common axis. Inasmuch as $\cos \theta \geq 0.95$ for angles $< 10^\circ$, it is clear that no gamma ray from anywhere in the sample will travel more than a few percent greater distance on its way to the detector than those that travel parallel to the common centerline. With this in mind, it is apparent that the essence of the assay situation can be described by a one-dimensional model consisting of a point detector and a line sample of "depth" $D$ and linear attenuation coefficient $\mu$ separated from the detector by a distance $d$ as indicated in Fig. 6. This model contains in a nearly correct way the inverse square law effects and the gamma-ray attenuation effects, which are the main influences on the CF(\text{AT}).

Having adopted the model, we give the CF(\text{AT}) with respect to the nonattenuating sample according to the definition of Eq. (7) by

$$\text{CF(\text{AT})} = \frac{\int_0^D dx}{\int_0^D \frac{x}{d + x^2} dx}.$$  \hspace{1cm} (20)

$$\sum_{j=1}^N \frac{x_j^2 e^{-0.5 \lambda t_j}}{(d + x_j^2)^{1/2}},$$  \hspace{1cm} (21)

where all constants pertaining to the detector efficiency and gamma-ray emission rates have canceled. The numerator (immediately integrates to $D/\sqrt{(d + D)}$), but as simple as the denominator appears to be, it cannot be integrated in terms of elementary functions. However, it can be written as a sum in a simple way. The expression for CF(\text{AT}) then becomes

$$\text{CF(\text{AT})} = \left[ \frac{D}{\sqrt{d^2 + D^2}} \right]^{-1}$$

where $\Delta x = D/N$ and $N$ is the number of intervals into which the sample depth is divided for the numeric integration. Generally, taking $N \sim 100$ will give the result of the integral to $<0.1\%$, which takes negligible execution time on any computer-based system. The numeric integration could, of course, be done with better accuracy by Simpson's rule or other more elegant methods in fewer steps. Equation (21) has been left in the form given to make as clear as possible the functional dependence of CF(\text{AT}) on the parameters $d$, $D$, and $\mu$ and the equivalence of the integral and the sum. Of the two geometrical parameters $d$ and $D$, the latter is well defined as the depth of the sample. The parameter $d$, however, is less well defined, nominally the distance from the detector to the sample. However, in real detectors of finite volume, $d$ is not well defined because the gamma rays interact throughout the volume of the detector and because even the average interaction depth is a function of energy, a consequence of the variation of $\rho_\mu$ for germanium with energy. One might then ask how $d$ is chosen to get the correct answers to a given situation. Experience has shown that if the nominal value of $d$ is at least a few times $D$, then with the help of a set of standards covering a wide range of $\mu$, $d$ can be adjusted to give values of CF(\text{AT}) such that the corrected rate per unit activity is nearly constant over a wide range of $\mu$ (or alternatively, of course, a wide range of the transmission $T$ of the sample). By so adjusting $d$, compensation is made not only for the imprecisely known sample-to-detector distance but also for the deviation of the one-dimensional model from the actual three-dimensional assay geometry.

Figure 7 shows results of a measurement exercise using the procedure just described to determine the appropriate CF(\text{AT}). The samples were 25-mCi solutions of depleted uranium nitrate in flat-bottomed bottles of 10-cm² area, thus making the samples right circular cylinders of solution 3.57 cm in diameter and 2.3 cm deep. The uranium concentration varied from 5 to 500 g/l, and all the samples were spiked with an equal amount of $^{133}S$. The detector crystal was $\sim 4.0$ cm in diameter and $\sim 4.0$ cm long. The corrections for electronic losses, CF(\text{RL}), varied by only $\sim 10\%$, whereas the corrections for gamma-ray attenuation, CF(\text{AT}), varied by $\sim 27\%$ for the results on the 136.0-kV gamma ray of $^{133}S$, which are presented in Fig. 7. The lower part of Fig. 7 shows the magnitudes of CF(\text{RL}) and CF(\text{AT}) as functions of uranium concentration; the sample transmission $T$ is also indicated for the nine samples used. Remember that because of the 2.5-cm sample depth, for any sample $\mu = [-\ln(T)/2.5]$ cm⁻¹. Because each sample had identical amounts of $^{133}S$, the corrected 136.0-kV rate should have been equal for all samples. The upper part of the figure gives the fractional deviation of the corrected rates from the average of all and indicates the typical precision of the
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Fig. 5. Commonly used vertical assay geometry for which a one-dimensional model is appropriate for computing CF(\text{AT}).

Fig. 6. One-dimensional model for computing CF(\text{AT}). The detector is assumed to be a point, and the sample is supposed to be a line of length $D$ with linear attenuation coefficient $\mu'$, which is separated from the point detector by distance $d$.

Fig. 7. Results of a measurement exercise designed to test the usefulness of a one-dimensional model for computing CF(\text{AT}). CF(\text{AT}) is indicated as a function of transmission $T$ simply by CF\text{\text{(T)}}.
3. A Useful Two-Dimensional Model. Another common assay geometry is that in which a detector views a cylindrical sample from the side along a ray normal to the sample axis, usually centered along the sample depth (Fig. 8). Now if the sample depth is, for example, less than or equal to the sample diameter and if the distance from the detector to the sample center is at least several times the sample diameter, then a simple two-dimensional model can often be used to compute adequately correct values of CFAT. The model consists of a point detector at a distance D from the center of a cylindrical sample of radius R and zero height. The use of a point detector implies that the full-energy interaction efficiency for the detector is essentially constant for gamma rays originating at any point within the sample volume. This assumption is almost true if D is at least several times both the sample diameter and the detector diameter. Figure 9 shows the geometry of the two-dimensional model and indicates the distances that must be determined and the variables in terms of which they are expressed. The parameters D and R define the geometry. The distances that must be determined in terms of D and R and the coordinates of the area elements r and θ are:

- L, the distance from the area element to the point detector,
- t, the distance from the volume element to the cylinder edge along L.

From the law of cosines, L is found directly as

\[ L = \sqrt{D^2 + r^2 - 2Dr \cos \theta}. \tag{23} \]

The expression for t is too much more complex and could be written in various ways; one way follows. If the angle θ is known, then from the law of cosines,

\[ t = \sqrt{D^2 + R^2 - 2DR \cos \gamma}. \tag{24} \]

The ratio between the CFAT with respect to the nonattenuating point and the CFAT with respect to the nonattenuating sample is \((1 + \text{D/D}), \text{independent of } \mu\), as can be seen by taking the ratio of Eq. (22) to Eq. (20). For set of samples of the same shape and counting geometry, it obviously does not matter which form for CFAT is used; but if sample depths vary, the CFAT with respect to the nonattenuating point must be used because the observed count rate from two nonattenuating linear samples of the same activity but different lengths would be different. Those remarks are intended to emphasize the general rule that all CFAT, for both standards and unknowns, should be computed with respect to the same nonattenuating shape so that the corrected rates might be directly comparable.

The attenuation coefficient \(\mu\) and the density \(\rho\) of the particle material, the fraction of gamma rays escaping is given by

\[ F = \frac{3}{2} \left( \frac{\mu}{\mu_D} \right) \left( 1 - 2 \frac{\mu}{\mu_D} + \frac{\mu}{\mu_D} \right) \left( 2 \frac{\mu}{\mu_D^2} + \frac{2}{\mu_D^2} \right). \]

Figure 2 was generated from this expression. As pointed out there, a 200-mum-diam, \(\rho = 10\) spherical particle of UO\(_2\) absorbs \(~10\%\) of the 186-keV gamma rays emitted within it. The reason that the assumption on particle size is necessary is that a \(\mu\), which accurately described the attenuation of a beam of gamma rays passing through a heterogeneous layer of material (both beam width and layer thickness much greater than the maximum particle size), says little about any absorption occurring within the individual emitting particles when high-density, high-Z emitters are contained in a low-density, low-Z matrix. Thus, for example, in a sample containing a dilute mixture of 200-mum-diam UO\(_2\) particles in a graphite matrix, a transmission measurement will determine a \(\mu\), which describes roughly what happens after the gamma rays leave the particles but corrects for little of the \(-10\%\) loss within the emitting particles themselves. An \(-10\%\) assay error is likely if the samples are being assayed with respect to standards that meet the assumption on particle size.

C. Numeric Computation in the Near Field

1. General Discussion. As mentioned above, for most if not all near-field situations in which inverse square dependence must be put into the integral expressions explicitly, the resulting expressions cannot be (or at least have not been) integrated in terms of elementary functions. As a result, numeric methods must be used, which almost automatically implies the use of computers. However, with even the power and availability of modern computers, it is good to minimize the effort required for the computation, which means that the simplest adequate model should be used to describe the assay situation. As before mentioned, it is often possible to simplify the computations by assuming a point or line detector with efficiency independent of angle of incidence. Other simplifications are also sometimes possible. For example, for assay of a cylindrical sample whose height is equal to or less than its diameter, and the sample-to-detector distance is at least several times the sample diameter, a two-dimensional model in which a point detector views a circular sample may suffice. Clearly, if complicated geometries must be considered, the very powerful Monte Carlo-type photon transport codes requiring the use of large computers can be used. However, more often the situation encountered in the NDA of simply shaped samples can be handled with simplified models and straightforward one-, two-, or three-dimensional numeric integration methods using relatively simple codes and quite small computers. Remember always that the accuracy of gamma-ray NDA is often determined more by the nonuniformity and inhomogeneity of the samples than by the lack of detailed accuracy in the CFAT computations. In such cases, perfectly adequate correction factors can often be obtained by a simple approximate model.

Clearly, if one takes minutes or even hours to compute a single value of CFAT, then it will be advantageous to compute CFAT for a given container and assy geometry for a number of values of \(T\) (or equivalently \(\mu\)) and to interpolate between them. That interpolation could clearly be done in several ways, some of which will be mentioned below.

For much work, approximate analytic forms exist that give adequately accurate values for CFAT over reasonable ranges of transmission (or \(\mu\)). A few such forms will be pointed out below. The adequacy of a particular approximate expression can be determined by comparison with more accurate numeric computations based on a suitable model. In connection with the discussion of the approximate forms, it will be pointed out and discussed in some detail that it usually does not matter if CFAT is in error by a constant multiplicative factor over the range of the transmission value. The approximate analytic forms often provide the capability to derive sufficiently correct analytic expressions for the precision of CFAT. This, too, will be discussed below.

2. A Useful One-Dimensional Model. A common assay geometry is that in which a germplasm detector views a bottle of solution from beneath. Both detector
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3. Spherically Shaped Samples. For a spherical sample in the far field, the correction factor can be shown to be

\[ \text{CF}(\text{AT}) = \frac{1}{2} \left[ \frac{\mu D}{L_1(\mu D) - L_2(\mu D)} \right], \]  

where

\[ L_1 = \text{the modified Struve function of order 1}, \]
\[ L_2 = \text{the modified Bessel function of order 1}, \]
\[ D = \text{the sample diameter}, \]
\[ \mu = \text{the sample linear attenuation coefficient}.\]

Again, the expression is very compact, but it is inconvenient to use because of the necessity for finding or computing values for the Struve and Bessel functions. Instead, as the transmission across a diameter of a cylinder is given by \( T = \exp(-\mu \cdot D) \), we can write the expression for \( \text{CF}(\text{AT}) \) as

\[ \text{CF}(\text{AT}) = \frac{1}{2} \left[ \frac{-\ln(T)}{L_1(-\ln(T)) - L_2(-\ln(T))} \right]. \]

Equation (15) was used to generate the curve for a cylinder in Fig. 3. Note that the \( \text{CF}(\text{AT}) \) for a cylinder are a little more than those for a slab or box-shaped sample, a situation we can understand intuitively by comparing a square sample with a cylindrical one of the same \( \mu \) and whose diameter is equal to the side of the square. In the cylindrical sample, fewer gamma rays must penetrate the maximum thickness of material in escaping from the sample, hence, the fraction escaping is greater and the \( \text{CF}(\text{AT}) \) is smaller.

This expression is also plotted against \( \ln(T) \) in Fig. 3. The \( \text{CF}(\text{AT}) \) for a sphere in the far-field case are clearly smaller than those for either the parallelepipeds or cylinder. Again, the trend is intuitively obvious on comparing a sphere of diameter \( D \) with a cylinder of diameter \( D \) and a cube of side \( D \). On the average, the gamma rays travel shorter distances to escape from the sphere than from either the cylinder or the cube. Thus, the fraction escaping is greater and the \( \text{CF}(\text{AT}) \) are smaller. Spherical samples are rarely met in practice, but the reciprocal of the expression for \( \text{CF}(\text{AT}) \) gives the fraction of gamma rays escaping from spherical particles and is useful in deciding whether a given particulate-containing sample adequately meets the required assumption on particle size. Written in terms of the mass attenuation factors, the correction factor with respect to a nonattenuating cylinder is given according to the definition of Eq. (7) as

\[ \text{CF}(\text{AT}) = \frac{\int_{\rho}^{R} \frac{dA}{\rho^2 L(\rho, R, \theta)}}{\int_{\rho}^{R} \frac{dA}{\rho^2 L(\rho, R, \theta)}}. \]  

where the area element in cylindrical coordinates \( dA = r \, d\rho \, dr \) and where a uniform distribution of activity over the sample area is assumed. Because of the obvious symmetry, the integral needs to be performed only over half of the cylindrical sample. When \( t \) and \( L \) are given as explicit functions of \( R, D, r, \) and \( \theta \) according to Eqs. (23)-(26), the double integral in the denominator becomes complex and cannot be integrated in terms of elementary functions. The numerator can be integrated, yielding the expression \( -(n/2) \ln (1 - R^2/D^2) \). Numeric methods must then be used to evaluate the denominator of the expression for \( \text{CF}(\text{AT}) \).

One method is outlined here. More sophisticated procedures do not exist. Let the radius of the cylinder \( R \) be divided into \( N \) intervals and let the whole \( \pi \) radian range of \( \theta \) be divided into \( M \) intervals. The radial and angular increments are then given by

\[ \Delta R = \frac{R}{N}, \]

and

\[ \Delta \theta = \frac{\pi}{M}. \]

Let the coordinates of the area element \( dA \) be given by

\[ r = \Delta r(n - 0.5) \text{ with } n = 1, \ldots, N, \]

and

\[ \theta = \Delta \theta(m - 0.5) \text{ with } m = 1, \ldots, M. \]

The area of the area element at \( r \) and \( \theta \) is then given by

\[ \Delta A(n,m) = \{ \pi r^2 \Delta r^2 \Delta \theta \} / 2 \pi. \]

Expressed in integral form, the correction factor with respect to a nonattenuating cylinder is given according to the definition of Eq. (7) as

\[ \text{CF}(\text{AT}) = \frac{\int_{\rho}^{R} \frac{dA}{\rho^2 L(\rho, R, \theta)}}{\int_{\rho}^{R} \frac{dA}{\rho^2 L(\rho, R, \theta)}}. \]
stead of the linear attenuation coefficient \( \mu_t \), in which case \( \mu_t \) is expressed as

\[
\mu_t = \frac{\ln (T)}{2R}.
\]  

(34)

If one is computing the CF(AT) with respect to a nonattenuating point at the center of the sample, the numerator in Eq. (27) integrates easily to \( \pi R^2 /2D^2 \) while the denominator remains the same. For the simple two-dimensional model, then, the ratio of the CF(AT) with respect to the nonattenuating sample to the CF(AT) with respect to the nonattenuating point at the center of the sample is \( (D/R)^2 \ln (1 - R/D) \), which depends only on the ratio D/R and not on the value of \( \mu_t \) (or T).

As mentioned before, it is often convenient to express or plot the values of CF(AT) as a function of the transmission \( T \) rather than of the linear attenuation coefficient \( \mu_t \). Plotting as a function of \( T \) is particularly convenient in presenting the results of this two-dimensional model because for a fixed value of \( T \), the CF(AT) are a function only of the ratio D/R. This means, for example, that for a given value of \( T \), a sample of \( R = 10 \) cm and D = 1000 cm has the same CF(AT) as a sample of \( R = 100 \) cm and D = 10 000 cm. Figure 10 gives CF(AT) with respect to the nonattenuating sample as a function of D/R for several values of T. The essential point is that the CF(AT) decrease slowly as D/R decreases; the larger changes occur for the smaller values of T. Remembering the definition of CF(AT), we can see qualitatively that this behavior is a consequence of the inverse square law. It is clear that for a given value of T, CF(AT) asymptotically approaches a maximum as D/R \( \rightarrow \infty \). To show quantitatively the deviations from the far-field (D/R \( \rightarrow \infty \)) case as D/R decreases, the deviations are plotted in Fig. 11 as a function of T for various values of D/R. For T \( > 100 \) and D/R \( > 50 \), all deviations are \( \leq 1\% \). Therefore, D/R \( > 50 \) can be regarded as the far-field situation for most purposes. It is also important to notice that the variation of CF(AT) as a function of T is much stronger than the variation with the ratio D/R.

The results presented above were obtained with a minicomputer using values of M = 200 and N = 200 for which all the results are within 0.1% of the what the actual integrals would give. The total number of area elements computed was obviously 40 000, and the time required was \( \approx 2 \) min per value. The exact time required for execution will obviously depend greatly on the computing equipment and programming language used. The point is that for two-dimensional numeric integrations, results of high accuracy can be obtained in about a minute. The motivation for using a simple two-dimensional model when it is adequate is clear. If we go to a three-dimensional model, a modest extension in derivation and programming, and the third dimension is

\[
\cos \theta = \frac{(D - x)}{\sqrt{(D - x)^2 + y^2 + z^2}}.
\]

This evaluates to

\[
\text{CF(AT)} = \frac{\mu X}{1 - e^{-\mu X}},
\]

(14)

which is identical to Eq. (8) and easily transforms to Eq. (9). As noted above, this is a simple expression with the approximate \( \ln (T) \) dependence for \( T \ll 1 \). It is also useful in many practical situations that are not real far-field cases but for which this expression will provide values that are accurate within a few per cent.

2. Cylindrically Shaped Samples. For a cylindrically shaped sample viewed by the detector along a diameter in the far field, it has been shown that
cases are seen to be of the form $CFAT \approx -k$ (in T) for $T < < 1$. This approximate in (T) dependence is rather general for most assay geometries and is very useful to keep in mind.

B. Analytic Far-Field Forms for $CFAT$

In general, when writing integral expressions for $CFAT$ in the near field, we cannot integrate the expressions in terms of elementary functions to yield analytic expressions. In the far field, expressions have been derived for simple sample geometries: box-shaped (rectangular parallelepiped), cylindrical, and spherical. These expressions will be given and discussed; the derivation will be given for the box-shaped sample. As a means of comparing the three cases, Fig. 3 gives the far-field $CFAT$ for all three sample shapes as a function of $\ln(T)$, and Table I gives numeric values for the three cases over a wide range of transmission.

1. Box-Shaped Samples. This is the simplest case and the only one for which a simple derivation exists. Because the derivation is both simple and instructive, it will be given here. From Eq. (7), we can write the general expression for $CFAT$ with respect to a nonattenuating sample (specified shape same as real shape) in integral form as

$$CFAT = \int \int \int \int \rho \text{d}V$$

where the explicit dependence of $x$ and $y$ on $x$, $y$, and $z$ is indicated and where $dV = dV$. Now $\rho$ is a constant for a given isotope, and by virtue of the fundamental assumptions on uniformity, we can assume $\rho$ and $\mu_4$ are also constant. In addition, the expression of far-field conditions is equivalent to assuming $\rho\text{exp}(\mu_4 r) = \text{a constant}$.

Now note that for the configuration given in Fig. 4, $r = (x^2 + y^2 + z^2)^{1/2}$, where $x$ is the $x$-coordinate of the volume element and $dV$ = volume element.

$$CFAT = \int \int \int \rho \text{d}V$$

where

$$\rho = \text{density of the isotope being assayed (g/cm^3)}$$

$$i = \text{emission rate of the assay gamma ray (r/g.s)}$$

$$\varepsilon = \text{absolute full-energy detection efficiency}$$

$$\mu_4 = \text{linear attenuation coefficient of the sample}$$

$$r = \text{distance gamma rays travel within the sample on the way to the detector, and}$$

$$dV = \text{volume element.}$$

Given 200 increments, the required execution time immediately increases to hundreds of minutes, a much more expensive and tedious proposition. Nevertheless, with just such choices of the number of increments allotted to the three variables over which summing is done, three-dimensional numerical integration is feasible, though it is almost certain that an interpolation scheme will be needed to obtain values between those computed for selected values of $T$ or other parameters.

4. An Example of a Three-Dimensional Model. As a final example of an effort to construct a simple, yet adequate, model for an assay geometry, consider the segmented assay of cylindrical samples. In this case (Fig. 12), a detector views the sample through a horizontal collimator, which defines (with more or less overlap) segments, or slices, of the sample that are assayed individually. The sample is usually, but not always, close to the collimator as possible. The detector is, of course, of finite size, often being a right circular cylinder of germination ~5.0 cm in diameter and ~5.0 cm long. Experience has shown that for assay by the segmented procedure, the inverse square law effects caused by the collimator must be considered explicitly. It is generally not good enough to simply consider a very thin cylindrical, two-dimensional sample as described by the model in Sec. IV C.

With respect to modeling the detector, the first thought might be to consider it as a point centered at the rear of the collimator. However, because some gamma rays are emitted in places within the sample where only a portion of the detector is seen through the collimator, the point detector assumption is not adequate. A little thought suggests that a vertical line detector centered at the rear of the collimator might be an adequate model. The results of such an assumption are quite good and the expression, which is derived below, will be based on it. Experimental results and more thought about the finite size of the actual detector suggest one further simple improvement in the model. Clearly, the gamma rays do not interact right at the rear of the collimator but actually behind the collimator in the volume of the detector, the distance from the rear of the collimator to the average interaction location being often as much as several centimeters. The results of the $CFAT$ computations are improved a bit by increasing the distance traveled by gamma rays to the line detector by the model a constant length computed from the known average free path in the detector material for gamma rays of the energy concerned.

In summary, the model from which the required expressions will be derived consists of a perfect collimator (that is, one with no leakage) and a vertical line detector centered at the rear of the collimator. The efficiency of the "detector" is assumed to be independent of either the position or angle at which the gamma rays strike it, and for computation the distance from the emitting element to the line detector of the mathematic model will be increased by a constant approximately equal to the distance from the line detector to the average interaction location in the detector.

Though somewhat more complex than the first two examples, this model is still much simpler than the real geometry but provides accurate values of $CFAT$ over a wide range of transmission, especially with the addition of the penetration depth constant. Adequately accurate means generally within ~1% of the correct values, which in most cases of the assay of solid samples, is satisfactory because the ultimate accuracy of the assay of such samples almost always depends more on the heterogeneities that so frequently exist within them than on the exact function used for $CFAT$.

Inasmuch as materials are often packed in metal containers that significantly attenuate the emitted gamma rays, the packaging should be, in general, included in the model. As will be seen, this is straightforward. The necessary parameters (inside diameter, outside diameter, and $\mu_4$) are usually known with sufficient accuracy. In the case to be discussed below, the outside diameter of the sample may be different from the inside diameter of the container, a situation that arises quite often when double containment is used.

Qualitative considerations indicate that if cylindrical samples of different diameters are to be assayed in a common geometry by the segmented procedure or if the standards are of different diameters and/or packaging than the unknowns, the $CFAT$ are best calculated with respect to a nonattenuating line source along the axis of the sample. By doing this, the corrected rates from samples of different diameters with different package materials and thicknesses can be directly compared, thus permitting the assay of unknowns with respect to standards of different diameters and packaging. A line rather than a point is required as the simpler specified
shape because the influence of the collimator must be included. When the sample packaging is included in the model, more possibly useful definitions of CFA(T) can be given. Although the CFA(T) with respect to the nonattenuating line is generally the most useful in segmented scanning, it is worthwhile to list some of the possible definitions of CFA(T) for the segmented geometry to emphasize the fact that there are several useful approaches. First, if the package is ignored, there are the two obvious definitions:

1. CFA(T) for an attenuating cylindrical sample with respect to a nonattenuating cylindrical sample. This is simplest in concept, and it is adequate if samples in identical packages of negligible attenuation are to be assayed.

2. CFA(T) for an attenuating cylindrical sample with respect to a nonattenuating linear line sample. If some of the samples vary in diameters in packages of negligible attenuation are to be assayed, this too is an adequate definition.

Now when samples in packaging of significant attenuation must be considered, we can write more definitions; three of them are given below.

3. CFA(T) for an attenuating cylindrical sample and package with respect to a nonattenuating cylinder. This definition is applicable, for example, to samples in packages of the same dimensions but different materials and/or thickness. CFA(T) for an attenuating cylindrical sample and package with respect to a nonattenuating cylinder in an attenuating package. This would be suitable for identical samples of the same diameter in packaging of significant attenuation. This definition is applicable, for example, to samples in packages of the same dimensions but different materials and/or thickness.

4. CFA(T) for an attenuating cylindrical sample and package with respect to a nonattenuating linear line sample. This is probably the most general and useful of any of these definitions, though it is not quite as simple as some of the others.

Mathematical expressions will be given for all five definitions. The main intent is to show that there are often more alternative definitions of CFA(T) that should be taken to use one that is commensurate with the desired or possible accuracy of a given assay situation. After the model is set up and the basic trigonometry is done, it is just about as easy to compute according to one definition as another.

Figure 13 gives typical output from a code that gives results for all five definitions. All the parameters given in the upper part of Fig. 13 are input by the user except the D/R ratio and maximum sample height seen by the detector, both of which are computed from the other parameters. Execution time will clearly be shorter if fewer definitions are computed, but it is a much stronger function of the equipment used. For example, the output of Fig. 13 was produced in 18 660 s transmission value with a BASIC code running on a DEC PDP 11/34 computer without hardware floating point arithmetic capability. The same results were obtained by a FORTRAN code running on a DEC PDP 11/60 computer with hardware floating point arithmetic capability in only 283 s per transmission value, 66 times faster.

Finally, the expressions used in computing the values of CFA(T) for the five definitions will be derived. It will be seen that the calculations of each of the pertinent parameters and variables. Figure 15 shows a vertical section of the assay geometry along line L in Fig. 14. The task consists of expressing in terms of the parameters and the volume element coordinates the following quantities:

- \( \lambda \) = the distance of volume element to detectors
- \( f \) = the fraction of detector viewed from the volume element, of a standard size and shape, it is always the most variable parameter. This fairly lengthy list might suggest difficulty in accurately computing CFA(T) if all the parameters mentioned had to be known with high accuracy. Fortunately, however, in many situations the dependence of CFA(T) on several of the parameters is mild, and very accurate values for them are not necessary. For example, when the sample-to-detector distance is at least several times the maximum dimension of the detector, the size, shape, and efficiency of the detector is often negligible. As another example, when the distance between a cylindrically shaped sample and the detector is at least several times the maximum dimension of either sample or detector, the CFA(T) is usually a strong function of the sample \( \mu_c \), a mild function of sample dimensions and distance from the detector, and has negligible dependence on the detector size, shape, and efficiency.

The greatest simplifications in form and dependence occur in what we shall call the far-field case, the one in which the maximum dimensions of both sample and detector are negligible compared with the distance between them. In the far-field case, dependence on the inverse square law becomes negligible and all gamma rays reach the detector along essentially parallel paths. Thus, there is no dependence on detector size and shape, nor on small changes in the sample-to-detector distance, nor on sample size except for the influence of size on the fraction of gamma rays escaping from the sample. Simple analytic expressions can be derived for several simple sample shapes. These forms are often useful for approximate work in situations not truly far field and for exhibiting general trends of CFA(T) for many assay situations. Indeed, the far-field situation is useful as a reference case against which to compare near-field cases. In presenting CFA(T) values graphically to the investigator or to exhibit general trends, it is useful to be advantageous to plot CFA(T) vs the parameter of strongest dependence, and to plot different curves for each of the parameters of significant but lesser importance. The parameter of strongest dependence is almost always the sample \( \mu_c \), and if not of strongest dependence, then it is very often of greatest variability when considering a group of samples of fixed size and shape. The CFA(T) may always be plotted vs \( \mu_c \). However, \( \mu_c \) is often found by measuring the gamma-ray transmission \( T \) through the sample and using the relation \( T = \exp(-\mu_c x) \), where \( x \) is the sample dimension along which the transmission is measured. This expression suggests that CFA(T) could be plotted vs the product \( \mu_c x \) to avoid plotting separate curves for different values of \( x \) or that the curves could be equivalently plotted vs \( \ln(T) \), for \( \ln(T) = -\mu_c x \). In fact, it is generally more convenient to plot CFA(T) vs \( \ln(T) \) because simpler analytic forms arise in the simple cases when these forms are expressed as functions of \( T \). It is also useful to express analytic forms for CFA(T) as functions of \( T \) because of the numerous limitations on the experimental determination of \( T \).

As an illustration, consider the expression for CFA(T) for the far-field assay of a box-shaped sample viewed normal to a side. Neglecting any packaging, the expression (which shall be derived later) is:

\[
CFA(T) = \frac{\mu_c x}{1 - \exp(-\mu_c x)}
\]

where \( x \) is the thickness of the sample along the normal to the detector. Using \( T = \exp(-\mu_c x) \), we can write:

\[
CFA(T) = -\ln(T)
\]

which is a very simple expression, indeed the simplest of any of the exact analytic expressions known. For \( T < 1 \), we see that CFA(T) \( \approx -\ln(T) \), so a plot of CFA(T) vs \( \ln(T) \) is nearly linear. Figure 3 gives a plot of CFA(T) vs \( \ln(T) \). It also gives CFA(T) vs \( \ln(T) \) for cylindrically shaped samples where \( T \) is measured across the diameter of the samples. All the
The CFAT is actually determined by computing the ratio of FEIR ($\mu = 0$, Spec Shape) to FEIR ($\mu \neq 0$, Real Shape) based on the known sample $\mu^2$, the sample geometrical configuration, and the position of the sample relative to the detector. Most often the expressions for the ratio are not integrable in terms of elementary functions, so numeric methods must be used. There are a few exceptions in which the expressions may be integrated and CFAT (given in closed form, most of which will be discussed below).

Because CFAT is computed as the ratio of count rates, one does not generally need to know the detector efficiency for the computation. Indeed, most often one can assume a point detector with equal efficiency for all angles of incidence, which considerably simplifies the computations. The point detector assumption is usually good when the distance between sample and detector is at least several times the maximum dimension of either detector or sample. If the sample-to-detector distance must be kept small for reasons of efficiency and the highest obtainable accuracy is required, the actual measured or calculated detector efficiency as a function of energy and position may be used. Cline describes a procedure for creating an efficiency function based on measurements of standards sources, which should be adequate for almost all requirements. 1

B. Useful Specified Shapes

In 1983, the most useful specified shapes were

1. the actual sample shape,
2. a point, and
3. a line.

If one has many samples of the same shape and size in a standard container and calibration standards in the same configuration, then the CFAT may be computed with respect to a nonattenuating sample of the same shape. However, remember that two nonattenuating sources of different shapes will not usually produce the same count rate per unit activity when centered at the same point with respect to the detector, assuming the samples have some well-defined center. This condition is obviously a consequence of the effects of the inverse square law, which must always be remembered, especially when standards and unknowns are of grossly different size and/or shape. Therefore, in all cases in which the whole sample is sufficiently uniform and homogeneous and of reasonable size, it is probably best to let the detector view the whole sample and to use the CFAT computed with respect to a nonattenuating point. As shown in the discussion of the general procedure in Sec. II, the TCR computed with the help of such CFAT are independent of the size and shape as well as of the chemical composition and thus allow the standards and the unknowns to be of different size, shape, and chemical composition. Remember, however, that for such assays to be accurate, the entire contents must be reasonably well represented by a single $\mu^2$.

Often samples have vertical gradients of density or vertical discontinuities of composition and density, the natural consequence of filling relatively narrow cylindrical or square containers of waste, scrap, or product from the top. As is to be expected, things tend to fall into the containers in layers. In such cases, a single $\mu^2$ cannot adequately characterize the whole sample, but narrower layers or segments can be adequately characterized by a single $\mu^2$ value. Assay accuracy can be improved by using a segmented scan in which the detector views the sample through a vertical collimator that defines relatively narrow horizontal segments, or layers, in which $\mu^2$ can be assumed constant. For such segmented scans, because of the effects of the collimator, it is best to compute the CFAT with respect to a nonattenuating line along the axis of the containers. In this way cylindrical samples may be accurately assayed with respect to standards of quite different diameters.

IV. DETAILED DISCUSSION OF CFAT

A. Important Parameters and General Trends

In general, the correction factor for self-attenuation, CFAT, is a function of many parameters. Those currently recognized as significant, listed roughly in decreasing order of importance, are

1. the $\mu^2$ of the sample material;
2. the volume and shape of the sample material;
3. the $\mu^2$ of the sample container;
4. the size and shape of the sample container, the shape of the container not necessarily being the same as that of the sample;
5. position and orientation of the sample relative to the detector; and
6. the size, shape, and efficiency of the detector.

The sample $\mu^2$ is listed first because the dependence of CFAT on it is usually strong and because for groups of

\[ L = \sqrt{D^2 + r^2} - 2Dr \cos \theta, \]  \hspace{1cm} (35)

which is the total distance traveled in the horizontal plane by gamma rays from the volume element at $r, \theta, z$ to the detector. Next consider the distances $t_1, t_2,$ and $t_3,$ all of which are required to compute the total distances traveled by gamma rays on the way to the detector through the sample and its packaging. Various equivalent formulations are possible; the one given here is different from that for the corresponding distances in the two-dimensional case in Sec. IV.C.3. If the angles $\alpha$ and $\gamma_1$ of Fig. 14 are known, one can write by the law of sines

\[ t_1 = \frac{R}{\sin \gamma_1} \cdot \sin \alpha . \]  \hspace{1cm} (36)
From Fig. 14, it is seen that \( r = \theta - \varphi = \rho \) and that by the law of sines again
\[
\rho = \sin^{-1} \left( \frac{r}{L} \right) \sin \theta
\]  
(37)
so that \( \alpha \) is now fully determined. Again referring to Fig. 14, we see that \( \gamma = \rho - \beta, \) and by the law of sines yet again
\[
\beta = \sin^{-1} \left( \frac{D}{R} \sin \rho \right) = \sin^{-1} \left( \frac{D}{R} \sin \theta \right)
\]  
(38)
so that \( \gamma \) is also fully determined. The expressions for \( t_1 \) and \( t_2 \) are identical to those for \( t_1 \) with the subscript 1 becoming 2 and 3, respectively. Referring again to Fig. 14, \( \rho < \pi/2 \) and \( \beta < \pi/2 \) so that the \( \sin^{-1} \) function will give no trouble in writing codes.

Now referring to Fig. 15, let us find the actual distances traveled on the way to the detector by gamma rays from the volume element at \( r, \theta, \phi \). Consider two cases, the first for \( z < H/2 \) and the second for \( z > H/2 \). For the \( z < H/2 \) case, the whole detector is viewed. It is assumed that the efficiency is equal all along that and the distance from the volume element to any point on the detector is the distance to the center of the detector. With these simplifying assumptions, we have
\[
\lambda = L \sqrt{1 + z^2/L^2}.
\]  
(39)
Letting \( a = \sqrt{1 + z^2/L^2} \), we have by similar triangles
\[
t_1 = a_1, \quad t_2 = a_2, \quad \text{and} \quad t_3 = a_3.
\]  
(40)

Letting \( \rho = \) the fraction of the detector viewed, we have \( \rho = \) the fraction of the detector viewed, we have \( \rho = 1 \) for \( z < H/2 \).

For the \( z > H/2 \) case, it is necessary to try into account the fact that only part of the detector is viewed from a volume element at \( r, \theta, \phi \). It is assumed that the collimator is perfect, that is, there is no leakage through the edges. It is additionally assumed that all the viewed portion of the detector is equally efficient, and that the distance traveled to the detector by all gamma rays is the distance to the center of the area viewed. With these required to obtain the actual correction factors. Furthermore, not all isotopes have a pair of gamma rays of the appropriate energies. Nevertheless, the method has proved useful in specific cases and has the potential for giving warning when the assumptions on uniformity and particle size are grossly violated.

d. Transmission Method. The fourth and most general method of obtaining the CFI(\( \gamma \)) involves the direct experimental measurement of the sample \( \mu \) by measuring the transmission through the sample of a beam of gamma rays from an external source. From the fundamental law of gamma-ray attenuation, the transmission
\[
T = \exp \left( -x \mu \right)
\]  
(5)
where \( x \) is the thickness of the sample. Solving for \( \mu \), we obtain
\[
\mu = \frac{-\ln T}{x}
\]  
(6)
As previously stated, this method requires no knowledge of the chemical composition or density of the sample, just the basic assumptions on uniformity and particle size, which were discussed above. As such, it is the most practical way to proceed in the ever-present "black box" cases. In fact, it is often the preferred method even when some knowledge of the sample composition is available, particularly when the best obtainable accuracy is desired. Let it be emphasized again that the experimentally measured sample \( \mu \) includes all the effects of chemical composition and density, which means that the calibration standards and the samples to be assayed need not have the same or even similar chemical compositions.

The transmission method also has the advantage of identifying those samples for which accurate quantitation is impractical by means of excessive self-attenuation even though they satisfy the two basic assumptions. As the measured transmission becomes smaller, its precision deteriorates, and the precision of the sample \( \mu \) computed from it also becomes worse, thus creating error in the computed value of CFI(\( \gamma \)). Depending somewhat on the sample, the energies involved, the particular equipment being used, and the allowable count times, the precision and accuracy of the measured transmission become unacceptable poor for values of transmission between 0.01 and 0.001. Transmission values <0.001 (perhaps even negative) almost always indicate an unsaurable sample.

III. FORMAL DEFINITION OF CORRECTION FOR SELF-ATTENUATION

The definition of the correction factor for sample self-attenuation CFI(\( \gamma \)) used in this report is implicit in the discussion of Sec. II, particularly in Eq. (4). It is appropriate, though, to give a generalized formal definition and make some remarks about a few particular forms that have proved useful.

A. The General Definition

Expressions for CFI(\( \gamma \)) can be, and have been, formulated in a number of useful ways. The formulation adopted here has been prompted mainly by a preference for multiplicative correction factors and by a desire to obtain a corrected count rate that is directly proportional to the quantity of isotope being measured. It has proved convenient and useful for a number of years. As indicated in Sec. II, it is useful to define CFI(\( \gamma \)) with respect to a specified geometrical shape, which is often not that of the actual sample. The specified shape is usually simpler than the actual one, a point, for example. Let us then define CFI(\( \gamma \)) by rearranging Eq. (4) to give, with only slight change in notation to make the concept more explicit,
\[
\text{CFI}(\gamma) = \frac{\text{FEI}(\gamma = 0, \text{Spec Shape})}{\text{FEI}(\mu \neq 0, \text{Real Shape})}
\]  
(7)
where
\[
\text{CFI}(\gamma) = \text{the correction for self-attenuation with respect to a particular specified shape}
\]
\[
\text{FEI}(\gamma = 0, \text{Spec Shape}) = \text{the FEI that would have been measured if the sample were totally nonattenuating} \quad (\mu = 0)
\]
and if it were changed to the specified shape, and
\[
\text{FEI}(\mu \neq 0, \text{Real Shape}) = \text{the actual measured FEI from the sample}
\]
Now CFI(\( \gamma \)) is not computed in practice by dividing \text{FEI}(\gamma = 0, \text{Spec Shape}) by the measured FEI (\( \mu \neq 0 \), Real Shape). Indeed, CFI(\( \gamma = 0, \text{Spec Shape} \)) is in reality the total corrected rate TCR of Eq. (4), which we seek to determine because it is directly proportional to the quantity of isotope being measured.
Experience indicates, for example, that small samples of solution (up to a few tens of cubic centimeters) may be assayed with accuracies of a few tenths of a per cent. Sample uniformity, homogeneous powders of volumes up to a few liters have been assayed with accuracies approaching 1% in spite of significant density gradients. Larger containers of waste (for example, 30-gal drums) rarely satisfy the assumptions well enough to allow errors of <10%, and as mentioned above, the error will be much worse for extremely heterogeneous cases.

Having emphasized the errors caused by samples deviating from the required properties, we can fairly say that there are a few cases of samples that are heterogeneous, but in a regular known way, for which correct CF(AT) may be determined.\(^1\) HTGR fuel materials are an example. Such cases are rare, however, and the measured data must be supplemented by some prior knowledge of the sample composition.

Another important general fact about gamma-ray assays is that the results are almost always low when samples that do not satisfy the necessary assumptions are assayed in conjunction with calibration standards that do satisfy the assumptions. The reason for the low results is that the procedures that correctly determine the fraction of self-attenuation in acceptable samples underestimate that fraction in samples that fail to satisfy the required conditions. As noted, the error may be several hundred percent in extreme cases. This fact causes one to be cautious about using gamma-ray methods to screen heterogeneous materials for possible criticality dangers.

2. Methods for Determining the Sample Linear A

tenuation Coefficient. As before stated, if a sample satisfies the two assumptions and if its linear attenuation coefficient is known, we can compute the fraction of unmodified gamma rays reaching the detector relative to those that could have reached it in the absence of the sample. The desired correction factors. The basic problem, then, is to determine the sample\(\mu\). Four principal methods have been employed, though one method is the only one that is the subject of this paper. Although the four procedures have been discussed together previously,\(^2\) it is well to do so again here.

a. Representative Standards. The oldest and still a frequently used (and abused) method is that of avoiding the issue by using representative standards. In this procedure a set of calibration standards is prepared as nearly identical as possible in size, shape, and composition to the unknown with varying concentrations of the material to be assayed. The standards are counted in a fixed geometry to prepare a calibration curve, and the assay is accomplished by counting the unknowns in the same geometry and comparing the count directly with the calibration curve. This procedure will produce good results only if the unknowns and standards are sufficiently similar that the same concentration of assay material in each gives rise to the same sample\(\mu\) value, therefore, to the same CF(AT). In other words, at the same concentration of assay material, the same fraction of gamma rays must escape from both sample and standard. The representative standard procedure usually also assumes that the pileup and dead-time losses are equal for equal concentrations of assay isotopes. This method is only applicable when the nature and composition of the assay samples are well known and essentially unvarying as is the case, for example, for some process solutions. The difficulty, if not futility, of trying to create representative standards for many categories of material is so obvious that it does not require discussion.

b. Computation from Knowledge of Composition. A second method exploits previous knowledge of the chemical composition, mass, and shape to compute the sample\(\mu\) from which in turn the correction factor is computed. Sufficient prior knowledge to compute the sample\(\mu\) does not necessarily mean that the assay result is known in advance. In many cases, the assay material is a small but unknown fraction of the total sample mass, and the sample\(\mu\) is almost purely dependent on the matrix composition and mass, which is reasonably well known. The correction factor can therefore be computed, and especially when the highest accuracy is not possible, this approach is useful. When only verification measurements are required on well-characterized materials, the approach is useful even when the assay material contributes significantly to the sample self-attenuation. Computation of the sample\(\mu\) from knowledge of the chemical composition and densities is straightforward but must be done correctly. The necessary mass attenuation coefficients are reported along with discussion of the methods used to obtain the tabulated values and their uncertainties.\(^2\) \(^1\)\(^2\) \(^1\)\(^2\) \(^1\)\(^2\) \(^1\)\(^2\)\(^1\)\(^2\) Numerous texts discuss in detail the interaction of gamma rays with matter including the computation of linear attenuation coefficients from the known chemical composition and densities. References 4, 5, and especially 7 are useful examples.

c. Gamma-Ray Intensity Ratios. Another method of determining CF(AT) involves measuring the intensity ratio of gamma rays of two different energies from the same isotope in the sample and comparing it with the same ratio from a thin source of negligible self-attenuation containing the same isotope. This method is of limited use because, in general, the sample\(\mu\) is not uniquely related to the measured intensity ratios. Some prior knowledge of the nature of the sample is also required. As before, \(\gamma = 1\) for \(z \leq H/2\). For \(z > H/2\), we have

\[\lambda = \frac{D}{2} + \frac{z + H}{2} \left(\frac{D}{2}\right)^2 \tag{47}\]

where

\[h = \frac{z - H}{2} - W \]

For \(z > H/2\), as before, \(\beta = \frac{1}{h}/H\).

In performing the numeric integrations, let the range of the volume element coordinates \(r, \theta, z\) be divided into \(L, J, K\) intervals, respectively, where \(r_i \leq L_i, 0 \leq \theta \leq \pi, \) and \(0 \leq z \leq Z_i\). The increments in \(r, \theta, \) and \(z\) are then

\[\Delta r = R/L, \Delta \theta = \pi/L, \text{ and } \Delta z = Z/R\].

Letting the indices of summation corresponding to \(r, \theta, z\) be \(i, j, k\), respectively, the coordinates of the volume element are

\[r = r_i + (\theta - 0.5) \frac{\Delta r}{L}, \theta = \theta_j + (\theta - 0.5) \frac{\Delta \theta}{L}, \text{ and } z = z_k + (z - 0.5) \frac{\Delta z}{Z} \tag{49}\]

In terms of \(L, J, K\) and \(\Delta r, \Delta \theta, \Delta z\), the volume element is given by

\[\Delta V = \frac{(2L + 1)(2J + 1)(2K + 1)}{2} \tag{50}\]

and its fraction of the volume of a cylinder of radius \(R\) and height \(2Z\) is given by

\[F(V) = \left(\frac{2L + 1}{2}\right)^2 \left(\frac{2J + 1}{2}\right) \left(\frac{2K + 1}{2}\right) \tag{51}\]

For summing the nonattenuating line source, the sum is obviously only over \(k\), and the volume element becomes just the line element \(\Delta x = z/2K\). The fraction of the total "volume" in \(\Delta x = F(x) = 1/2K\) because the total length of the line is \(2Z\).

Either \(\Delta V(i)\) or \(F(V)\) may be used in the summations of the numeric integrations because the expressions for CF(AT) are ratios of sums. Using \(F(V)\) seems preferable because it is independent of the units of length used.

As in the two-dimensional case, the computations can clearly be done with specific values of the linear attenuation coefficient for the sample\(\mu\) and the container\(\mu\) or alternatively for corresponding values of transmission. Because the transmission is usually the measured parameter, it is preferred to use it as input to the computational codes. We have then

\[\mu_i = \frac{\ln(1 - T)}{2R_i}, \tag{52}\]

and

\[\mu_j = \frac{\ln(1 - T)}{2R_j - R_i} \tag{53}\]

If we take advantage of the symmetrical geometry, the numeric integration needs to be done only over one-fourth of the cylindrical volume, and the range of \(R\) and \(z\) have been chosen accordingly. However, it is important to remember that \(F\) is the fraction of the total volume, so one must properly normalize when comparing a volume sum with a line sum.

To compute the five different correction factors desired in this illustrative example, five sums must be formed from the expressions given above. The expressions for \(F, \tilde{f}, \lambda, \) and \(\mu\) are given in terms of the geometric parameters and the coordinates \(r, \theta, z\) according to the equations above. In calculating the sums, one must remember that the forms of \(R, \lambda, \mu, t, \), and \(\tilde{t}\) are different for \(z \leq H/2\) and for \(z > H/2\). The sums are

\[S_1 = 4 \sum_{|i| = 1}^{J} \sum_{|j| = 1}^{K} \frac{F(V)}{\Delta V}, \tag{54}\]

which is proportional to the count rate from a nonattenuating cylindrical sample without a container;

\[S_2 = 4 \sum_{|i| = 1}^{J} \sum_{|j| = 1}^{K} \frac{F(V)}{\Delta V}, \tag{55}\]

which is proportional to the count rate from an attenuating cylinder without a container;
\[ S_3 = 4 \sum_i \sum_j F \exp\left(\frac{\lambda i^2 - \lambda j^2}{\lambda^2}\right) \]  
which is proportional to the count rate from an attenuating cylindrical sample with its attenuating container;  
\[ S_3 = 4 \sum_i \sum_j \frac{1}{\lambda^2} \sum_k F \exp\left(\frac{- \lambda k^2}{\lambda^2}\right) \]  
which is proportional to the count rate from a nonattenuating cylindrical sample and its attenuating container;  
\[ S_4 = \sum_i F \exp\left(\frac{- \lambda i^2}{\lambda^2}\right) \]  
the C(ETF) for an attenuating cylindrical sample and container with respect to a nonattenuating cylindrical sample;  
\[ C(ETF) = \frac{S_4}{S_3} \]  
the C(ETF) for an attenuating cylindrical sample and container with respect to a nonattenuating cylindrical sample and its attenuating container;  
\[ S_5 = 2 \sum_i F \exp\left(\frac{- \lambda i^2}{\lambda^2}\right) \]  
which is proportional to the count rate from a nonattenuating line source.  
The factors 4 and 2 in the sums normalize so that each sum represents the count rate from the whole sample.  
Remember that if \( \lambda = 0 \) for a portion of the volume of summation, a cylinder whose height is equal to twice the maximum \( r \) for which any fraction of the detector is seen from the cylindrical sample.  
Also, at the extreme of the line source, the detector cannot be seen at all.  
Any values of \( r \) that are negative when computed with the expressions above should be set to zero.  
With the sums as given above, the expressions for the five correction-factor definitions previously listed are  
\[ C(ETF) = \frac{S_4}{S_3} \]  
the C(ETF) for an attenuating cylindrical sample with respect to a nonattenuating cylindrical sample;  
\[ C(ETF) = \frac{S_5}{S_3} \]  
the C(ETF) for an attenuating cylindrical sample with respect to a nonattenuating line sample;  
\[ C(ETF) = \frac{S_1}{S_3} \]  
the C(ETF) for an attenuating cylindrical sample with respect to a nonattenuating cylindrical sample with its attenuating container.  
\[ \mu \]  
for all elements are equal within about \( \pm 20\% \), and the average value is \(-0.05 \text{ cm}^2/\text{g}\).  
This energy range, Compton scattering is the dominant attenuation process.  
For all the isotopes of interest had an adequately intense gamma ray in this range, gamma-ray assay would be much easier.  
Unfortunately, very few are so endowed.  
At low energies, the \( \mu \) of the high-Z elements of interest become much larger than those of low-Z materials, reaching values \(-20 \text{ times higher near the K-absorption edges of uranium and plutonium.} \)  
Both the high absolute values and the large ratios between high- and low-Z materials make the quantitative assay of high-Z materials by low-energy gamma rays difficult, and in frequent cases, even impossible.  
For example, a 2-mm thickness of uranium metal \((-18.7 \text{ g/cm}^2)\) is essentially infinitely thick to the 185.7-keV gamma ray, which is the principal emission of \( ^{235}\text{U} \).  
The transmission of that gamma ray through a 2-mm-thick layer of uranium is only \(-0.9\%. \)  
The quantity of \( ^{235}\text{U} \) in uranium metal objects thicker than \(-2 \text{ mm} \) is therefore impossible to measure by detection of the 185.7-keV gamma ray.  
Note, however, that \( \mu \) for uranium at 185.7 keV is nearly six times larger than that of platinum at 413.7 keV, the energy of the most useful gamma ray of \( ^{238}\text{Pu} \).  
This means that the assay of \( ^{239}\text{U} \) by its 185.7-keV gamma ray is subject to considerably more stringent limitations on sample size, particle size, and uniformity than is the assay of \( ^{239}\text{Pu} \) by its 413.7-keV gamma ray.  
Below \(-120 \text{ keV}, \) gamma-ray assay may well be complicated by the fact that the sample \( \mu \) can have discontinuities as a function of energy because of the absorption edges for the elements in the sample and also by the emission of x rays by absorption at the edges.  
Below \(-30 \text{ keV}, \) the \( \mu \) of most elements rise rapidly, making attenuation problems unmanageable severe for all but small samples of very small particle size.  
For assays of high-Z materials, \( \mu \)'s of \( \mu < 0.4 \text{ keV} \) gamma rays are limited to small samples of solution for accurate assays or to rough screening of larger packages of low-Z materials for small quantities of high-Z gamma emitters.  
Figure 2 is given as an aid in estimating self-attenuation for individual particles.  
It gives the fraction of gamma rays escaping unscattered and unabsorbed from spherical sources as a function of the product \( \mu \rho D, \)  
where \( \mu \) is the mass attenuation coefficient for the source material, \( \rho \) is the mass density of the material, and \( D \) is the diameter of the particle.  
Coherent (elastic) scattering has been neglected.  
\[ F = \frac{3}{2 \pi} \left[ 1 - \frac{2}{3 \pi} + \frac{2}{x} \left( \frac{x^2}{3} + \frac{2}{x} \right) \right] \]  
For proof of this expression, see Ref. 8.
Much study and experimental work have been devoted to defining conditions for which accurate assays are possible. The following two assumptions seem adequate to permit accurate gamma-ray assays when applied to the whole sample or a definable segment of it.

1. The mixture of gamma-ray-emitting material to be assayed and matrix material—everything but the assay material—is reasonably uniform and homogeneous in composition and of constant density.

2. The particles of gamma-ray-emitting compounds are small enough to make the self-attenuation within the individual particles negligible for the given assay situation and required accuracy.

These required assumptions are well satisfied if the sample is thoroughly mixed and if the gamma-ray-emitting material is reasonably uniform in size and composition. If these conditions are satisfied, then the assumptions are adequate to make the problem one of determining the effective path length of the gamma rays in the material. The assumptions are not restrictive. Most important, there are no restrictions at all on the composition or the density of the sample. All that is required is that the actual path length of the gamma rays can be computed or measured. Because of this, the gamma ray measurements need not be the same as the measurements made on the sample.

Qualitatively, the information in the graph defines the possibilities and limitations of passive gamma-ray NDA. Several important features should be noted. Between 1 and 3 MeV, the

Since CF(AT) has in general an approximate log (T) dependence (see Fig. 3), it is reasonable to fit to a set of values a function of the form

\[ CF(AT) = A + B \log(T) + C \log^2(T). \]

The assay system requires, whatever its capability may be, that the values of the constants, A, B, and C for each set of CF(AT) be known. Experience has shown that this scheme works very well over quite wide ranges of T. For example, in a typical segmented scanning situation, A, B, and C can be determined to give values of CF(AT) correct to ± 0.3% for 0.001 ≤ T ≤ 0.3.

A particularly simple scheme, especially useful when the precision of accuracy is not required, is based on the fact that for T ≤ 1, the CF(AT) for a slab is given by

\[ CF(AT) = \frac{-\ln(T)}{(1 - T)}. \]

Observing that a circle is not after all so very different from a square and remembering that the CF(AT) for a thin cylindrical sample is a little less than that for a thick square sample, the function for CF(AT) follows.

\[ CF(AT) = \sqrt{T}. \]

For T > 0.2, this function gives values ±10% greater than \(-\ln(T)(1 - T)\) (Table I). As crude as it is relative to other functions, \(1/\sqrt{T}\) is useful for rough work, particularly with low-resolution detectors. Notice that \(1/\sqrt{T}\) implies that all the gamma rays are emitted at the center of the sample.

The major point of this discussion is that various interpolation procedures and approximate functions for CF(AT) are available. Just what is done will depend on the accuracy desired or possible for a given class of materials to be assayed. If, for example, the problem is a field measurement of a heterogeneous drum containing \(^{235}\)U, the accuracy probably will be determined far more by the degree of homogeneity of the sample material than by the function used for CF(AT). In such a case, where ±2% accuracy may be all that can be hoped for,
the work of setting up a model and doing numeric integrations for CFI(AT) is wasteful. On the other hand, if the samples are solutions, which by definition meet the assumptions on uniformity, careful modeling and computation can result in assay results with accuracies <1%, and the effort is fully justified.

6. The Effects of Absolute and Relative Error in CFI(AT). Throughout this report it is assumed that gamma-ray assay systems will be calibrated by use of suitable physical standards containing known amounts of the isotope being assayed. It is also assumed that CFI(AT) will have to be determined for both the unknowns and the standards. Generally, the CFI(AT) will be a function of the measured transmission T with some influence from the geometrical parameters, which may not be the same for both unknowns and standards.

The consequences of using a function for CFI(AT), which is incorrect to some degree, should be investigated because of the important influence the accuracy of CFI(AT) has on the accuracy of the final assay results. To do so, consider a situation as indicated in Fig. 18 in which a true and a false CFI(AT) function are shown as functions of T, along with indication of different transmissions for the unknown and standard. Let the following notation be adopted for this demonstration:

| T | transmitter, CFI(AT) as a function of T, RR = raw rate for assay gamma ray, TCR = total corrected rate for assay gamma ray, K = calibration constant, G = mass of assay isotope in unknown, and M = known mass of assay isotope in standard. |
|---|---|---|---|---|---|---|
| 1.0 | 1.000 | 1.060 |
| 0.8 | 1.118 | 1.116 |
| 0.6 | 1.291 | 1.277 |
| 0.4 | 1.581 | 1.527 |
| 0.2 | 2.236 | 2.012 |
| 0.1 | 3.162 | 2.558 |

Thus, Eq. (1) could be written also as

\[ TCR = RR \times CFI(AT). \]  

Finally, remember that in high-quality spectra, assuming a constant spectral shape, the fraction of loss from the combined effects of pileup and deadtime is very nearly the same for all the full-energy peaks in the spectrum, and that this fact is the basis for all of the useful correction procedures now employed.

D. General Discussion of CFI(AT)

1. Necessary Assumptions for Determination of CFI(AT). Of the quantities that enter into a gamma-ray assay, the correction for the loss of information because of sample self-absorption is generally the most difficult to determine accurately. In fact, in many situations it is impossible to determine the correction with any degree of accuracy at all, and in others the obtainable correction will be of limited value. Because of this, a discussion of the conditions for which accurate assays are and are not possible is given here.

In determining CFI(AT), the basic question is, what fraction of the gamma rays of interest that are emitted by a sample in directions such that they could reach the detector in the absence of absorption or scattering actually do reach the detector? If for a given energy the sample material can be characterized for sufficiently small volume elements by a single linear attenuation coefficient \( \mu \), the fraction of gamma rays of that energy escaping unmodified from the sample can, in general, be computed and the desired correction thereby obtained. Knowing or determining the sample \( \mu \) is the key to determining CFI(AT). It is usually also necessary to require that the individual particles of the gamma-ray-emitting compound are so small that the self-attenuation within the (individual) particles is negligible (usually <1%). This is particularly true when the sample is a mixture of a high-Z, high-density gamma-ray emitter (such as plutonium, uranium, and thorium) and a low-Z, low-density matrix (such as paper, rays, water, and acids). This requirement is necessary because though many fine-grained mixtures (<100 \( \mu m \)) may have a well-defined and small \( \mu \) for samples a few micrometers thick that correctly accounts for the attenuation of the gamma rays after they emerge from their parent particles, \( \mu \) does not account for much of the attenuation within the parent particles.

*\( \mu \) will be assumed that the reader is familiar with the definitions of gamma-ray attenuation coefficients and with the basic laws governing their use in calculating gamma-ray attenuations in chemical compounds. References 4, 5, and 7 provide adequate background material for those needing it.
It is clear that three quantities must be determined for both standards and unknowns: RR, CFTRL, and CF(T). The accuracy of an assay depends on the accuracy of each of the three factors that multiply together to give TCR. Both RR and CFTRL are relatively easy to determine accurately and will be discussed briefly. The determination of CF(T) is by far the most difficult and is the principal subject of this report.

C. Brief Discussion of Data Acquisition Rate, Deadtime, and Pileup

1. Determination of the Raw Data Acquisition Rate. Assuming that the experimental data are acquired by means of a high-resolution detector and a multichannel analyzer, we will find the basic information in the areas A of the full-energy spectral peaks of the gamma rays of interest and their statistical uncertainties of A. The full-energy peak area A divided by the true time of acquisition TT yields the raw data acquisition rate RR.

Methods for extracting the full-energy peak areas from the spectra fall generally into two categories. The first category, applicable mainly to well-resolved peaks suffering no interference from nearby peaks, uses the gamma rays in regions of interest (ROI) relating to the peaks. Usually, a single ROI brackets the peak, and one is assigned on each side of the peak to establish the correction that must be made to the peak ROI sum to compensate for the underlying Compton continuum. Such ROI schemes are quite simple, and it is straightforward to obtain the statistical uncertainty of the extracted areas. Though the scheme is simple in concept, careful attention must be given to the placing and the widths of the ROIs if accurate and consistent areas are to be obtained. References 2 and 3 give specific formulas that can be applied in using the ROI area scheme.

The second category of methods fits analytical functions to the full-energy peaks or groups of peaks. Such methods range from relatively simple ones that fit a single Gaussian to a single well-resolved peak to very complex ones that fit a three- or four-component peak function to overlapping multiplets of several peaks. The complexity of the spectra expected in a given application will usually govern the choice of method to obtain the peak areas.

All methods for peak area determination work better on high-quality spectra, those without distortion caused by poor-quality detectors, poor-quality or improperly adjusted equipment, or excessive count rates. Knoll's book is probably the most useful single-volume source of information on detectors, signal-processing electronics, and data analysis methods now available (1983), and it contains many references to more specialized works. Adams and Damas is also a good though older single-volume reference work on many aspects of gamma-ray spectrometry. For information on the capabilities of the latest detectors and data acquisition equipment and for proper operation procedures, manufacturers' literature should be consulted.

High-quality spectra and appropriate peak area extraction methods consistently and carefully applied are important to accurate gamma-ray assays. Systematic errors of several per cent can easily creep in through sloppy data acquisition or careless peak area extraction methods. In general, greater errors can arise through using incorrect procedures or algorithms in the computation of the required correction factors from those peak areas.

2. The Correction for Deadtime and Pileup. The corrections for data loss because of pileup and deadtime can be very significant. At high count rates in a high-resolution detector, most of the potential information in a spectrum may be lost to those causes, requiring corrections as great as several hundred per cent. Thus, under some conditions the rate-related electronics losses may be as great as or greater than those caused by sample self-attenuation. The point here is that these electronics losses cannot be neglected if accurate, unbiased assays are desired. There are currently three types of methods for making the necessary corrections. All the methods assume that all full-energy peaks suffer the same fraction of loss because of deadtime and pileup.

First, there are the purely electronic methods, most of them based on fast timing circuitry that detects pile-up events and extends the counting time sufficiently to correct for the combined effects of both pileup and deadtime. Such systems suffer limitations in the finite resolving time of germanium detectors (usually &gt;0.5 μs) and in the first-order procedure normally used in extending the counting time. Generally, they are not adequate for use in assay systems where high accuracy is desired over a broad range of count rates. Recent work, particularly by Westphal, seems to remove the limitations on the singles and may offer the required accuracy at the price of a more complex data acquisition system. Additionally, if work must be done under conditions of both changing activity and spectral shape, methods such as Westphal's are the only ones with the required capability.

A second commonly used procedure employs pulsers to inject into the spectrum a peak, which suffers nearly the same fraction of losses as do the gamma-ray peaks. Correction is made by comparing the number of pulses injected with the number appearing in the pulse peak. There are numerous implementations of the pulsing method, some employing ordinary fixed-period pulsers, some using random pulsers, and some using pulsers in

The superscripts f and 1 will be used to indicate quantities associated with the false and true functions for CF(T), respectively, and the subscripts u and s will similarly be used to indicate quantities associated with the unknown to be assayed and the standard used to calibrate. From Eq. (2), we can write

\[ G = \frac{TCR}{K} \]

(69)

where from Eq. (1), ignoring CF(rl),

\[ TCR = RR \times CF(T) \]

(70)

and

\[ K = \frac{TCR}{M} \]

(71)

As indicated in Fig. 18, we assume that the ratio of CF(T) to CF(T) is a well-behaved function of T:

\[ CF(T) = CF(T) \]

(72)

Using the incorrect function for the CF(T), we would determine an incorrect calibration constant as

\[ K' = \frac{RR \times CF(T) \times CF(T) \times CF(T)}{M} \]

(73)

whereas the correct result should be

\[ K = \frac{RR \times CF(T) \times CF(T)}{M} \]

(74)

The TCR for the unknown will also be incorrectly determined as

\[ TCR' = RR \times CF(T) \times CF(T) \times CF(T) \]

(75)

whereas it should be

\[ TCR = RR \times CF(T) \]

(76)

Then the incorrect assay value will be determined as

\[ C_F' = \frac{TCR'}{K'} \]

(77)

whereas the correct answer is given by

\[ C_F = \frac{TCR}{K} \]

(78)

The ratio of the two results then becomes

\[ \frac{C_F'}{C_F} = \frac{CF(T)}{CF(T)} \]

(79)

It is now seen that the ratio of false to true results does not depend directly on the absolute error in CF(T) but only on a ratio of ratios, namely, the ratio of CF'(T) to CF'(T) divided by the ratio of CF(T) to CF(T). If this ratio of ratios is &lt;1.00 over the range of T among both standards and unknowns, the assays will be correct in spite of any absolute error in CF(T).

This result demonstrates and emphasizes that it is easier to correctly calibrate an assay system for a narrow range of transmission (which usually also implies a narrow range of concentration of the assay isotope) than for a broad range. It also emphasizes why great care must be used in modeling the assay geometry and computing CF(T) if high accuracy is required over a wide range of concentrations. Although determination
of the correction factor for the rate-related losses resulting from deadtime and pileup, CF(RL), is not the subject of this report, it is clear that a wide range of assay isotope concentrations often means a wide range of count rates, which in turn implies large variations in CF(RL) and the consequent necessity for carefully determining this factor.

We might ask, considering the difficulty in computing a CF(A)T as a function of T that is correct over a wide range of T, why standards should not be used to determine a variable called CF(TI), a function of T or perhaps of the gross count rate if that seems to be causing most of the problem. Indeed that can be done, but preferably only as a fine tuning of a system calibration. Remember that by so doing we are, as it were, sweeping under the rug the things we do not understand about the physics of the assay arrangement or are perhaps incorporating a maladjustment of the equipment into the system calibration. Surely all efforts should first be made to understand the physics, to have functions for CF(A)T and CF(RL) that are as correct as possible, and to make sure the equipment is working correctly before attempting to calibrate away the residual systematic errors.

7. Considerations of the Precision of CF(A)T and of TCR. It is obvious that gamma-ray NDA (indeed most forms of NDA) to be able to estimate the precision of the assay, Precision as used here means essentially just the range over which a meaningful result may be very precise but nevertheless very inaccurate. This is only a reminder that precision is not a guarantee of accuracy. Nevertheless it is still important in gamma-ray NDA to have a reasonable estimate of precision because it puts a minimum bound on the uncertainty that must be assigned to a measurement and allows the rejection of subsequent measurements to be understood.

In a properly operating gamma-ray NDA system using modern electronics, the precision will be almost totally a function of the random nature of the emission of the gamma rays being counted. The influence of electronic fluctuations and drifts in the equipment should be small in comparison to the precision of the NDA results at a level of ≈0.1%. The dominant statistical component of the precision of the assays can usually be estimated from the full-energy peak areas that were the input data for the assay result and from their precisions. The overall precision, including any contribution from the equipment, is estimated from replicate assays, and this overall precision compared with that estimated from peak areas and their precisions usually forms the basis for evaluating the stability of the assay system, both electronically and mechanically.

Herein the concern is only with the statistical precision of the assay and primarily with the influence of the precision of CF(A)T on the precision of the final assay results. As formulated in this report, the assay result—the computed mass of the isotope being assayed—is proportional to the total corrected rate TCR, which is given [see Eq.(4)] as

$$\text{TCR} = \text{FEIR} \times \text{CF(A)T},$$

where FEIR is as usual, the full-energy interaction rate. Letting EF indicate the estimate of the standard deviation of the indicated quantity, $\epsilon(TCR)$ must be found for the assays. We will not describe the procedures used to derive the expressions for $\epsilon(TCR)$, for FEIR, or the [CF(A)T], which are covered in detail in many papers, reports, and texts (two relatively simple sources are Refs. 16 and 17). The intent here is only to emphasize a few points relative to obtaining a reasonable expression for estimating $\epsilon(TCR)$.

The first point is that if TCR can be written as an analytic function of the peak areas that went into computing it, then an expression for $\epsilon(TCR)$ can usually be derived in terms of those peak areas and their precisions. However, when CF(A)T is found by the numeric procedures described above, for the sake of reducing bias and thus improving accuracy, TCR is not computed from an analytic function, and the question of how to compute $\epsilon(TCR)$ remains. A useful approach to the problem, and the point most emphasized in this section, is to use an approximate analytic expression for CF(A)T in formulating the expression for TCR from which the expression for $\epsilon(TCR)$ is derived. If used in computing TCR, the approximate forms for CF(A)T are often not sufficiently accurate (that is why the numeric integration procedures are used in the first place), but if chosen reasonably well, they usually provide an adequate and convenient expression for the purpose. The one-dimensional model used was obtained by numeric integration values of CF(A)T for the assay of cylindrical samples to a cylinder face by a germanium detector. It is likely that for deriving an expression for $\epsilon(TCR)$, one could use $\text{CF(A)T} = \left[1 - (\gamma_{1}/\gamma_{T})\right]$, where T is the transmission through the face of the cylinder sample. If that is not satisfactory, the modified form $\text{CF(A)T} = \left[1 - (\gamma_{1}/\gamma_{T})\right]$, where $0 < \gamma_{1} < 1$ and $0 < \gamma_{T} < 1$ would almost surely be adequate. The proper value of $\gamma_{1}$ would be chosen by comparison with precisions computed from replicate assays. By using the procedure just described, one can have the accuracy provided by numeric integration of the more accurate model for CF(A)T and still have good estimates of $\epsilon(TCR)$. Most modern assay systems have enough computational power to do the extra computation with modest extra execution time.

B. General Description of Assay Procedure

If the raw data acquisition rate is multiplied by appropriate correction factors for both the rate-related electronic losses and for the sample self-attenuation, we may write

$$\text{TCR} = \text{RR} \times \text{CF}(\text{RL}) \times \text{CF}(\text{AT}),$$

where

$$\text{TCR} = \text{total corrected rate}, \quad \text{RR} = \text{raw rate of data acquisition}, \quad \text{CF}(\text{RL}) = \text{correction factor for rate-related electronic losses}, \quad \text{and} \quad \text{CF}(\text{AT}) = \text{correction factor for self-attenuation in sample}.$$
for both the calibration standards and the unknown samples to be assayed.

In the early days of gamma-ray assay for safeguards purposes (prior to 1970), the problems of detector response per unit activity and of sample self-attenuation were often addressed by the use of "representative samples" of both chemically and physically similar to the samples being assayed. Such a procedure was probably wise considering the rudimentary state of NDA equipment and the general lack of careful analysis of the many assay problems. However, both equipment and the analysis of the problems have improved greatly so that, for gamma-ray assay at least, the requirement for physical and chemical similarity between standards and unknowns can be greatly relaxed. Unfortunately, the most authoritative currently available guide for calibrating NDA systems (ANSI N15.20-1975) was written about 1974, before it was realized how nearly unnecessary the representative standard is for gamma-ray assay. As a result, that document rather firmly insists that for all NDA methods a calibration standard is "an item physically and chemically similar to the items to be assayed," a restriction no longer necessary for gamma-ray assay.

ANSI N15.20-1975 also insists that calibration standards "must be chosen so that their contained masses of the nuclide(s) of interest span the mass range expected for the items to be assayed." However, this restriction too can now be considerably relaxed, again because of advances in both equipment and the physical analysis of assay problems.

If both these restrictions were strictly interpreted, many standards would be needed because of the many classes of materials for which NDA measurements are wanted and the numerous types of containers used for those measurements. This report is to explain procedures whereby calibration standards for gamma-ray assay can be entirely appropriate without being particularly similar, either physically or chemically, to the items to be assayed. The obvious advantage is that relatively few standards can usually be used to calibrate gamma-ray assay systems for the accurate assay of items covering a wide range of size, shape, chemical composition, and mass of the nuclides(s) to be assayed with large consequent savings of time, material, effort, and cost. Though such simplicity, though recognized and applied in several facilities, will be described primarily as they have developed in the Nuclear Safeguards Research and Development program at the Los Alamos National Laboratory. Several staff members have contributed significantly to that development. The procedures to be described and their applications are documented as they developed in many reports and papers. An effort will be made to give a sufficiently comprehensive treatment that it alone will be useful to NDA practitioners.

Most of the examples considered concern the assay of isotopes of uranium and plutonium in various chemical forms and sample shapes. There are two reasons for that emphasis. First, the Nuclear Safeguards Research and Development program is primarily concerned with NDA of those elements. Second, because of the relatively high gamma-ray mass attenuation coefficients of the high-Z elements, they represent the most difficult problems for gamma-ray NDA methods. The procedures to be described are equally applicable to the NDA of any gamma-ray-emitting isotopes.

II. PROCEDURES

A. Preliminary Remarks

The procedures and methods described herein are most cleanly and usefully applied with high-resolution gamma-ray detectors. Germanium detectors are most frequently employed for high-accuracy assays using photon energies greater than about 50 keV, and silicon detectors are most frequently used for applications employing photons of energies less than about 50 keV. The methods and correction factors may be used for assays with low-resolution detectors such as NaI(Tl) scintillators, but additional care must be exercised to avoid unnecessary error, and the ultimate accuracy will not be as good. The reason for the preference for high-resolution detectors lies partially in the effects of small-angle Compton scattering, partially in the difficulties of background subtraction, and partially in the complications caused by overlapping peaks in complex spectra.

With NaI(Tl) detectors, for example, whose full-energy peaks are 10-20 times as wide for a given energy as those of germanium detectors, a significant fraction of emitted photons can suffer a small-angle Compton scattering, lose a few kilo-electron volts of energy, and still be counted in the full-energy peak. This condition makes it difficult to compute the fraction of photons emitted by a sample that will undergo interactions, which will give pulses that are not the full-energy peaks. It is also more difficult with low-resolution detectors to estimate the magnitude of the Compton background continuum, which is subtracted from the full-energy peaks. Finally, it is much easier to extract the information from a spectrum when the full-energy peaks (which carry the necessary information) do not overlap, and clearly the possibility of overlap is much less for a high-resolution detector. All three of these problems are 10-20 times less

Note that although σ(TCR) is the assay precision and is therefore what is usually required, σ(CF[AT]) alone is also sometimes of interest. The expression for σ(CF[AT]) will also be simpler than the one for σ(TCR). If no full-energy peak areas are common to the expressions for FEIR and CF[AT], then

σ(TCR) = \sqrt{σ(1(Feir)) + σ(1(CF[AT]))}, (80)

where \( \sigma(x) = \sigma(x)/x \), so that the expression for \( \sigma(CF[AT]) \) becomes explicitly part of the expression for \( \sigma(TCR) \). If there are peak areas common to the expressions for FEIR and CF[AT], the separation in Eq. (80) does not exist, and the expression for TCR must be written as an explicit function of the peak areas concerned. The expression for \( \sigma(TCR) \) must be derived from this new function according to procedures described in the references, and the expression for \( \sigma(CF[AT]) \) generally will not be a recognizable part of it. Such expressions for precision will frequently be very complex, but considerable simplification can usually be achieved by judicious approximations in setting up the original expression for TCR and by dropping from the final precision expression terms that make insignificant contributions. The effort to make such simplifications is worthwhile in terms of both reduced computation time and, more importantly, in reducing the main sources of imprecision in a particular assay procedure.

V. REVIEW OF FACTORS GOVERNING THE NUMBER OF STANDARDS USED

It is stated in the introduction that the objective of this report is to explain procedures whereby calibration standards can be appropriate without being particularly similar, either physically or chemically, to the items being assayed. Indeed, the bulk of all the preceding material has been devoted to that goal. The conclusion is that the range of masses of the isotopes of interest in the standards used for a given NDA procedure span the expected range in the unknowns to be assayed may also be considerably relaxed. Although the advantage of this relaxation is obvious, the foregoing sections, no explicit discussion has been given of how far and how safely a calibration may be extrapolated beyond the range of masses in the standards used. It is appropriate to end this report with a brief discussion of those matters.

The insistence that the standards span the range of expected masses to be assayed seems rooted in the expectation that a calibration function will be fitted to a plot of assay system response. When gamma-ray NDA systems are considered, that response might be assumed to be the RR of Eq. (2) or the FEIR of Eq. (3). Such plots will almost inevitably be quite nonlinear, and extrapolation of a fitted nonlinear function beyond the data points to which it is fitted is not particularly safe. However, as explained above, if the multiplicative correction function (CF[AT]) is derived from data and computed, a total corrected rate is obtained: TCR = RR × CF[AT] × CF[AT]. This is the data acquisition rate that would be observed under the conditions in which the sample was changed to a specified nonattenuating simple shape. If the CF[AT] for all samples assayed are computed with respect to the same specified simple shape, one arrives at Eq. (2), TCR = K × M, where M is the mass of the sample being assayed and K is the calibration constant. The important point is that the calibration function can be fitted to the data with TCR = 0 when M = 0 and is thus determined by one parameter. Extrapolation with such functions is far less hazardous than with the nonlinear calibration functions generally assumed in the past, and hence most of the logical force is taken from the requirement to have the mass range of the standards span that of the unknowns.

With Eq. (2) as a calibration function, one can in principle determine K, the calibration constant, with a single standard. However, in practice, it is wise to use one or several standards, spanning a reasonable range of mass of the sample isotope, and perhaps with variations in other parameters such as matrix density and composition or sample size. The object in using several standards is obviously to confirm that CF[AT] and CF[AT] are being correctly determined so that TCR = K × M is independent of variations in M, chemical composition, shape, and so forth. It must be emphasized that if some unknown quantity is determined, it is not necessarily correct the problem(s), whether in equipment or in computation of CF[AT] or CF[AT], so that the calibration is linear, rather than to proceed immediately to attempt to fit a curve to the calibration equation. To prematurely start modifying the calibration equation often simply distorts the effects of poorly set up equipment, incorrect algorithms for CF[AT] or CF[AT], data manipulation, or even of outright ignorance of proper procedures and methods. After the equipment is functioning at an acceptable level, one can then establish which of the several algorithms or methods are as good as can be reasonably derived, if there is still some nonlinearity, then consideration can be given to modifying the calibration equation. Indeed, if the samples are to be made over a very wide range of isotope masses and/or count rates and very high accuracy is required, there may be residual nonlinearities greater than acceptable. Because such problems will often result from a wide range of count rates, which results from a wide range of assay isotope masses, one
might first consider two or more linear, two-parameter calibrations over more restricted mass ranges. Such adjustment of the calibration function should be required. Information on NDA at Los Alamos, the accuracy has been more limited by inhomogeneity or of excessive particle size in the sample, and a single one-parameter linear calibration over the range required has nearly always been sufficient.

The extent to which one may safely extrapolate even a linear calibration beyond its data points will usually depend on whether the extrapolation is toward lower or higher masses of the assay isotope than those contained in the standards. In gamma-ray NDA, the requirement to "span the range" is more burdensome and least necessary when the extrapolation is toward smaller assay masses than those contained in the standards. If the unknowns include levels that give low count rates, which result in poor precision in a normal assay interval, then the time required to count a standard of equivalent concentration to a precision justifying its inclusion in calibration data rapidly becomes inconveniently long. At low concentrations of the assay isotope, the self-attenuation is usually dominated by the matrix, even for the high-Z elements encountered in special nuclear materials, and so CFATL usually changes very slowly over a wide range of low concentrations. If the count rates are usually low so that CFRL not only changes slowly but is small and accurately determined. As a result, one usually has high confidence in extrapolating from an assay isotope mass, which provides reasonable statistics in a reasonable time down to the lowest detectable levels. As an example, consider the assay of 237U solutions by the 185,7-keV gamma-ray. For reasonably sized samples (>25 ml), a concentration of ~10 g/237U may well give a precision of ~0.5% in ~100 s. A sample of 0.1 g/237U concentration would have nearly the same CFATL and would give a precision of ~5% in a 1000-s assay, which might well be quite acceptable for the assay result at that concentration. However, it would take ~100 000 s to count a 0.1 g/237U standard to 0.5% precision, which one might well require if including it in the calibration to be made and has been wasted in counting very low level standards.

The extrapolation to mass values higher than those in the standards is general be approached more cautiously, especially if the highest mass standard is at a level where both CFATL and CFRL are changing rapidly or where the gross count rates are approaching the limits of the ability of the electronics to maintain adequate resolution and satisfactory full-energy peak shape. One should probably confirm the performance of the system at the higher masses and count rates with an approximately known source material of some sort even if no standard exists at the desired mass level. For example, if it has been confirmed that the system is able to accurately measure a transmission of 1% at a count rate of 50 000 s⁻¹ with overall satisfactory performance of the electronics, then one would have reasonable confidence in assaying an unknown with 1% transmission at 50 000 s⁻¹ even if the highest mass standard has an ~2% transmission and gives a gross rate of ~40 000 s⁻¹. If the entire expected range of assay isotope in the unknowns is such to give only modest count rates and small and slowly varying values of CFRL and CFATL, then one is safer in extrapolating upward over a greater fraction of the expected mass range.

A major point being emphasized here, and in the whole report, is that even though one will always want several standards to calibrate a gamma-ray NDA system and to confirm the accuracy of the calibration, that number can be much smaller than would be thought if one assumes the requirements of chemical and physical similarity and of "spanning the mass range" were strictly observed.

By way of final comment, the possession of an appropriate set of standards does not compensate for lack of knowledge of how to use them or for maladjusted or malfunctioning equipment, inappropriate assay geometries, incorrect expressions for the correction factors, or assay samples that do not adequately meet the requirements on uniformity and homogeneity. All of these items are important factors in achieving accurate gamma-ray assays, and none can be safely neglected. When all the pertinent factors are properly addressed, including proper and efficient use of calibration standards, which is the subject of this report, gamma-ray NDA can provide economical, timely, and accurate assays for many classes of gamma-ray-emitting materials.
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I. INTRODUCTION

The proper use of calibration standards and the correction for the attenuation of the gamma rays within an assay sample by the sample itself are two important and closely related subjects in gamma-ray nondestructive assay. Much research relating to those subjects has been done in the Nuclear Safeguards Research and Development program at the Los Alamos National Laboratory since 1970. This report brings together most of the significant results of that research. Also discussed are the nature of appropriate calibration standards and the necessary conditions on the composition, size, and shape of the samples to allow accurate assays. Procedures for determining the correction for the sample self-attenuation are described at length including both general principles and several specific useful cases. The most useful concept is that knowing the linear attenuation coefficient of the sample (which can usually be determined) and the size and shape of the sample and its position relative to the detector permits the computation of the correction factor for the self-attenuation. A major objective of the report is to explain how the procedures for determining the self-attenuation correction factor can be applied so that calibration standards can be entirely appropriate without being particularly similar, either physically or chemically, to the items to be assayed. This permits minimization of the number of standards required to assay items with a wide range of size, shape, and chemical composition.

ABSTRACT

The efficient use of appropriate calibration standards and the correction for the attenuation of the gamma rays within an assay sample by the sample itself are two important and closely related subjects in gamma-ray nondestructive assay. Much research relating to those subjects has been done in the Nuclear Safeguards Research and Development program at the Los Alamos National Laboratory since 1970. This report brings together most of the significant results of that research. Also discussed are the nature of appropriate calibration standards and the necessary conditions on the composition, size, and shape of the samples to allow accurate assays. Procedures for determining the correction for the sample self-attenuation are described at length including both general principles and several specific useful cases. The most useful concept is that knowing the linear attenuation coefficient of the sample (which can usually be determined) and the size and shape of the sample and its position relative to the detector permits the computation of the correction factor for the self-attenuation. A major objective of the report is to explain how the procedures for determining the self-attenuation correction factor can be applied so that calibration standards can be entirely appropriate without being particularly similar, either physically or chemically, to the items to be assayed. This permits minimization of the number of standards required to assay items with a wide range of size, shape, and chemical composition.

*Rather rough values for efficiencies and emission rates are usually readily available and serve a useful purpose in estimating counting rates and assay precisions when setting up an appropriate assay geometry. However, they are not usually good enough to create a calibration that will produce accurate assays.
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