
• SNAP: machine-learning interatomic potential that
uses bispectrum components

• Unified HIP-NN has approx. 9⨉ shorter loop time
• Energy and pressure differ considerably, but neither

model considered ground truth
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InP Example: Unified HIP-NN vs SNAP

Unified Interface Architecture

Motivation
• LAMMPS is a gold-standard molecular dynamics

simulation program written in C++
• The ML-IAP (Machine-Learning Interatomic

Potential) package provides a simplified interface
for connecting external C++ codes into LAMMPS

• However, many advanced ML packages are written
in Python

• While LAMMPS allows users to couple Python
models with their interatomic potentials through its
Python package, this is meant for prototype codes
and only allows for simplified potentials

• LAMMPS lacks a direct interface to arbitrary
Python models

Future Work
• Successfully merge code into LAMMPS GitHub repo
• Produce thorough documentation of each Unified

Interface component and usage
• Perform scaling tests with more than 64 GPUs
• Implement other ML interatomic potential models

Background: HIP-NN
• Convolutional neural network designed for

interatomic potentials
• Highly-tunable parameters, performance
• Implemented in Python using PyTorch

Unified HIP-NN GPU Scaling Tests

Conclusion
• LAMMPS enhanced with support for arbitrary, easy-

to-make Python models
• ML and GPU acceleration provide LAMMPS Python

models with major performance advantage
• ML-IAP Unified + HIP-NN highly competitive with

other machine-learning interatomic potentials
• ML driving HPC into the future!

The ML-IAP Unified Interface
• The new “ML-IAP Unified” Interface unifies both

model and descriptor functionalities into a single
streamlined Python interface
• Descriptors give features but neural net finds own

• This allows users to construct elegant Python
models that seamlessly interface with LAMMPS
using familiar methods

• Enables computational scientists to more quickly
and easily construct Python models using GPU-
accelerated machine-learning interatomic potentials
for use with LAMMPS

• Allows for easier usage of PyTorch-based machine
learning models such as HIP-NN with LAMMPS
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Challenges Encountered
• Creating direct, two-way Cython interface
• Implementing automatic data conversion between

C++ and NumPy
• Supporting modified atom neighbor lists for models

that require them
• Supporting multiple atom types (see InP Example)
• Identifying and addressing Python bottlenecks

• Tested on Chicoma with NVIDIA A100 GPUs
• 1 dual-socket CPU per node
• Weak scaling: 1 GPU per node
• Strong scaling: 4 GPUs per node
• 1 process per GPU
• 16 OpenMP threads per process

• Higher is better; flat, horizontal line is ideal
• Efficient scaling with modified (ghost) neighbor lists
• HIP-NN highly competitive with other ML interatomic

potentials such as SNAP and ASE


