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Uncertainty in Prediction of 
Radionuclide Gas Migration from 
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Underground nuclear explosions (UNEs) produce radionuclide gases 
that may seep to the surface over weeks to months. The objective of this 
research was to quantify the impact of uncertainties in hydrologic param-
eters (fracture aperture, matrix permeability, porosity, and saturation) and 
season of detonation on the timing of gas breakthrough. Numerical sen-
sitivity analyses were performed, with barometric pumping providing the 
primary driving force for gas migration, for the case of a 1 kt UNE at 400-m 
depth of burial. Gas arrival time was most affected by matrix permeability 
and fracture aperture. Gases having higher diffusivity were more sensitive to 
uncertainty in the rock properties. The effect of seasonality in the baromet-
ric pressure forcing was found to be important, with detonations in March 
the least likely to be detectable based on barometric data for Rainier Mesa, 
Nevada. Monte Carlo realizations were performed with all four parameters 
varying simultaneously to determine their interrelated effects. The Monte 
Carlo method was also used to predict the window of opportunity for 133Xe 
detection from a 1 kt UNE at Rainier Mesa, with and without matching the 
model to SF6 and 3He data from the 1993 Non-Proliferation Experiment. 
Results from the data-blind Monte Carlo simulations were similar but were 
biased toward earlier arrival time and less likely to show detectable 133Xe. 
The estimated timing of gas arrival may be used to deploy personnel and 
equipment to the site of a suspected UNE, if allowed under the terms of the 
Comprehensive Nuclear Test-Ban Treaty.

Abbreviations: CTBT, Comprehensive Nuclear-Test-Ban Treaty; FEHM, Finite Element Heat 
and Mass transfer code; NNSS, Nevada National Security Site; NPE, Non-Proliferation Ex-
periment; UNE, underground nuclear explosion; VOC, volatile organic compound.

In the event of a clandestine underground nuclear test, evidence 
of signature radionuclide gases could help verify the nuclear nature of the event. The 
Comprehensive Nuclear-Test-Ban Treaty (CTBT) includes a multipronged approach 
for monitoring signatory countries for signs of clandestine nuclear testing. If a nuclear 
detonation is suspected, seismic, infrasound, atmospheric, and satellite data will be used 
to investigate the event remotely. If enough evidence exists, member countries may vote 
for an on-site inspection, and sampling for trace radionuclide gases will be performed 
at or near the surface in the vicinity of the best-guess location of the UNE. The on-site 
inspection presents the final opportunity to collect data to confirm or deny whether the 
country is in violation of the treaty, and radionuclide gas detection is one of the best ways 
to determine if an underground explosion has been nuclear in nature. One of the gases of 
interest for on-site inspections is 133Xe (half-life 5.243 d). Because 133Xe decays rapidly, 
the window of opportunity for detection is limited. Without an estimate of the gas arrival 
time and the window of opportunity for detection, the on-site inspection may fail to detect 
available gases.

For vadose zone UNEs that do not immediately vent detectable concentrations of radio-
nuclides into the atmosphere (i.e., a well-contained test), 133Xe may still migrate through 
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the chimney zone and overlying rock and soil to the surface at 
timescales of weeks to months (Carrigan and Sun, 2014). Gaseous 
diffusion alone cannot bring 133Xe to the surface before it has 
decayed beyond detectability (Carrigan, 1994). However, the 
upward ratcheting of trace gases along fractures by barometric 
pumping (Nilson et al., 1991) may transport 133Xe quickly enough 
for detection in some instances (Fig. 1). Barometric pumping is a 
mechanism by which atmospheric pressure variations can drive 
underground vapor-phase contamination to the surface. It has been 
observed, for example, at sites where underground solvent disposal 
has resulted in volatile organic compound (VOC) plumes (Neeper 
and Stauffer, 2012) and where tracer gases have been explosively 
introduced deep underground to test the influence of barometric 
pumping on radionuclide gas transport from underground nuclear 
weapons tests (Carrigan et al., 1996). The process works by advec-
tive transport of gases following transient pressure gradients, while 
concurrent diffusion, dispersion, and mobile–immobile phase 
exchange processes serve to “ratchet” the contaminant of interest 
upward during successive barometric cycles.

Numerical and analytical modeling of gas transport from UNEs 
in the unsaturated zone was performed by Nilson and Lie (1990) 
and Nilson et al. (1991), who used double-porosity models to study 
the effects of oscillatory barometric pumping in a fractured porous 
material. The theory of soil gas movement under the influence 
of barometric pumping was explored by Massmann and Farrier 
(1992), Auer et al. (1996), Scanlon et al. (2001), and Neeper and 
Stauffer (2012), among others. Carrigan et al. (1996) and Sun and 
Carrigan (2014) have developed numerical models for vadose zone 
transport of radionuclide gases from UNEs in fractured rock with 

barometric pumping. Double-porosity modeling of subsurface 
transport of Xe isotopes from UNEs has also been used to show 
the effects of uncertain geologic properties on the fractionation 
of various Xe isotopes (133Xe, metastable 133Xe and 131Xe, and 
135Xe) (Lowrey et al., 2013).

Gaining insights into the magnitude and form of uncertainties 
in predicted gas breakthrough as a result of uncertain geologic 
parameters (fracture aperture, matrix permeability, porosity, and 
saturation) was the primary objective of this research. The influ-
ence of hydrogeologic parameters on gas breakthrough is complex 
and nonlinear, as demonstrated by the analytical modeling of 
Nilson et al. (1991) and Auer et al. (1996) and the numerical mod-
eling of Sun and Carrigan (2014). Fracture aperture and matrix 
permeability are universally recognized as important factors in 
barometric pumping efficiency. Other geologic factors studied 
by prior researchers include fracture spacing (Nilson et al., 1991), 
the rubbilization (permeability and porosity enhancement) of a 
chimney zone (Jordan et al., 2012), effective gas diffusivity in the 
porous material (Sun and Carrigan, 2014), and the effect of an 
alluvium layer of variable permeability (Sun and Carrigan, 2014). 
Less well characterized were the effects of porosity and saturation, 
although air-filled porosity is one factor in the bulk pneumatic 
diffusivity tested by Nilson et al. (1991). Porosity and saturation 
affect the barometric ratcheting processes through storage, both 
in terms of filtering gases into the matrix material and Henry’s 
Law partitioning of soluble gases into the aqueous phase. Both 
parameters also have complex feedbacks on diffusivity, by way of 
the tortuosity of the material.

The model developed in this study was used to perform sensitiv-
ity analyses to investigate the isolated effects of fracture aperture, 
matrix permeability, porosity, and saturation and boundary condi-
tions such as atmospheric forcing in different seasons of the year 
on the barometric ratcheting process. The results of the sensitiv-
ity tests and Monte Carlo simulations provided new insights into 
radionuclide gas transport processes under the influence of baro-
metric pumping in a fractured dual-permeability medium.

In a scenario with many geologic uncertainties, limited site-specific 
data, and the short turn-around time required to obtain results 
of use to the international community, the construction of a 
subsurface model with high fidelity may not be possible. We also 
used a method where thousands of Monte Carlo simulations were 
performed across a range of rock properties for a particular rock 
type and explosion characteristics. The resulting range of 133Xe 
breakthrough provides an estimated range for the arrival time 
and window of opportunity for detection. We validated the model 
with available gas migration data from the Non-Proliferation 
Experiment (NPE), a 1.07 kt chemical explosion detonated under-
ground at the Nevada National Security Site (NNSS) on 22 Sept. 
1993, with bottles of tracer gases emplaced near the detonation 
point (Carrigan et al., 1996). The model validated with tracer gas 

Fig. 1. Conceptual model for gas transport by barometric pumping in 
the vadose zone following an underground nuclear detonation.
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data was compared with a “blind” Monte Carlo prediction of gas 
breakthrough in which it was assumed that no data were available.

The methods used in this study differ from previous modeling 
work through our focus on comparing the effects of four par-
ticular hydrogeologic parameters (fracture aperture, matrix 
permeability, porosity, and saturation) and examination of 
their interrelated impacts in a Monte Carlo study. Our model 
domain included the explosion cavity and chimney, and extended 
far enough horizontally to capture lateral gas loss. Finally, the 
seasonal analysis is new; the cumulative effects of oscillations of 
varying frequency and amplitude in the barometric signal can 
play a significant role in the efficiency of the barometric ratchet-
ing process (Nilson et al., 1991; Neeper and Stauffer, 2012), but 
the effect had not been explored for radionuclide migration in 
fractured rock in a numerical model with a realistic, seasonally 
variable pressure signal.

66Numerical Model
Porous Simulator and Particle Transport
The Finite Element Heat and Mass transfer code (FEHM), a 
multiphase flow and transport model developed at Los Alamos 
National Laboratory, was used for all simulations. The con-
trol volume finite element method is used in FEHM to find 
approximate solutions to the governing equations of mass and 
momentum conservation, assuming that a multiphase form of 
Darcy’s law is valid for all phases across the domain (Zyvoloski 
et al., 1997; Zyvoloski, 2007). Multiple studies focusing on 
vapor transport in the unsaturated zone have used FEHM (e.g., 
Mihopoulos et al., 2002; Stauffer et al., 2005; Kwicklis et al., 
2006; Neeper and Stauffer, 2012). The simulator was bench-
marked against a suite of test problems provided by Dash (2003) 
following all code modifications.

The fracture and surrounding matrix were modeled as a dual-per-
meability medium (Jordan et al., 2012). Because our focus was on 
gas flow, we simulated water in the pore spaces as immobile after 
the initial specification of saturation throughout the domain. In 
the model, the gases could partition into the aqueous phase, with 
Henry’s Law coefficients given in Table 1.

The simulations were isothermal, which may be 
a reasonable assumption for late-time (weeks to 
months following the detonation) transient gas 
f low far from the cavity because the nonconden-
sible hot gases equilibrate to the rock temperature 
quickly due to their much lower total heat capac-
ity (Morrison, 1973). The lack of tracer gas arrival 
at the surface shortly after the NPE suggests that 
isothermal models featuring barometric pumping 
as the primary driving mechanism, such as that of 

Carrigan et al. (1996), are acceptable for this case; however, the 
rock close to the work point of a real UNE (as compared to a chem-
ical explosion) may be significantly hotter for a longer period of 
time (Tompson et al., 2002), probably providing a stronger initial 
driving force for distributing gases (Sun and Carrigan, 2014).

It will not be generally known at a particular UNE site whether 
thermal convection will transport gases quickly to the surface or 
to considerable distances beyond the cavity and chimney. If the 
explosion is “well contained,” i.e., no immediate venting of gases, 
it can only be assumed that thermal processes were not sufficient to 
transport radionuclide gases all the way to the surface. Because this 
research considered late-time seepage of gases through considerable 
overburden in cases where no venting has occurred, residual test 
heat was neglected.

The tracer gases of the NPE (SF6 and 3He) and one radionuclide of 
interest for UNEs (133Xe) were simulated in FEHM by numeri-
cal approximation of the advection–diffusion equation (Fetter, 
1999). The numerical scheme was fully implicit and included full 
upstream weighting of transmissibilities (Zyvoloski et al., 1997). 
Dispersivity in the matrix was neglected because velocities in the 
matrix were small (?1 ´ 10−9 m s−1) and transport there was 
diffusion dominated.

For each gas, the effective diffusion coefficient was estimated by 
multiplying the binary free-air diffusion coefficient by a tortuosity 
calculated using the Millington–Quirk approach:

7/3
a

2n
q

t=  	 [1]

where qa is the air-filled porosity and n is the total porosity 
(Millington and Quirk, 1961; Baehr, 1987). The Millington–
Quirk model has been found to match experimental data well for 
solute diffusion in liquid in unsaturated fractured rock (Stauffer 
et al., 2009). For gases in soils, Jin and Jury (1996) showed that 
other models may provide a better fit to experimental data, but 
the effect on our results would be minimal. The free-air molecular 
diffusion coefficients for 3He, SF6, and 133Xe are given in Table 1. 
The effective diffusion coefficients for dissolved gases in pore water 
were calculated similarly, but are much smaller (Table 1).

Table 1. Transport model parameters.

Parameter 3He SF6
133Xe

Henry’s Law coefficient (KH°), mol kg−1 MPa−1† 0.00375 0.0024 0.043

Molecular diffusion coefficient in air (Da), m2 s−1‡ 7.6 ´ 10−5 9.1 ´ 10−6 1.24 ´ 10−5

Molecular diffusion coefficient in water Dw, m2 s−1 6.5 ´ 10−9§ 1.2 ´ 10−9¶ 1.5 ´ 10−9§

† From Sander (2013).
‡ From Carrigan et al. (1997).
§ From Jähne et al. (1987).
¶ King and Saltzman (1995).
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Model Setup
The two-dimensional Cartesian model domain used for sensitivity 
analyses and for Monte Carlo simulations consisted of homoge-
neous porous material intersected by a single vertical fracture (Fig. 
2). The numerical mesh had uniform spacing in the y direction 
and geometrically increasing element size in the x direction away 
from the central fracture. There were 12,600 nodes in the 400- 
by 400-m model domain. The simulations were run for 500 or 
1000 d, with a maximum time step size of 0.1 d. The depth of the 
explosion and amount of 3He and SF6 produced were designed for 
comparison with NPE data.

The single-fracture model was motivated by NPE gas-sampling 
results that showed gases first arrived at the surface along faults 
(Carrigan et al., 1996). Fracturing at scales smaller than the pri-
mary channel was not represented explicitly. Permeability due 
to smaller fractures was considered to be lumped with the bulk 
permeability to air of the undisturbed matrix material and post-
explosion chimneys, which in this study covered a range based on 
air-permeability experiments in the fractured tuffs at Rainier Mesa 
(Burkhard et al., 1987; Nilson et al., 1991).

The boundary conditions at the simulated ground surface were a 
time-varying barometric pressure signal and uncontaminated fresh 
air. The barometric pressure data that were collected for 83 d before 
the NPE (Carrigan et al., 1996) were used to initialize the simu-
lations before turning on tracer transport. Boundary conditions 
were vapor-static pressures and zero concentration in the far-field 
limit. Pressures in the cavity and chimney were assumed to have 
returned to in situ vapor-static conditions following cavity collapse. 
The bottom of the domain was a no-flow boundary, representing a 
hypothetical saturated zone below the simulation.

It was assumed that cavity collapse caused a chimney zone, with 
gases homogeneously mixed within the chimney volume. The NPE 
tracer gases (57.3 mol 3He, 357 mol SF6) and UNE byproduct 
133Xe (7.7 ´ 10−3 mol) (Carrigan et al., 1997) were initially dis-
tributed in this chimney zone of width twice the cavity radius (rc) 
and height 5rc at concentrations computed by assuming a cylindri-
cal volume. The cavity radius was rc = 16.8 m (total chimney width 
= 33.6 m) and 5rc = 84 m for the initial zone of gas contamination 
for most simulations, based on interpretation of seismic data from 
Stump et al. (1999). Background concentrations of the gases in the 
subsurface and atmospheric boundary were assumed to be zero, 
although SF6, 3He, and 133Xe all have low background concen-
trations in air (Carrigan et al., 1996; Geller et al., 1997; Hebel, 
2010). Our current work did not address other Xe isotopes or the 
contribution from 133Xe precursors (radioiodine) to the original 
133Xe source term (Lowrey et al., 2013).

Monte Carlo and Sensitivity Methods
The parameter suite for Monte Carlo analysis was generated by Latin 
hypercube sampling for values of matrix porosity (n), matrix perme-
ability (km), saturation (S), and the fracture aperture (df) across the 
ranges shown in Table 2. A set of 2000 realizations was performed, 
with these four rock properties allowed to vary among the realiza-
tions. The ranges in Table 2 represent a wide span based on geologic 
investigations at Rainier Mesa (e.g., Thordarson, 1965; Townsend et 
al., 2007; Ebel and Nimmo, 2012). Fracture apertures were chosen 
to achieve subsurface air permeabilities within the range suggested 
in the literature; Nilson et al. (1991) reported bulk pneumatic dif-
fusivities on the order of 0.1 to 15 m2 s−1 for volcanic rocks at the 
NNSS, where the bulk pneumatic diffusivity a is given by

0kp
n

a=
m

 	 [2]

where k is the bulk permeability of the matrix and fracture material 
combined, 0p  is the mean barometric pressure, m is the viscosity 
of air, and n is the matrix porosity. For fracture material in the 
dual-permeability model, individual fracture permeability (kf) was 
calculated as df

2/12 (Witherspoon et al., 1980).

The sensitivity of the numerical model to n, log(km), S, and df 
was examined by selecting a “base case” from the Monte Carlo 

Fig. 2. Two-dimensional grid schematic with fracture and initial gas 
distribution (shaded region). The actual grid was 400 by 400 m, sym-
metric about the fracture. The gases were initially distributed at the 
appropriate concentrations within a region one cavity radius (rc) in 
width and 5rc in height.
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simulations that corresponded 
to a good match to the NPE data 
and smoothly varying the critical 
parameters individually around the 
base case values (Table 2). To test the 
impact of the season of the under-
ground test on gas arrival, the 1 July 
1993 to 30 June  1994 pressure data 
from the NPE (Carrigan et al., 1996) 
were transformed into a continual 
loop with a 1-yr cycle. The NPE was 
then simulated as taking place on 22 
March, 22 June, and 22 December, 
in addition to the actual date of 22 
September, and the simulations were 
run for 1000 d. During this particu-
lar year at Rainier Mesa, the greatest 
barometric fluctuations occurred between October and May, with 
an extended period of relatively high and flat barometric pressures 
in the summer and early fall. The ratio of the variance of pressure 
from the period 1 November to 23 May (the “stormier” season) to 
the rest of the year-long cycle (the “calmer” season) was 2.7.

The window of opportunity for 133Xe detection in all simula-
tions was determined based on a detection limit of 0.58 mBq m−3 
(Dresel and Waichler, 2004). Although concentrations of 133Xe 
may drop below the detection limit and then rise above it again 
due to barometric pressure changes, the window of detectability 
was assumed to end at the time when 133Xe was no longer contin-
uously detectable. Therefore, in practice, the effective detection 
window may be longer than those calculated here.

66Results
The following model analyses are discussed below: (i) local 
sensitivity studies testing the impact of each varying hydro-
logic parameter on arrival times and window of opportunity 
for Xe detection; (ii) simulations with altered barometric 
pressure forcing, representing detonations in different sea-
sons of the year; and (iii) Monte Carlo suites with random 
sampling across the parameter space to determine interac-
tions and global sensitivity and to predict 133Xe detectability 
for a 1 kt UNE in tuff. Table 2 summarizes the analyses per-
formed and the ranges of variable properties used for these 
tests. Additional simulations were previously performed to 
analyze the effects of the initial gas distribution and the pres-
ence of a highly rubblized cavity and chimney area (Jordan 
et al., 2012).

Sensitivity to Hydrologic Parameters
Figure 3 shows the NPE tracer gas arrival data presented in 
Carrigan et al. (1996). The arrival of SF6 and 3He in the 
simulation (50 and 387 d after the explosion, respectively) 

corresponds well with the experimental data of Carrigan et al. 
(1996): SF6 arrival 49 d after the explosion, 3He after 379 d.

Figure 4 shows normalized concentrations of the two tracer gases 
at the top of the fracture (land surface), at various times, for each 
of the four parameters that varied. Because the barometric pressure 
at the surface at a given time controls the absolute concentration at 
the top of the fracture, variations about the mean value are shown 
for three times. The sensitivity of concentration at the surface to 
the input parameters tended to decrease slightly with time. At 
extremely low concentrations, which applied mostly to 3He at early 
times, the numerical model failed to show sensitivity to saturation, 
matrix permeability, or fracture aperture.

The direct relationship between gas concentration at the sur-
face and water saturation, and the inverse relationship between 

Fig. 3. Base case simulated breakthrough curves from the numerical model at the 
top of the fracture (land surface) for 3He and SF6. Non-Proliferation Experiment 
(NPE) data are shown as open circles (nondetects) and filled circles (detections). 
Dashed lines are the NPE detection limits for 3He and SF6.

Table 2. Description of analyses performed and ranges of parameters used for this study.

Simulations Factor Porosity Saturation Matrix permeability Fracture aperture 

no. m2 mm

Sensitivity analysis†

100 for each parameter 
(400 total)

base case 0.29 0.3 9.1 ´ 10−15 1.5

range 0.1–0.36 0.01–0.5 1 ´ 10−16–1 ´ 10−13 0.8–3

Seasonal sensitivity analysis†

100 for each parameter for 
four seasons (1600 total)

base case 0.29 0.3 9.1 ´ 10−15 1.5

range 0.1–0.36 0.01–0.5 1 ´ 10−16–1 ´ 10−13 0.8–3

Monte Carlo analysis‡

2000 range 0.1–0.36 0.01–0.5 1 ´ 10−16–1 ´ 10−13 0.8–3

† Parameters uniformly varied.
‡ Latin Hypercube sampling of varying parameters.
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gas concentration and porosity, are both indications 
of the amount of air-filled porosity (q a) having an 
inverse relationship with the facility of gas transport 
to the surface. To first order, this result is caused by 
decreased storage for gas and hence faster travel times. 
(At high saturations, however, gas permeabilities are 
dampened due to multiphase effects.) Additionally, 
the relationship between porosity, air-filled porosity, 
and tortuosity is given in Eq. [1], where factors causing 
an increase in the tortuosity coefficient t increase the 
effective diffusion coefficient, and greater diffusivity 
leads to lower concentrations available to transport up 
the fracture during barometric low cycles (as seen by 
the differences between 3He and SF6, gases of very dif-
ferent diffusivity).

Figure 4 also shows that the heavier, less diffusive gas 
(SF6) is less sensitive to the parameters than the lighter 
3He. For matrix permeability and fracture aperture, there 
is a logarithmic relationship with concentration, indicat-
ing extreme sensitivity in part of the range and very little 
sensitivity in the rest of the range.

Arrival times for SF6, 3He, and 133Xe for the sensitiv-
ity simulations are shown in Fig. 5. The date of first gas 
detection, which is of particular interest in the context 
of on-site inspection, does not vary smoothly like con-
centration  because weather events cause sharp changes 
in concentration at the surface and tracer gases for many 
simulations will cross the detection threshold at once. 
Thus there are discrete batches of simulations where gases 
break through at the same time.

The arrival time of 3He is more sensitive to the varied 
parameters than SF6 and 133Xe. Within the ranges 
selected for the parameters (Table 2), only fracture aper-
ture has an extreme effect on SF6 arrival time, with very 
small fracture apertures delaying the first arrival of gas 
to around 2.5 yr. Arrival times for 133Xe are capped 
by the difficulty that the gas decays to nondetectabil-
ity if the gas is delayed while traveling to the surface. 
Although 133Xe has a diffusivity between that of 3He 
and SF6 (Table 1), it has a significantly lower practi-
cal detection limit than those used in the mid-90s for 
the tracer gases of the NPE, and hence arrival times are 
slightly earlier than those of SF6. This result provides 
crucial information for quantifying the effect of uncer-
tainties in hydraulic parameters on 133Xe breakthrough 
at the surface for collection in an on-site inspection. 
Arrival times for Xe ranged from 15.8 to 84 d following 
the detonation, with some cases with very small matrix 
permeability (<2.1 ´ 10−15 m2) and fracture aperture 
(<1.1 mm) resulting in no breakthrough at all.

Fig. 4. Relative concentration (C/ C ) of 3He and SF6 at the top of the fracture at 
three different times (t = 100, 500, and 900 d following the Non-Proliferation 
Experiment detonation) for varying (a) saturation, (b) porosity, (c) matrix perme-
ability, and (d) fracture aperture. Mean concentration  C  is calculated at each time 
shown for each parameter varied.

Fig. 5. Arrival time for 3He, SF6, and 133Xe with varying rock parameters: (a) 
porosity, (b) saturation, (c) matrix permeability, and (d) fracture aperture. For each 
parameter, 100 simulations uniformly spanned the range of possible values. Due to 
radioactive decay of 133Xe, if gas transport was not rapid enough, arrival did not 
occur. Note that although the diffusivity of 133Xe falls between 3He and SF6 (Table 
1), arrival times were earlier for 133Xe because its detection limit is lower.
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The length of the detection window for 133Xe is shown 
in Fig. 6. The window is quite sensitive to all parameters, 
with the chosen ranges of parameters creating windows 
as small as 0 d and as large as 136 d. As the arrival time 
grows longer, the window of opportunity shrinks due to 
radioactive decay; therefore, any parameter change that 
results in quicker gas arrival also generally produces a 
longer window of opportunity for detection. However, 
the behavior is non-monotonic.

Seasonal Effects
The effect of the season of detonation on the arrival time 
of 133Xe across the ranges of parameters used in the sensi-
tivity studies (Table 2) is shown in Fig. 7. The results show 
that, given the conditions and assumptions of the numer-
ical model, a detonation in March is the least likely to 
produce detectable 133Xe for the location (Rainier Mesa) 
and particular year of pressure history used. In general, a 
greater degree of barometric variability results in quicker 
gas transport to the surface, but we show here that the 
effect is dependent on subsurface hydrologic properties. 
For example, with a small fracture aperture (Fig. 7d), det-
onations in March take so long to move 133Xe toward the 
surface that it decays below the detection threshold, while 
with a large fracture aperture, detonations in June and 
September arrive slightly later than detonations in March.

The window of opportunity for 133Xe detection is shown 
in Fig. 8. For this UNE scenario at Rainier Mesa, for this 
year of pressure data, March detonations had the smallest 
window of detectability, while December detonations had 
the longest windows of opportunity for 133Xe detection.

The effects of seasonal differences in barometric pres-
sure on radionuclide gas arrival will obviously be site 
specific. For sites with strong divergence between the 
summer and winter weather, the season of detonation 
may make a significant difference in the likelihood of 
event detection. The transport efficiency for sinusoidally 
oscillating flow was discussed by Nilson et al. (1991), 
who found a maximum efficiency when the period of 
oscillation and the timescale for diffusion between the 
contaminated air and fresh air were comparable. That is, 
for a very high-frequency barometric cycle, only a small 
layer of contaminated porous material adjacent to the 
fracture can contribute to the contaminated air in the 
fracture, while for a very low-frequency cycle, the net transport 
of gas to the surface per cycle is limited by the nearly complete 
return of contaminated air into the large storage volume adjacent 
to the fracture in the initially uncontaminated space. Reduction 
of the amplitude of pressure variation also reduces the baromet-
ric pumping efficiency by decreasing the gas penetration depth 
(Nilson et al., 1991).

Monte Carlo Simulations
The Monte Carlo simulations were used to test the coupled effects 
from simultaneously varying fracture and matrix parameters on 
tracer gas and 133Xe arrival times. Sensitivity analysis was per-
formed using PSUADE to rank the sensitivity of 3He and SF6 
arrival times to the varied input parameters (Tong, 2005). The 
difference in sensitivities of the two gases of varying diffusivity is 

Fig. 6. Window of opportunity for detection of 133Xe with varying rock param-
eters: (a) porosity, (b) saturation, (c) matrix permeability, and (d) fracture aperture.

Fig. 7. Arrival time for 133Xe with varying season of detonation and rock param-
eters: (a) porosity, (b) saturation, (c) matrix permeability, and (d) fracture aperture. 
The length of all simulations was 500 d.
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illustrative of the complexity of the barometric ratcheting 
process in a fractured porous material. The methods used 
in PSUADE to rank sensitivity to parameters included the 
Spearman rank correlation coefficient, standard regression 
coefficient (linear), MARS sensitivity score, sum-of-trees 
sensitivity score, delta test sensitivity score, and Sobol¢ 
first-order index (Tong, 2005; Gan et al., 2014). As is 
commonly seen in highly nonlinear hydrologic applica-
tions, the rankings varied according to the method used, 
and we elected to eliminate the Spearman and standard 
regression coefficient rankings (e.g., Gan et al., 2014). For 
3He arrival time, the remaining methods agreed on per-
meability as the most sensitive parameter, with fracture 
aperture and saturation tying for the second most sensitive 
parameter, and porosity generally as the least sensitive. For 
SF6 arrival time, all methods indicated fracture aperture 
as the most sensitive parameter, with permeability always 
ranked second, and porosity and saturation tying for least 
sensitive.

In fewer than half of the simulations (758, 38%), both 
tracer gases (3He and SF6) broke through at the surface 
by 500 d. Sulfur hexafluoride always arrived before 3He, 
but many realizations did not show the spacing of nearly 
11 mo between 3He and SF6 arrival observed during the NPE (Fig. 
9). In many cases, 3He arrived during earlier barometric lows than 
observed, whereas SF6 typically arrived anywhere from early to 
on-time relative to the NPE data.

The arrival times of gases were clus-
tered around specific weather events 
that produced barometric low pres-
sures. The significant barometric low 
pressure event beginning ?49 d after 
the NPE detonation (10 Nov. 1993) 
produced SF6 and 3He breakthrough 
in many of the Monte Carlo simula-
tions. However, in the experimental 
data, 3He did not break through at this 
time but much later during a baromet-
ric low pressure event in October 1994 
after the relatively quiescent summer 
and early fall months (Fig. 9).

Further comparisons were made 
between the subsets of realizations that 
(i) achieved breakthrough in 500 d and 
(ii) matched the NPE data. Figure 10 
shows histograms of the number of 
realizations with various porosities, 
saturations, permeabilities, and frac-
ture apertures that met those criteria. 
From the uniform random samples 

across the parameter space (green), the simulations most likely to 
have gas breakthrough in the time of the simulation (blue) were the 
ones with lower air-filled porosity (smaller porosity, greater satura-
tion) and higher permeabilities (matrix and fracture). However, 

Fig. 8. Window of opportunity for 133Xe with varying season of detonation and 
rock parameters: (a) porosity, (b) saturation, (c) matrix permeability, and (d) frac-
ture aperture.

Fig. 9. Arrival time histograms for 3He and SF6. Gas arrivals correspond to low barometric pressure 
weather events. Actual arrival of 3He and SF6 during the Non-Proliferation Experiment (NPE) are 
shown. Pressure data are from Carrigan et al. (1996).
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beyond a certain fracture aperture (?2 mm), fracture aperture 
did not appear to matter anymore. Realizations matching the NPE 
data (red) had properties spanning essentially the entire ranges of 
the chosen parameter space.

Although the original input data were uncorrelated (Latin 
Hypercube sampling), among the simulations where breakthrough 
occurred in the range of time observed at the NPE, S was nega-
tively correlated with matrix permeability and fracture aperture, 
while porosity was directly correlated with matrix permeability 
and fracture aperture. In both cases, this implies that for a higher 
air-filled porosity qa = n(1 − S), higher permeabilities (both matrix 
and fracture) were required to transport the tracer gases to the 
surface during the time frame of the observed NPE gas arrival.

The difference in breakthrough arrival time for 3He and SF6 (number 
of days after SF6 arrival until 3He breakthrough) was negatively 
correlated with S and positively correlated with n, and negatively cor-
related with matrix permeability and fracture aperture. This implies 
that each of the input parameter changes that delays arrival time, 
as seen in the sensitivity studies above, leads to increased delays for 
3He relative to SF6 arrival; that is, any change that results in longer 
travel time for the gases leads to greater “chromatographic” separa-
tion between the two gases of different weights.

The arrival of the tracer gases with the observed separation was 
also correlated with the ratio of fracture aperture to matrix per-
meability (p = 0.017) and the ratio of air-filled porosity to matrix 
permeability (p = 0.016) while being uncorrelated with any indi-
vidual parameter. This observation suggests the interrelationships 
required to preserve the observed tracer gas separation in arrival 
time (which cannot be determined solely from the sensitivity of the 
arrival time of each tracer gas to individual parameters).

The Monte Carlo simulations were also used to demonstrate 
a method to provide a quick estimate of 133Xe arrival for a 1 kt 
UNE in tuff in a geologically simple model, representing a site 
with extremely limited available data. The “best case” realizations 
from the Monte Carlo suite were the 32 out of 2000 simulations 
where both 3He and SF6 arrived during the same barometric lows 
as they did during sample collection at the NPE (Fig. 9). For these 
simulations that closely matched the NPE arrival data, 30 out of 32 
(94%) resulted in a window of time where 133Xe would also theo-
retically be detectable, with arrival times ranging from 13 to 51 d 
following the explosion (Fig. 11). The window of detectability for 
the simulations with 133Xe breakthrough ranged from 38 to 135 d.

For each day between the first detection and the disappearance of 
133Xe, the percentage of simulations that would produce detections 
on those days is plotted in Fig. 11b. The CTBT restricts the dura-
tion of any on-site inspection to a maximum of 60 d, with possible 
extension by 70 d (Comprehensive Test Ban Treaty Organization, 
2013). If the on-site inspection following the UNE is assumed to 

last just 60 d, the most probable 60-d window for gas detection 
should be selected.

In a realistic scenario involving a site with uncertain geologic prop-
erties and no prior “tracer gas” experiments, however, the full suite 
of Monte Carlo simulations would be used to predict the 133Xe 
arrival time and detection window. Figure 12 shows breakthrough 
curves for all 2000 simulations and the corresponding percentage 
of simulations with detectable 133Xe per day. The “blind” Monte 
Carlo simulation suite produces a lower percentage of realizations 
with detectable 133Xe (61%), with a slight shift in the distribution 
toward earlier arrival times.

66Discussion
The estimates of the 133Xe arrival time and window of opportunity 
presented here provide an approximation for when an on-site inspec-
tion team would be most likely to record detections for an UNE 
with the same basic properties as the NPE (i.e., 1 kt at 389 m below 
the ground surface in tuff, with evidence of some form of barometric 
connection to the surface via fault or fracture) but with highly uncer-
tain subsurface properties, including effective gas diffusivity. These 
values compare well with the NPE model of Carrigan et al. (1996), 
who predicted 133Xe arrival 50 d following detonation for an NPE-
like UNE, along with a window of opportunity of 85 d (Carrigan 
and Sun, 2014). The latter study included variations in different 

Fig. 10. Histograms of the number of realizations with parameters fall-
ing into the chosen ranges of porosity, saturation, matrix permeability, 
and fracture aperture. Subsets of the full set of realizations correspond-
ing to simulations with both gases arriving by 500 d and simulations 
with gas arrival matching the Non-Proliferation Experiment (NPE) data 
are shown.



Vadose Zone Journal� p. 10 of 13

properties, such as gas diffusivity and overlying soil alluvium per-
meability. At an unknown site, where gas migration data are not 
available (as in the case of the NPE at the NNSS with 3He and SF6), 
the prediction of a window of opportunity for detection will carry 
wide uncertainty, but even with gas migration data the problem is 
non-unique enough that a wide span of hydrologic parameters pro-
vides a good match to the data (Fig. 10). The resulting impact on 
133Xe prediction is that the arrival time spans a rather large range 
(13–51 d) (Fig. 11). It is not necessarily an intuitive result that for 
simulations matching tracer gas data to within a few days for 3He 
and SF6, 133Xe, whose diffusivity falls between the two, should show 
such a wide spread in arrival times. It highlights the complexity of 
the barometric ratcheting process and the strong impact of geologic 
uncertainty on the predicted arrival time. Finally, the “blind” Monte 
Carlo results show an even greater range of 133Xe arrival, as expected, 
but the peak probability for detection is only slightly shifted from 
the data-matched set (Fig. 12b).

Many factors make the prediction of radionuclide gas detectability 
following an UNE extremely difficult. In the context of on-site 

inspection of a country signatory to the CTBT, estimates will need 
to be provided quickly and potentially without much local sub-
surface geologic information, requiring simple models—such as 
the Monte Carlo method presented here—that are fast to produce 
and run. These models can provide best-guess probabilities, despite 
great uncertainties, for when to monitor for particular gases, as 
well as quantitative bounds on the confidence in the prediction. 
The correlations discussed above, as validated by NPE data, suggest 
the necessary combinations of parameters (e.g., fracture aperture 
and matrix porosity) required to produce late-time gas detections 
via barometric pumping in a fractured, porous material at other 
potential UNE sites. For detonations in other parts of the world, 
an analysis of the seasonality of local barometric pressure cycles 
will be required to determine whether there are adverse conditions 
for gas transport to the surface by this mechanism.

The initial distribution of radionuclide gases is an important model 
input and one that is not well known for UNEs, especially con-
sidering the effects of rock type, thermal convection, and local 
hydrogeologic conditions on gas transport in the seconds follow-
ing the explosion and before ground motion ceases. Comparisons 
have been made to the NPE tracer gas arrival data to constrain the 
height of the initial gas distribution: if the region was too short, 

Fig. 11. (a) Breakthrough curves for 133Xe at the top of the fracture for 
32 of the 2000 realizations with tracer gas arrival times matching with 
the Non-Proliferation Experiment data (“best cases”), where the bot-
tom of the graph corresponds to a detection limit of 0.58 mBq m−3; 
and (b) the probability of 133Xe detection for 180 d following detona-
tion of a 1 kt underground nuclear explosion buried 389 m below the 
ground surface in tuff at Rainier Mesa, based on simulations matching 
the experiment data.

Fig. 12. (a) Breakthrough curves for 133Xe at the top of the fracture for 
all realizations, where the bottom of the graph corresponds to a detec-
tion limit of 0.58 mBq m−3; and (b) the probability of 133Xe detection 
for 180 d following detonation of a 1 kt underground nuclear explo-
sion buried 389 m below the ground surface in tuff for the cases that 
match the Non-Proliferation Experiment data and for all realizations.
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3He did not arrive in time; if the initial gas region was too tall, 
the two gases did not achieve the observed separation in arrival 
times after detonation (49 d for SF6, 379 d for 3He) (Jordan et al., 
2012). The difference in the arrival time of two gases of different 
diffusivities was heightened by any factor that increased the travel 
time, including the length of “fresh air” space above the initial 
contaminated zone and the concentration of the gases around the 
fracture. These results underscore the importance of recognizing 
the initial gas configuration as a source of significant uncertainty.

In addition to the potential lack of adequate subsurface geologic 
information, including the subsurface explosion-induced frac-
ture network, complicating factors for predicting gas migration 
from UNEs in a clandestine setting may also include incomplete 
knowledge of engineered structures in the subsurface that could 
provide preferential pathways for gas flow or for barometric con-
nection; uncertainty in estimates of the depth of burial, yield, and 
geographic location of the detonation from seismic data; and thick 
soil or alluvium cover that dampens the barometric pressure signal 
(Sun and Carrigan, 2014). Issues and challenges associated with 
on-site inspection from an operational perspective were discussed 
by Carrigan and Sun (2014).

The sensitivity analyses, Monte Carlo simulations of late-time 
seepage, and the results on the impact of seasonal effects in the 
barometric signal have relevance to studies of volatile contaminant 
transport from underground sources in fractured material with a 
barometric connection to the surface. Examples include passive soil 
vapor extraction (Neeper and Stauffer, 2012), CH4 and VOC leak-
age from subsurface hazardous waste disposal (Wyatt et al., 1995; 
Stauffer et al., 2005), leakage from underground petroleum contam-
ination (Pirkle et al., 1992) and CO2 sequestration (Oldenburg and 
Unger, 2003), radon transport in fractured rock (Schery et al., 1982), 
and barometric pumping around nuclear waste disposal sites such 
as Yucca Mountain (Ahlers et al., 1999) and the Waste Isolation 
Pilot Plant. While these applications vary in terms of the nature 
of the contaminant signal (pulse or step function vs. steady state), 
the cause of the barometric connection (natural or man-made), and 
timescales of interest (weeks to years), our sensitivity studies and 
approach to seasonal analysis are relevant and provide applicable 
information about the relative importance of uncertain parameters.

Future work will expand these results into three-dimensional and 
non-isothermal scenarios, as well as incorporate more realistic frac-
ture networks for specific rock types. The focus will remain on 
understanding the effects of uncertainties on the estimates of gas 
arrival time and predicting gas migration in a context with little 
available geologic site data.

66Conclusions
Predicting the window of opportunity for the detection of radio-
nuclide gas seepage from UNEs is of great importance for the 

enforcement of the CTBT. To efficiently deploy personnel and 
equipment for an on-site inspection, the time frame of possible 
gas detection must be estimated, despite great uncertainties in 
subsurface geologic properties and extent of fracturing, initial 
distribution of gases following the UNE, and explosion-altered 
zones. We conducted numerical analyses of radionuclide gas trans-
port through the unsaturated zone with the aims of understanding 
of the relative importance of unknown geologic parameters on 
the arrival time frame of trace gases at the surface and show-
ing the impact of the season of detonation on gas detectability. 
Furthermore, we predicted an approximate window of opportunity 
for the detection of 133Xe from an NPE-like UNE with highly 
uncertain rock parameters. The results of this work will be used 
to refine prediction capabilities for the detection of gases from 
suspected UNEs.

The sensitivity studies across a wide range of parameters showed 
how each parameter individually affects the arrival time and 
window of opportunity for the detection of tracer gases (SF6 
and 3He) and 133Xe. Across the chosen ranges of parameters, gas 
arrival time was most strongly affected by matrix permeability 
and fracture aperture, although saturation and porosity also have 
important feedbacks in the complex barometric pumping pro-
cess. The implication is that predictions of gas arrival time will 
be more uncertain when these parameters are poorly constrained 
compared with the others studied. Gases having higher diffusivity 
were more sensitive to uncertainty in the rock properties, and any 
trend leading to increased arrival time also tended to increase the 
chromatographic separation between the lighter and heavier gases. 
While these sensitivity results were tested for a scenario with a par-
ticular depth of burial (400 m) and with ranges of rock properties 
based on tuff at Rainier Mesa, some generalizations may still be 
drawn from the results, as rock properties vary in every geologic 
medium (across different ranges). The direction and sense of the 
sensitivities are not expected to change for materials with similar 
properties overall, although barometric pumping operating in a 
very different regime (e.g., a fractured granite with extremely low 
matrix porosity and permeability) will feature very different results.

The sensitivity studies were first presented based on a detonation in 
September with Rainier Mesa data (stormy in the fall and winter, 
quiescent in the spring and summer) and then reproduced for deto-
nations in different seasons. These simulations with the barometric 
pressure data set on a yearly loop indicated that detonations in 
March are the least likely to be detectable, due to smaller varia-
tions in barometric pressure through the summer months (early 
July–early September) on Rainier Mesa in 1993 and 1994. The 
effect depends slightly on the subsurface hydrologic properties. 
While generalizations may be inferred from these results to other 
geographic regions with different barometric pressure tendencies, 
it should be cautioned that these results are specific to the location 
and weather patterns of the year of data used in this study. Future 
work will analyze the effect of seasonality (cumulative effect of 
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barometric cycle frequency, amplitude, and stationarity on gas 
distribution) in more general cases.

Monte Carlo realizations were performed with parameters uni-
formly varying across the ranges used in the sensitivity studies. 
With simultaneously varying parameters, it was observed that 
the parameters could span essentially the whole range and still 
have breakthrough in <500 d, depending on the other parameters; 
however, certain ranges (e.g., extremely low matrix permeability) 
were much less likely. Of the 2000 realizations, 758 produced gas 
arrival within 500 d and 32 produced breakthrough of 3He and 
SF6 that provided a good match to the NPE data. For simulations 
matching the NPE data, the arrival of 133Xe was estimated at 13 
to 51 d following detonation, and the window of opportunity, if 
detectable, ranged from 38 to 135 d. Without matching the NPE 
data, the “blind” Monte Carlo approach estimated arrival times 
ranging from 12 to 84 d, with a potential detection window from 
1 to 160 d. These breakthrough time estimates are specific to an 
NPE-like UNE (1 kt, 400-m depth of burial) with a detonation in 
September following barometric pressure data from Rainier Mesa, 
1993–1994, but the method may be readily applied to other sce-
narios in the event of a clandestine nuclear test.
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