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INTRODUCTION

- General tensor transpose library
- $B_{i_1 i_2 \ldots i_n} \leftarrow A_{j_1 j_2 \ldots j_m}$
- Key kernel needed in many domains, e.g. Computational Chemistry, Machine Learning
- Multiple data movement schemes, based on distinct/non-distinct fastest-varying-indices (FVIs) in input/output tensor
- Library includes performance prediction model that can be queried
  - Useful for higher level optimizers, e.g., Tensor Contraction library/code-generator

Tensor Transposition

DISTINCT FVI: $i_0 > 32$, $O_0 > 32$

Experimental Evaluation

Current status & ongoing work

- Initial release of TTLG planned for mid Q4, 2017
- GPU tensor contraction kernels for CCSD(T) using TTLG included in the next (Nov. 2017) release of NWChem
- General tensor contraction library using TTLG now under development

Tensor Transposition

DISTINCT FVI: $i_0 < 32$, $O_0 < 32$

2D Matrix Transposition
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