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The 3rd Wave of Machine Learning
Defense Advanced Research Projects Agency DARPA-BAA-16-53 (2016)

Explainable Machine Learning

ML Fallacies ML Facts TPMs Use them now! Methodology        Applications
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Machine Learning Fallacies Feeding (Fueled by) XAI

▪ There is an accuracy / explainability 
tradeoff…. 
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Machine Learning Fallacies Feeding (Fueled by) XAI

▪ There is an accuracy / explainability 
tradeoff…. a fictious plot! 

Why Are We Using Black Box Models in AI When We Don’t 
Need To? A Lesson From An Explainable AI Competition, 
C. Rudin, Harvard Data Science Review. (2019) 
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Machine Learning Fallacies Feeding (Fueled by) XAI

▪ There is an accuracy / explainability 
tradeoff…. a fictious plot! 

▪ Its surprising that blackbox models are easily fooled...

Why Are We Using Black Box Models in AI When We Don’t 
Need To? A Lesson From An Explainable AI Competition, 
C. Rudin, Harvard Data Science Review. (2019) 
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Machine Learning Fallacies Feeding (Fueled by) XAI

▪ There is an accuracy / explainability 
tradeoff…. a fictious plot! 

▪ Its surprising that blackbox models are easily fooled...

Why Are We Using Black Box Models in AI When We Don’t 
Need To? A Lesson From An Explainable AI Competition, 
C. Rudin, Harvard Data Science Review. (2019) 

We don’t need to see more 
vandalized road signs!

…why wouldn’t they 
be?
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Machine Learning Fallacies Feeding (Fueled by) XAI

▪ There is an accuracy / explainability 
tradeoff…. a fictious plot! 

▪ Post-hoc approximation and visualization of 
blackbox models helps interpretability. 

▪ Its surprising that blackbox models are easily fooled...

Why Are We Using Black Box Models in AI When We Don’t 
Need To? A Lesson From An Explainable AI Competition, 
C. Rudin, Harvard Data Science Review. (2019) 

We don’t need to see more 
vandalized road signs!

…why wouldn’t they 
be?
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Machine Learning Fallacies Feeding (Fueled by) XAI

▪ There is an accuracy / explainability 
tradeoff…. a fictious plot! 

▪ Post-hoc approximation and visualization of 
blackbox models helps interpretability. 

▪ Its surprising that blackbox models are easily fooled...

Why Are We Using Black Box Models in AI When We Don’t 
Need To? A Lesson From An Explainable AI Competition, 
C. Rudin, Harvard Data Science Review. (2019) 

We don’t need to see more 
vandalized road signs!

…why wouldn’t they 
be?

Models of blackbox models are easily fooled too!

ML Fallacies ML Facts TPMs Use them now! Methodology        Applications
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Machine Learning Facts

1. Accurate interpretable models already exist in many domains. 
Stop explaining black box machine learning models for high stakes decisions and use interpretable 

models instead, C. Rudin, Nature Machine Intelligence 1(5), 2019. 

2. Accuracy and interpretability requirements are domain specific. 

We should be choosing the model appropriately. 

3. Accurate interpretable models can be expensive to construct. 

In terms of the computation and domain expertise required. 

ML Fallacies ML Facts TPMs Use them now! Methodology        Applications
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Probabilities to the Rescue!

Bayesian Networks

▪ A framework to handle uncertainty 
and produce robust models.

▪ Interpretable by design. 
       (you may need a statistician)

▪ May not be computable.
       (may not be trustworthy)

ML Fallacies ML Facts TPMs Use them now! Methodology        Applications
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Probabilities and Neural Networks (output)

On calibration of modern neural networks, Guo, C., et al. 
International Conference on Machine Learning, PMLR, 2017.

LeNet (1998)
5 layers

ResNet (2016)
101 layers

▪ Data goes in => probabilities come out (at least is explicit!).

▪ Probabilities may not be trustworthy. 
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Probabilities and Neural Networks (input)

▪ Networks are trained on MNIST (blue)
▪ Input probabilities for unseen data SVHN (orange), SEMEION (green)

 

Tractable Probabilistic Model (TPM)

Standard Neural Network

▪ Input probabilities tells us what the model was trained on

Peharz, R., et al. (2020). Random sum-product networks: A simple and effective 
approach to probabilistic deep learning. Uncertainty in Artificial Intelligence, PMLR.

ML Fallacies ML Facts TPMs Use them now! Methodology        Applications
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Probabilities and Neural Networks (middle)

▪ Latent variables are comparable and their impact can be quantified.
▪ Impose desired constraints on latent variables.

Group Fairness by Probabilistic Modeling with Latent Fair Decisions, 
YooJung Choi, Meihua Dang, and Guy Van den Broeck, AAAI, 2020. 

 

Use a latent “fair label” that 
enforces demographic parity

ML Fallacies ML Facts TPMs Use them now! Methodology        Applications
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Tractable Probabilistic Models

Tractable 

Probabilis
tic

 

Modelin
g

▪ Tractable Probabilistic Models are Neural 
Networks with constraints that guarantee 
an accurate probabilistic interpretation for 
particular queries. 

▪ Query probabilities are computable by 
design (trustworthy and interpretable).

▪ A best of both worlds: 
Probabilities (Bayesian Networks)
Flexibility (Deep Learning)

▪ The 3rd Wave of Machine Learning…

ML Fallacies ML Facts TPMs Use them now! Methodology        Applications
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1. Accurate interpretable models already exist!

▪ Why Are We Using Black Box Models in AI When We Don’t Need To? 
A Lesson From An Explainable AI Competition, C. Rudin, Harvard Data Science Review., 2019

▪ Density Estimation Benchmarks
Probabilistic Circuits: A unifying framework for tractable probabilistic models, Guy Van den Broeck, 2021.  

TPM or BN Deep Network

ML Fallacies ML Facts TPMs Use them now! Methodology        Applications
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2. Accuracy and Interpretability Requirements (should) 
    Drive Application Specific Model Development

Intervals     Non-specificity

Application Queries

M
o

d
el

 C
o

n
st

ra
in

s

Missing 
Features 

Credal Constraints

Set Constraints

Figure inspired from “Probabilistic Circuits: A unifying framework for 
tractable probabilistic models”, Guy Van den Broeck, 2021.  
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Example: Prediction with Missing Features

▪ Set up the model in such a way that it can compute Expectations of the classifier.
▪ The are few additional constraints over models used for learn the data distribution.

Guy Van den Broeck et. al. (2020). On Tractable 
Computation of Expected Predictions, ICML.

ML Fallacies ML Facts TPMs Use them now! Methodology        Applications
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Example: Prediction with Model Uncertainty

Mauá, Denis D., et al. "Credal sum-product 
networks." Proceedings of the Tenth 
International Symposium on Imprecise 
Probability: Theories and Applications. 
PMLR, 2017.

Trained Parameters

Training

Deep Network  

Model propagates intervals

Predicted Probabilities

Less training data

ML Fallacies ML Facts TPMs Use them now! Methodology        Applications
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3. Accurate interpretable models can be expensive to construct. 

▪ Target applications that involve high stakes decisions and/or limited and 
imperfect data…

ML Fallacies ML Facts TPMs Use them now! Methodology        Applications
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3. Accurate interpretable models can be expensive to construct. 

▪ Target applications that involve high stakes decisions and/or limited and 
imperfect data… that’s almost every LANL application!
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3. Accurate interpretable models can be expensive to construct. 

▪ Target applications that involve high stakes decisions and/or limited and 
imperfect data… that’s almost every LANL application!

▪ Target applications that have funding! 
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3. Accurate interpretable models can be expensive to construct. 

▪ Target applications that involve high stakes decisions and/or limited and 
imperfect data… that’s almost every LANL application!

▪ Target applications that have funding! 

▪ Data Analysis (CCS-3)
Image and signal processing, text and scientific data analysis.

▪ Design of Experiments (CCS-6)
Computational (simulations) and Scientific (data collection). 

 

ML Fallacies ML Facts TPMs Use them now! Methodology        Applications
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NA-22 new start project that has a need for both!

Robust exploration of multi-faceted morphologic signatures of actinide process 
materials for nuclear forensic science, Kari Sentz (PI) ~$1M/year for 3 years. 

▪ Image and Data Analysis (Kari Sentz, Reid Porter, Ian Schwerdt, Cole Thompson)

▪ Design of Data Collection Experiments (Christine Anderson Cook, Tom Burr)
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NA-22 new start project that has a need for both!

Robust exploration of multi-faceted morphologic signatures of actinide process 
materials for nuclear forensic science, Kari Sentz (PI) ~$1M/year for 3 years. 

▪ A Big Space, Small Data problem:
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NA-22 new start project that has a need for both!

Robust exploration of multi-faceted morphologic signatures of actinide process 
materials for nuclear forensic science, Kari Sentz (PI) ~$1M/year for 3 years. 

▪ A Big Space, Small Data problem:

▪ TPMs provide the methodology to develop Accurate Interpretable models.

ML Fallacies ML Facts TPMs Use them now! Methodology        Applications
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Interactive Geospatial-Temporal Reasoning for Robust Strategic Deterrence, Kari 
Sentz (PI), Directors Strategic Research Initiative proposal, Sept. 2021.

▪ Deterrence has unique challenges in non-specificity and uncertainty.
▪ TPMs provide the methodology to tailor the model to the domain:

• Flexibility of Deep Networks to maximize the data available.
• Additional constraints to meet interpretable and verifiable requirements. 

Application Development for High Stakes Decisions

ML Fallacies ML Facts TPMs Use them now! Methodology        Applications
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Positioning LANL for the 3rd wave of Machine Learning

Tractable Probabilistic Models (TPMs) push the black boundary 
to the right and provide a general methodology to produce 
accurate interpretable models that can solve Verifiable AI 
challenges.

Project Description
Assessment of current TPM capabilities with respect to LANL applications and 
verifiable AI challenges. Establish collaborations with researchers at the 
forefront of TPM research. Identify LANL applications that stand to benefit the 
most from TPMs (the funded ones). Increase awareness through proposals and 
presentations. 

Project Outcomes
Propaganda: Expanded versions of this talk.
Proposals:
▪ “Robust exploration of multi-faceted morphologic signatures of 

actinide process materials for nuclear forensic science”, Kari Sentz (PI), 
NA-22 new start, June 2021, ~$1M/year for 3 years (ROI).

▪ “Interactive Geospatial-Temporal Reasoning for Robust Strategic 
Deterrence”, Kari Sentz PI, Directors Strategic Research Initiative 
Proposal, Sept. 2021.

▪ “Statistically Defensible Deep Learning”, Kari Sentz PI, LDRD-DR 
Preproprosal #202200027DR (not funded).

Outreach: 
▪ Established CCS-3/6 collaboration on design of experiments.
▪ ISTI Seminar Series: Guy Van den Broeck (UCLA), Fabio Gozman (Sao 

Paulo), Chris Tosh (Columbia), TBD Cynthia Rudin (Duke).

PI: Reid Porter, Kari Sentz
Total Project Budget: $40k
ISTI Focus Area: Artificial Intelligence

This is the 
WAVE! 

Lead us in Guy!
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END


