Evaluating Lustre Network Performance over IB and RoCE
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RDMA Performance

We run perftest benchmarks on both flat Ethernet and flat InfiniBand topologies. The
tests perform send, read, and write operations over IPv4 and IPv6 for RDMA to
measure bandwidth and latency on the cluster with a 1-1 distribution. With Ethernet,
RoCE is used to perform RDMA operations.
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Introduction

RDMA: Remote Direct Memory Access
RoCE: RDMA over Converged Ethernet

IB: InfiniBand
IPoIB : Internet Protocol over InfiniBand

Network Topology
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Figure 7  Benchmark full Lustre setup with functional MDS and OSS
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