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Scientific Codes

● Large code bases

○ KULL (~350K LoC)

○ FLAG (~620K LoC)

○ ALE3D

● Complex

○ Expertise required

● Commercially sensitive

○ Proprietary Source Code



Performance Analysis (HPC)

● Micro Benchmarks

○ Top 500 High Performance Linpack (HPL)

○ HPC Challenge (HPCC)

○ High-Performance Conjugate Gradient (HPCG)

○ Application Benchmarks

○ NAS Parallel Benchmark Suite (NASA)

○ Shamrock (AWE)

○ Hydra (AWE)



What To Do?

Application
Benchmarks

Micro-
Benchmarks



HPC PA: Contemporary Mini-Apps

● Small Code Bases

○ PENNANT (~3300 LoC)

● Representative

● Consolidation

● Large-Scale Developer Involvement

Application
Benchmarks

Micro-
Benchmarks

Mini-Apps
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FLAG
PENNANT

PENNANT: Mini-App for FLAG

● Manual Testing... Can we do better?

● Standard Tests

● Verify & Validate

● Support Advanced Architecture Research



My Work This Summer: Pavilion + PENNANT

● Advantages

● Results

● Bare Metal

● Inheritance

● Challenges

PENNANT



Grizzly Hydro Runtime



Capulin Hydro Runtime



Trinitite (KNL) Hydro Runtime



Trinitite (Haswell) Hydro Runtime



Conclusion

● Support for TOSS3, XC40, XC50

● Simple to Modify

● Straightforward Testing



Future Work

● Code Review

● Incorporating the PENNANT test suite into Pavilions production use(?)

● Containerizing PENNANT with Charliecloud

● Documentation
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Questions & Citations

● Ferenbaugh, C. R. (2015) PENNANT: an unstructured mesh mini-app for advanced architecture research. Concurrency 
Computat.: Pract. Exper., 27: 4555– 4572. doi: 10.1002/cpe.3422.

● https://sss.cs.purdue.edu/projects/veesc/slides/veescSeminar5.pdf (KULL LoC)
● Caldwell, W. K., Hunter, A., Plesko, C. S., and Wirkus, S. (February 14, 2019). "Verification and Validation of the FLAG 

Hydrocode for Impact Cratering Simulations." ASME. J. Verif. Valid. Uncert. September 2018; 3(3): 031004.
https://doi.org/10.1115/1.4042516

● https://github.com/hpc/pavilion2
● https://charliecloud.readthedocs.io/en/latest/
● https://www.splunk.com
● https://icl.utk.edu/hpcc
● www.netlib.org/benchmark/hpl
● https://www.hpcg-benchmark.org
● https://wci.llnl.gov/simulation/computer-codes/ale3d
● https://www.nas.nasa.gov/software/npb.html
● https://mantevo.github.io/
● Beckingsale, David. (2015). Towards Scalable Adaptive Mesh Refinement on Future Parallel Architectures. 
● "confuse" by Tall Chris is licensed with CC BY 2.0. To view a copy of this license, visit 

https://creativecommons.org/licenses/by/2.0/ 
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