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Two and a half percent; 5y
we all applaud.

Dr. Juzaitis’ commitment to raise the Site-Directed Research and
Development (SDRD) funding rate opens more opportunities. We cannot let
him down though, because this was a bold move, especially when budgets
are so austere. We must deliver. As you know, | like to look at our mission
as “Ground Truth and Discovery,” but we must also think about ownership.
This increase in SDRD funding will enable us to set and follow our own
strategic plans. Already, we have initiated two strategic FY 2015 SDRDs,
one for dynamic material studies and another for radiation detectors for
unmanned aerial systems.

Another great example of ownership occurred in January 2015. National
Security Technologies, LLC (NSTec), submitted a solo R&D 100 Award. We
have received a few awards in partnership with the laboratories over the

last few years, but our submission of the Urchin Platform developed at the
Special Technologies Laboratory is our first wholly NSTec-owned submission.

It will be a little time before we know whether we have actually received the award, but | am proud that NSTec
submitted its own R&D 100 proposal. Of course, Urchin was developed under SDRD, so an award would be
a doubly great achievement. In addition, Urchin, as a compact, low-power sensor platform, will be an ideal
technology to demonstrate “Ground Truth and Discovery” in future experiments at the Nevada National Security
Site (NNSS).

In last year’s Foreword, we identified four actions to help strengthen SDRD. Listed below are the steps we
achieved this year on that path:

1. Grew the program size—SDRD funding increased to 2.5% this year.
2. Improved transparency—Proposal preparers are now given feedback.

3. Assessed project selection—We conducted independent external reviews to
verify quality in the selection process.

4. Strategically invested—We introduced two FY 2015 strategic SDRD projects.

Achieving these goals could not have been done without the excellent leadership of SDRD, the support of our
administrative and review team, the insight of the external advisory board, and the successful innovations that
you all continue to deliver.

Thank you!
Christopher Deeney
Chief Technology Officer
Vice President for Program Integration
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£E 1¢s people,
it’s mission,
it’s impact... 5y

This simple statement captures the essence of our R&D
enterprise. Each year our annual report begins with
program highlights about the people, the mission, and
the overall impact of our efforts. But what does each
of these mean? How exactly do people, mission, and
impact help us achieve the best possible R&D? In 2014,
termed the “year of reviews,” we looked very carefully at
processes and products to ensure good stewardship of
Site-Directed Research and Development (SDRD) invest-
ment. Three different, but highly introspective, reviews
provided a comprehensive assessment of SDRD’s state
of health—the overall diagnosis was that the program
is resoundingly strong and potent. These separate activ-
ities—the External Advisory Board (EAB) meeting, the
U.S. Department of Energy, National Nuclear Security
Administration (NNSA) program review, and the SDRD
annual project review—yielded insight that went well
beyond the sum of their parts.

In April of 2014 members of the SDRD EAB met to
assess the state of SDRD and status progress against
recommendations made roughly two years prior. Many
of the achievements we reported in the previous two
annual reports were covered in depth and presented
as evidence of the program improvements and trans-
formative impact of our R&D. Thanks to the efforts of
our technical staff and principal investigators, the SDRD
program team, and the EAB members themselves, we
are engaged in continuous improvement in a meaning-
ful way. Ongoing dialogue between advisors, staff, and
management is having a profound and lasting effect on
the way we conduct R&D.

The 2" annual integrated year-end review of SDRD
projects was held in September 2014 and has become
firmly established as the venue for presenting results

The Year in Review

The SDRD External Advisory Board (EAB)
met in April 2014 to evaluate performance
and gauge progress since our inaugural
meeting in October 2011. This was a
comprehensive review examining our
overall process for conducting SDRD and
the impact of our research. We analyzed
the initial EAB recommendations and how
SDRD matched up in many of the areas of
concern to the board.

“...avigorous program contributing
new ideas in science and technology,
and aiding recruiting.”

—D. Giovanielli

“ . .the effectiveness of the SDRD program
has grown substantially, and the program
has become a vital element of the S&T
base. . .important new institutional
capabilities and competencies have
emerged for the SDRD investment.”

—R. James

Nevada National
Security Site




Principal Investigator Craig Kruschwitz presents his
research on neutron detectors (see pages 131-137) at the
2" annual integrated year-end review of SDRD projects
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and assessing technical challenges. What was particu-
larly noteworthy was the level of quality of the projects
being presented, as well as each Principal Investigator’s
(PI’s) ability to convey why their work is important and
what innovations they are uniquely bringing to the
forefront.

An NNSA review of SDRD was conducted in July 2014.
Individuals from NSTec and NNSA interacted to discuss
program performance and overall R&D effectiveness
(see table). Communication has always been key, and
this effort strengthened the dialogue among technical
staff and program management, who contributed ideas
and suggestions for maximizing our R&D investment.
This assessment of SDRD focused on our co-developed
“contributing factors” that describe the performance of
SDRD and its impact around strategy, relevance, quality,
and workforce development and capabilities.

Performance factors attributable to SDRD program effectiveness

vi

A robust research strategy
has been implemented,
emphasizing a systems
approach to planning

NSTec strategic plan and
implementing guidance
ensures alignment with
national priorities

The annually updated
NNSS Technology Needs
Assessment dovetails

with the strategic plan

to provide detailed
science, technology, and
engineering requirements
to our technical staff

Our research emphasis
areas are broadly
categorized: nuclear
security, information
security, high-energy
density diagnostics,
integrated experiments,
advanced analysis,
improvised explosive
device, threat reduction,
and safeguarded energy

Technical accomplishments
show impact to national
security areas

Continuous emphasis on
key challenges relevant to
national security and focus
talent and investments to
bring solutions

SDRD process and
leadership emphasize
performance, relevance,
and quality from proposal
stage through project
execution, and tangible
outcomes during and after
project life cycles

Strong peer review,
technical advising, and
support from experts in
national security science
and technology ensure
relevance to critical areas

SDRD provides a unique
opportunity for technical
staff to exercise creativity
and leverage talent

External Advisory Board
validates our direction and
outcomes

Number and quality of
published articles in high-
impact journals in key areas
of science and technology,
and external awards

Skills and competencies
developed in pursuit of
independent R&D are often
unparalleled

SDRD provides a
unifying element for the
workforce across our
multi-disciplinary and
geographically diverse
organization

Adoption of SDRD-
developed technologies
is indicative of quality
and relevance of efforts
undertaken

Projects are evaluated

on a quarterly basis to
provide consistent checks
on performance (some
projects are terminated
when deemed to not meet
criteria)

Evidence proves SDRD
helps to retain individuals
and attract new talent to
support the NNSS mission
for national security
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Development of a Three-Dimensional Seismic Velocity Model

NSTec geologists Lance Prothro, Margaret Townsend, Heather Huckins-Gang, Sig Drellack, and Dawn Reed, teaming
with Todd Kincaid and Kevin Day of GeoHydros, LLC, have shown that it may be possible to convert a 3-D hydro-
stratigraphic framework model (HFM) of the Yucca Flat area of the Nevada National Security Site (NNSS) to a 3-D
seismic-attribute framework model (SFM). The research is being pursued as a two-year SDRD project (NLV-24-14,
Three-Dimensional Seismic-Attribute Model for Yucca Flat, 225-231).

The U.S. has a significant national security interest in improving its ability to detect and locate underground nuclear
explosions (UNEs) that may be conducted anywhere in the world. One of the primary methods to monitor for
UNEs is through the analysis of seismic waves generated by the explosions. Seismic waves, whether generated
by UNEs or other man-made or natural events, propagate through different rock types at differing speeds and
with unique characteristics that depend largely on various rock properties and the presence of other geologic
features. Current NNSS projects are studying the physics of the creation and propagation of seismic waves and have
expressed interest in using the new SFM.

The Yucca Flat HFM®? was originally developed to model
groundwater flow. The Yucca Flat HFM depicts the distri-
bution of subsurface geologic units according to their
ability to transmit groundwater. Many of the rock proper-
ties and geologic structures that control groundwater flow
also influence seismic wave transmission, so the team
reasoned that the Yucca Flat HFM could be modified to
create an SFM.

Looking northeast at a cutaway 3-D perspective view of
the Yucca Flat HFM. Colored layers are hydrostratigraphic
units; red lines are faults.

Abundant geologic and geophysical data were collected in
support of historic nuclear testing in Yucca Flat, and a signif-
icant effort was made to compile and evaluate these data
for use in the model conversion. Then, using a subset of the
data, a separate preliminary velocity model, independent of
the HFM, was constructed to explore its potential to aid in
evaluating the HFM. Initial assessments of the preliminary  Cutaway 3-D perspective view of the Yucca Flat HFM showing
velocity model indicate that it can provide an additional  how collapse chimneys (vertical columns) and damage

and efficient method to evaluate visually and analytically ~ zones (colored spheres) will appear in the Yucca Flat seismic-
the 3-D distribution of velocity volumes beneath Yucca Flat ~ 2ttribute model. For reference, the light-blue column is

and the seismic character of model layers. ~500m tall.

The investigators also evaluated the potential for demarcating collapse rubble chimneys and damage zones associ-
ated with UNEs in Yucca Flat. These features likely consist of rocks with altered seismic properties, and thus their
demarcation would be a valuable addition to a Yucca Flat SFM. Fortunately, all the specifications necessary to
digitally construct 3-D perspectives for these features for all the UNEs in Yucca Flat are available.

[ snelson, C. M., R. E. Abbott, S. T. Broome, R. J. Mellors, H. J. Patton, A. J. Sussman, M. J. Townsend, W. R. Walter, “Chemical explosion
experiments to improve nuclear test monitoring,” Eos, Trans. American Geophysical Union 94, 27 (July 2013) 237-239.

(21 Bechtel Nevada, A Hydrostratigraphic Model and Alternatives for the Groundwater Flow and Contaminant Transport Model of Corrective

Action Unit 97: Yucca Flat-Climax Mine, Lincoln and Nye Counties, Nevada, Bechtel Nevada, Las Vegas, Nevada, January 2006.

Contributed by L. Prothro and M. Townsend
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SDRD to Stockpile Stewardship Success: Stereo Borescope Imaging

The stereo borescope was a two-year SDRD project in FY 2006 Y and FY 2007 ."? The stereo borescope records
images over a time sequence of a metal surface shocked by high explosives. The stereo images can then be cross
correlated to produce a 3-D image of the shocked surface. Ideally, we scale the 3-D image to provide dimensional
coordinates on the optical Z-axis for scaled depth perception to the reconstructed 3-D image. Single line-of-sight
borescope diagnostics have been fielded on previous experiments at other laboratories and the Leda subcritical
experiment in Ula at the NNSS. Single line-of-sight imaging is very limited in depth perception. Going to a
stereo view can provide better depth perception on the shocked surface and will potentially provide dimensional
information for a shock wave traveling across a surface.

During the SDRD project, we designed and acquired a stereo imaging bundle and custom micro-lenses for a
3 mm coherent image bundle to view both the left and right stereo images of the 3-D surface. The stereo images
were then recorded on a camera system. We initially recorded static 3-D objects to investigate close proximity
photogrammetry image correlation techniques. The image bundle and framing camera used to record dynamic
high-explosives shock images degrade image quality with image distortion and noise. We acquired stereo framing
images of shocked copper coupons with notch grooves cut to produce significant jets of material emitted from the
grooves during shock. The images produce 3-D depth perception when viewed.

This diagnostic has been selected to support the upcoming suite of subcritical experiments under the name of
Dynamic Stereo Surface Imaging. Custom imaging and illumination probes are being designed to view the surface
in the experiment, and the stereo imaging will be combined with multiplexed photonic Doppler velocimetry'® to
provide a wealth of diagnostic information.

& Baker, S. A., S. Wu, “Stereoscopic Borescope,” in Nevada Test Site—Directed Research and Development, FY 2006, National Security
Technologies, LLC, Las Vegas, Nevada, 2007, 287—294.

21 Baker, S. A., “Stereo Borescope,” in Nevada Test Site-Directed Research and Development, FY 2007, National Security Technologies, LLC,
Las Vegas, Nevada, 2008, 225-232

Bl Daykin, E., C. Perez, A. Rutkowski, C. Gallegos, “Advanced PDV Techniques: Evaluation of Photonic Technologies,” in Nevada National

Security Site-Directed Research and Development, FY 2010, National Security Technologies, LLC, Las Vegas, Nevada, 2011, 205—214.

Contributed by S. Baker
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FY 2015 New Initiatives and FY 2014 Project
Selection

This past fiscal year marked the 12th anniversary of
Congressional authorization of the SDRD program.
During the last decade, the program has grown and
matured, becoming a vital and integral part of our
technical base. As the primary source for new discovery
and innovation in support of national security needs,
the program has no equal and provides unparalleled
return on investment. Based on numerous and high-
impact successes, coupled with timely conditions, the
program is well poised to achieve even greater results.

Together with the Strategic Development Office, and
the organizational alignment with the Chief Technology
Office (CTO) as mentioned in our last annual report,
SDRD has a much improved venue for the program to
execute on critical long-term strategic initiatives for
the NNSS and our overall national security mission. In
concert with these changes and in order to fully lever-
age SDRD, we created a new element or class of “strate-
gic opportunity” R&D that will be closely aligned with
the long-term strategy and corporate vision. In some
aspects this elementis similar to directed research at the
NNSA national laboratories. A white paper, published in
July 2012, titled “Leveraging SDRD to Its Fullest Extent,”
describes our concept for expansion of the program
and has since been our roadmap and architecture for
developing advanced capabilities and solutions. In FY
2014 we specially requested proposals with enhanced
strategic emphasis around key challenge areas in stock-
pile stewardship and global security relevant to NNSS
mission focus. The two themes chosen were dynamic
materials and unmanned aerial sensor platforms.

For the first time in program history we have raised the
investment level on SDRD to adopt and fund this new
class of strategic research going forward in FY 2015.
An increase of 0.5% will be applied in FY 2015 to fund
these projects, above and beyond the approximate 2%
utilized for the exploratory research projects that have
thus far formed the core of our program. Overall, this
will bring our SDRD investment rate to 2.5%, yielding a
program size of approximately S9M. For the current year,
FY 2014, costs were up slightly over the previous year

Developments in Optical Diagnostics

In previous reports we have highlighted the
progress in optical velocimetry and probes using
SDRD and other sources to mature this technol-
ogy (Site-Directed Research and Development,
FY 2013, National Security Technologies, LLC,
Las Vegas, Nevada, 2014, x). By leveraging many
major advancements in telecommunication
components, we have brought new capability to
measure dynamic shock phenomena, which had
heretofore been impossible.

Optical diagnostics have the advantage over
historical electrical-based diagnostics in that
they are nonintrusive to the surface or material
being measured. Measurements include veloc-
ity, displacement, thermal, images, holography,
ejecta, and shock arrival.

Integrating optical diagnostics into dynamic
shock experiments has been an ongoing develop-
ment effort. Probe development has grown from
being bulky single-channel units to smaller multi-
channel units. Current dynamic shock tests now
produce more data from one experiment than all
the data combined from all past experiments.

Future probes will continue to get smaller and
be able to withstand very high temperatures and
very high pressures. Probes of the future will also
become highly integrated systems to support
several different types of measurements through
the same probe.

Contributed by V. Romero

An advanced optical probe used
with multiplexed photonic Doppler
velocimetry (MPDV) for dynamic
material experiments
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The Need for Fundamental Dynamic Materials Research

There are many applications of importance to the weapons programs of the U.S. Departments of Defense and
Energy where materials are exposed to high-rate impulsive loading conditions. For example, any time a material
(such as a metal) is driven by high-explosive loading, it will respond by moving and deforming at a very high strain
rate. Past research has shown us that for such applications it is necessary to make fundamental physics measure-
ments of how this deformation process occurs to be able to successfully model it, and that such fundamental
properties must in some cases be made at the appropriately high strain rates.

The most fundamental property that must be captured is the equation of state (EOS) of the material of inter-
est (see inset Ga example). If the material has phase changes that can occur under the real dynamic loading
conditions, then a multi-phase EOS must be developed. Pure phase EOSs do not depend upon strain rate in the
experimental technique used to determine them. But the location of transitions from one phase to another will
be strain rate—dependent. This means that phase boundary information must be collected using the appropriate
experimental technique, which, for high strain rates, is dynamic compression. For example, if a solid-solid phase
change takes milliseconds to occur, and your process only takes microseconds, then this phase change will not be
observed. One place where strain rate is important is in the strength and yielding process, both in compression
and in tension. Most compressive strength data used to constrain models in large-scale computer codes derives
from Kolsky bar (or similar) techniques, where strain rates near 10*/s can be realized. For shock compression
events that occur at 10°-10°%/s, these data may not be completely relevant. So it is important to also obtain data
using shock compression methods to be able to construct a wide-range strength model.

To be sure that our computer simulation predictions of complex dynamic events maintain high fidelity, we need
embedded physics models for EOS and strength that capture the relevant stress, strain, and rate of strain. We
also need to do such complex experiments, and directly compare to simulations to know that our simulations are
representing physical reality well.

Contributed by R. Hixson
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& Crockett, S. D., C. W. Greeff, “A gallium multiphase equation of state,” AIP Conf. Proc. 1195, 1 (2009) 1191-1194.
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based on increased number of projects, costs associated
with the EAB, and funding applied to critical feasibility
studies. Total expenditures were approximately $7.5M,
and average project size was $240K.

Projects selected in FY 2014 came from a diverse set
of proposals covering a broad spectrum of our mission
areas and some stretch ideas in energy security.
Innovation was particularly high with some notable
potential solutions to difficult problems. Geoscience
and techniques for detecting underground nuclear
events has been a strong area, and this year was no
exception. A renewed emphasis on some common
issues surrounding stockpile science brought new ideas
for advancing neutron sources and neutron detection.
In other needs, new techniques to capture signatures of
proliferation and simplify nuclear forensics were offered
in these recurrent challenges.

In total, 120 proposals were submitted, which was a
slight decrease over FY 2013 (approximately 10%). This
was primarily caused by one of our sites experiencing
programmatic issues that limited their ability to submit.
Nonetheless, the quality was extremely high and selec-
tion was as competitive as ever. Technical review of
proposals remains firmly grounded in peer review with
established and comprehensive criteria. Our internal
review team, supplemented by external advisors and
subject matter experts, conducted an exhaustive review
of all submissions. Proposals were evaluated on techni-
cal meritand innovation, probability of success balanced
with technical risk, potential for mission benefit, and
alignment with our mission directives to achieve the
best possible outcomes.

Another first for FY 2014 was the introduction of
feedback reports to individual lead Pls on all non-
selected proposals. We beta-tested this concept at a
single site last year and, based on suggestions received,
we implemented a better model for the report with
selected reviewer comments and added comprehensive

Empowering Staff: New Tools for Effective
R&D

To further empower our technical staff, we have
launched several initiatives that will help integrate
our efforts and leverage R&D investment as much
as possible.

A technical leadership team has been assembled
from our multiple divisions to oversee strategic
directions and facilitate communication across
technical disciplines. A new technical capability
database has been built to easily identify where
competencies exist and how best to find them.
Enhanced communication channels have been
established through team networking central-
ized on our information systems, both CTO and
SDRD websites. This also includes the first-of-its
kind article/publication database. And ongoing
network analysis tools have been utilized to see
where clusters of internal technical capability
exist and where improvements can be achieved
in establishing new collaborations. We are also
exploring advanced concept groups to further
enhance our ability to deal with emerging areas
and unchartered mission territory.

NSTec Science & Technology

e Michele Vichadky
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Optical Ranging for Shocked Surfaces

In an FY 2014 feasibility study, researchers Bruce Marshall and Brandon La Lone of the NSTec Special Technologies
Laboratory (STL) developed a fiber optic—based system that simultaneously measures position and velocity of a
dynamically moving target. The system will continue to be refined in an FY 2015 SDRD study (STL-04-15, Optical
Ranging for Shocked Surfaces).

Although photonic Doppler velocimetry (PDV) systems have become an important tool in shock wave experiments,
there are many instances where position data are needed but cannot be obtained by integrating the PDV velocity.
PDV data cannot determine material position when the angle between the PDV probe and the target motion is
unknown or changing. This is presently one of the most urgent issues being discussed in the shock compression
community, especially for experiments where material position is critical.

White Light Interference The optical ranging system
AA=A2/20x prototype functions like a

v white-light Mach-Zehnder

interferometer in which one leg

reflects from the target and one

leg is a fixed reference.

. The spectral domain is

converted to the time

domain using a short-pulse

laser and 35 or 70 km of

Receiver and optical fiber for dispersion.

Bigin ek Distance spectrograms can be

constructed from collected data.

Target

Femiosecond
pulsed laser

target position —s

wavelength —»

SMF 28 fiber

A new optical technique for time-resolved distance measurement was recently described by Xia and Zhang.! Their
system has many advantages over other ranging systems in that it is insensitive to the Doppler shift, has high
sampling rates (100 MHz), is accurate to <10 um, and can handle very low target return light. Target reflection
losses of —40 to —60 dB are typical for shock experiments. Although Xia and Zhang only applied the technique to
measurements over a very small range of about 20 um on a vibrating speaker cone, the STL researchers recognized
its potential use for tracking material in shock experiments over a much larger range of at least several centimeters.
The system could also be multiplexed with a PDV to simultaneously measure velocity and position from the same
fiber probe.

Velocity and position spectrograms of a shocked
copper surface, ejecta formation and recollection,
and a second copper surface late in time are
observed in velocity and position. For the first
time, their true time-dependent positions are
quantifiable.
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Optical Ranging for Shocked Surfaces (continued)...

In the feasibility study, a prototype ranging system was constructed and used in several experiments.”” The system
can be thought of as a white-light Mach-Zehnder interferometer, where one leg reflects from the target and one
leg is a fixed reference. Target distance is determined from the spacing of constructively interfering wavelengths
in the spectral domain. The key to the system working in a dynamic environment is that it converts the spectral
domain to the time domain so that the interference frequency is proportional to distance. Distance spectro-
grams can be constructed from the recorded data, much like velocity spectrograms are constructed during the
analysis of PDV data.

The velocity and distance spectrograms from an experiment on an explosively driven copper sample demonstrate
the system’s capabilities. The copper surface, ejecta formation and recollection, and a second copper surface late
in time are all observed in both the velocity and the position spectrograms. These features have been observed
for years in velocity spectrograms, and for the first time their true time-dependent positions are now quantifiable.
Researchers at Los Alamos National Laboratory and NSTec are now considering experiments that were never before
thought possible because of this diagnostic development.

B Xia, H., C. Zhang, “Ultrafast and Doppler-free femtosecond optical ranging based on dispersive frequency-modulated interferometry,”
Optics Express 18, 5 (2010) 4118-4129.

2 La Lone, B. M., B. R. Marshall, E. K. Miller, G. D. Stevens, W. D.Turley, L. R. Veeser, “Simultaneous broadband laser ranging and photonic

Doppler velocimetry for dynamic compression experiments,” Rev. Sci Instrum. 86 (2015) 023112.

Contributed by B. Marshall and B. La Lone

program manager feedback with recommendations for future efforts. So far we have seen a very positive
response and believe this has filled a much needed gap in our program to provide objective evaluation of
strengths and weaknesses in proposals.

FY 2014 Annual Report Synopsis

The reports that follow are for project activities that occurred from October 2013 through September 2014.
Project life cycle is indicated under the title as well as the original proposal number (in the following format:
site abbreviation--ID #--originating fiscal year; e.g., STL-03-14). Each of the reports describes in detail the
discoveries, achievements, and challenges encountered by our principal investigators. As SDRD, by definition,
invests in “high-risk” and hopefully “high-payoff” research, the element of uncertainty is inherent. While many
of our efforts are “successful” and result in positive outcomes or technology utilization, some fall short of
expectations, but cannot be construed as “failure” in the negative sense. The latter is a natural and valid part of
the process of advanced research and often leads to unforeseen new pathways to future discovery. Regardless,
either result advances our knowledge base and increases our ability to identify solutions and/or avoid costly and
unwarranted paths for future challenges.

In summary, the SDRD program continues to provide an unfettered mechanism for innovation that returns multi-
fold to our customers, to national security, and to the general public. The program is a vibrant R&D innovation
engine, benefited by its discretionary pedigree, enhanced mission spectrum, committed resources, and sound
competitiveness to yield maximum taxpayer benefit. The 25 projects described exemplify the creativity and
ability of a diverse scientific and engineering talent base. The efforts also showcase an impressive capability and
resource that can be brought to find solutions to a broad array of technology needs and applications relevant
to the NNSS mission and national security. Further SDRD performance metrics can be found in the appendix at
the end of this report.
Howard A. Bender Il
SDRD Program Manager
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National Security Technologies—Operated Sites

Los Alamos Operations (LAO)
182 East Gate Drive
Los Alamos, New Mexico 87544

Livermore Operations (LO)
P.O. Box 2710
Livermore, California 94551-2710

North Las Vegas (NLV)
P.O. Box 98521
Las Vegas, Nevada 89193-8521

Nevada National Security Site (NNSS)
P.O. Box 98521
Las Vegas, Nevada 89193-8521

Remote Sensing Laboratory—Andrews Operations (RSL-A)
P.O. Box 380

Suitland, Maryland 20752-0380

(Andrews Air Force Base)

Remote Sensing Laboratory—Nellis Operations (RSL-N)
P.O. Box 98521

Las Vegas, Nevada 89193-8521

(Nellis Air Force Base)

Sandia Operations (SO)

Sandia National Laboratories

P.O. Box 5800

Mail Stop 1193

Albuquerque, New Mexico 87185

Special Technologies Laboratory (STL)
5520 Ekwill Street
Santa Barbara, California 93111-2352
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Acronyms and Abbreviations

A

AC alternating current

ACE Advanced Configuration Environment
A/D analog to digital

ADC analog-to-digital converter

Ag silver

AGC automatic gain control

AGW acoustic gravity waves

Al aluminum

ALEGRA an MHD simulation code (SNL)

AlO aluminum monoxide

ALO, aluminum oxide

ALO,:Cr ruby (chromium-doped aluminum oxide)
2IAm americium-241

2 AmBe americium-241/beryllium

AMS Aerial Measuring System

ANSI American National Standards Institute
Ar(g) argon

ASCII American Standard Code for Information Interchange
ASI Applied Spectra, Inc.

ASTER Advanced Spaceborne Thermal Emission and Reflection Radiometer
ATD arrival time distribution

Au gold

AWG arbitrary waveform generator

AXI advanced eXtensible interface (arbiter)
B

1B boron-10

BaF, barium fluoride

BaO barium oxide

BaTiO4 barium titanate

Ba,TiSi,O, fresnoite

BCB bisbenzocyclobutene

BEEF Big Explosives Experimental Facility
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BLE
BPI
BS

C
CAD

Caltech
CaMoO*
Cao
Cawo*
CBRNE
CCD
CCFET
CCSD(T)
Ce
CERN
»2Cf

CF

CH,

c

=l
CLLB
CLLBC:Ce
CLLC
CLYB
CLYC
*’Co
®Co
CPU

Cr

13Cs
137Cs

CT
CTBT
CTBTO

Bluetooth low energy

byte peripheral interface

beam-splitting cube

computer-aided design

California Institute of Technology

calcium molybdate
calcium oxide

calcium tungstate

SITE-DIRECTED RESEARCH AND DEVELOPMENT

chemical, biological, radiological, nuclear, and explosives

charge-coupled device

capacitive coupled field-effect transistor

coupled-cluster singles and doubles plus perturbative triples method

cerium

European Organization for Nuclear Research

californium-252
CompactFlash (card)
methane
Chapman-Jouguet
chlorine-35
Cs,LiLaBr.:Ce .,
Cs,LiLa(Br,),,,(Cl,)
Cs,LiLaCl:Ce,,
Cs,LiYBr:Ce
Cs,LiYCl:Ce
cobalt-57
cobalt-60

Ce

10%"

0.5%

0.5%

central processing unit
chromium
cesium-133

cesium-137

computerized tomography

Comprehensive Test Ban Treaty

Preparatory Commission for the Comprehensive Nuclear-Test-Ban Treaty Organization
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CTH An SNL-developed radiation-diffusion hydrodynamics code derived from the 1-D 1969 “Chart
D,” which was extended to two dimensions in 1975 (and named CSQ = (Chart D)?), and then to
three dimensions in 1987 (and renamed CTH = (CSQ)*?).

CTO Chief Technology Office

CVL core-to-valence luminescence

D

DAC diamond anvil cell

DBS dichroic beam splitter

DC direct current

D-D deuterium-deuterium

DDR3 double data rate type 3 dynamic random access memory
DFT density functional theory

DNT 2,4-Dinitrotoluene

DOE U.S. Department of Energy

DPF dense plasma focus

DPRK Democratic People’s Republic of Korea

DSSI dynamic stereo surface imaging

DSSS direct-sequence spread-spectrum (modulation)
D-T deuterium-tritium

DU depleted uranium

E

EAB External Advisory Board (SDRD)

EBSD electron backscattered electron microscopy
EEPROM electrically erasable programmable read-only memory
EIA electronic industries alliance

EM electromagnetic

EMP electromagnetic pulse

ENOB effective number of bits (in digital oscilloscope)
EOS equation-of-state

EPROM erasable programmable read-only memory
152Ey europium-152

Eu%* europium

Eu,O, europium oxide
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F

FAR false-alarm rate

FAT file allocation table

FEA finite element analysis

FEM finite element method

FET field-effect transistor

FFT fast Fourier transform

FMC FPGA mezzanine card

FOM figure of merit

FOV field of view

FPGA field-programmable gate array
FWHM full-width at half-maximum

FY fiscal year

G

Ga gallium

GaAs gallium arsenide

GATOR grating-actuated transient optical recorder
GCC GNU compiler collection

GEANT4 particle simulation software

GEE, gamma equivalent energy (for thermal neutrons)
GeO germanium oxide

GIS geographic information system
GNSS Global Navigation Satellite System
GPIO general purpose input/output
GPS global positioning system

GUI graphical user interface

H

H, hydrogen

H O water

2

H,WO,-GO tungstic acid/graphene oxide

*He helium-3

*He helium-4

HE high explosive

HCI hydrogen chloride

HCP hexagonal close packed
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HEDP
HEL
HET
HFM
Hg-Ar
HRTEM
HSU

IAR

12C
ICV-E
ICV-P
IF
InGaAs
InP
InSb
I-NVM
1/0
|pFET
IR

J
JASPER

JTAG

K
K

KUT

L
LANL

LAO
LC/APC
LDRD
LED
°Li
LiBaF,

high-energy density physics

Hugoniot elastic limit

High Explosive Testing (campaign: June 2014)
hydrostratigraphic framework model
mercury-argon

high-resolution transmission electron microscopy

hydrostratigraphic unit

ionospheric Alfvén resonator
inter-integrated circuit

integrity check value in EPROM
integrity check value in processor
intermediate frequency

indium gallium arsenide

indium phosphide

indium antimonide

invisible non-volatile memory
input/output

interpolated fast Fourier transform

infrared

Joint Actinide Shock Physics Experimental Research (facility)

Joint Test Action Group

potassium

potassium, uranium, and thorium

Los Alamos National Laboratory

Los Alamos Operations

latched connector/angle-polished connector
Laboratory-Directed Research and Development
light-emitting diode

lithium-6

lithium barium fluoride
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LiBaF,:Ce,Rb cerium-rubidium-doped lithium barium fluoride
LIBS laser-induced breakdown spectroscopy

LiF lithium fluoride

LiF/ZnS:Ag* silver-doped lithium fluoride zinc sulfide

Lil:Eu?* europium-doped lithium iodine

LilnSe, lithium indium selenide

linac linear accelerator

LLNL Lawrence Livermore National Laboratory
LO Livermore Operations

LPA local polynomial approximation

LSO:Ce cerium-doped lutetium oxyorthosilicate
LSP large-scale plasma simulation code (Alliant Techsystems Operations, LLC)
M

MC Monte Carlo

MCMC Markov Chain Monte Carlo

MCNP Monte Carlo N-Particle

MCNPX Monte Carlo N-Particle Extended

MCP microchannel plate

MESFET metal-semiconductor field-effect transistor
MH Metropolis-Hastings

MHD magneto-hydrodynamic (code)

MLE maximum likelihood estimate

MPDV multiplexed photonic Doppler velocimetry
MPIC Max Planck Institute of Chemistry

MPU microprocessor unit

MT Mechanical Transfer

M-Z Mach-Zehnder

N

Na sodium

Na,WO,-GO sodium-tungstate/graphene oxide

NaCl sodium chloride

Nal sodium iodide

Nal:Tl thallium-doped sodium iodide

NASA National Aeronautics and Space Administration
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ND
NDSE
Nd:YAG
NFO
NH,
NIF
NLV
NM
NNSA
NNSS
NO,
NRAT
NSCRAD
NSTec
NToF
NTP
NURE

o
1-D
OZ

OFHC
OMA

PAS
PC
PCB
PCD
PD
PDE
PHD
phe
PHY
PIC
PMT

nanodisk

Neutron-Diagnosed Subcritical Experiment

neodymium-doped yttrium aluminum garnet (laser)

Nevada Field Office

ammonia

National Ignition Facility

North Las Vegas

nitromethane

U.S. Department of Energy, National Nuclear Security Administration
Nevada National Security Site

nitrogen dioxide

Nuclear/Radiological Advisory Team

Nuisance-Rejection Spectral Comparison Ratio Anomaly Detection
National Security Technologies, LLC

neutron time of flight

network timing protocol

National Uranium Resource Evaluation

one-dimensional
molecular oxygen
oxygen-free, high-conductivity

optical multichannel analyzer

power automation system
personal computer

printed circuit board
photoconductive device
photodiode

partial differential equation
pulse height discrimination
PMT photoelectrons
physical (layer)
particle-in-cell (code)

photomultiplier tube
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POD
ppm
PSD
PSF
239Pu
PVD
P-wave

PXRD

R&D
RAM
RAP
RBU
RF
RGB
rGO
RINEX
RISC
RMD
rms
ROI
ROM
RPI
RRC
RSL-A

S&T
SBA
SBSF
SCADA
SD
SDRD
SEM
SFM

proper orthogonal decomposition
parts per million

pulse shape discrimination

point spread function
plutonium-239

photonic Doppler velocimetry
seismic compressional wave

powder x-ray diffraction

research and development
random access memory
Radiological Assistance Program
radiological background unit
radio frequency

red, green, blue

reduced graphene oxide

Receiver Independent Exchange
reduced instruction set computing
Radiation Monitoring Devices, Inc.
root mean square

region of interest

reduced order model

Rensselaer Polytechnic Institute
raised-root cosine (filter)

Remote Sensing Laboratory—Andrews

science and technology

super bialkali

statistics-based spline fitting

supervisory control and data acquisition
secure digital (card)

Site-Directed Research and Development
scanning electron microscopy

seismic-attribute framework model

XXiv
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SFP

Si

SiN
Sio,
Si,O,
SiO,H,0
SNL
SNR
SPE

SPH

SPI
Srl,:Eu*
SSuU

STL

T
2-D

3-D
TBP
Tc
“Tc
9mTe
TCXO
TEC
TEM
Th
THOR
TiO
TRL

235
238

UART
UCSB

small form-factor pluggable
silicon

silicon nitride

synthetic silicon

trisilicon hexaoxide

hydrous silicon dioxide

Sandia National Laboratories
signal-to-noise ratio

Source Physics Experiment
smoothed-particle hydrodynamics
serial peripheral interface
europium-doped strontium iodide
seismo-stratigraphic unit

Special Technologies Laboratory

two-dimensional
three-dimensional
tributyl phosphate
technetium
technetium-99

metastable technetium

temperature-compensated crystal oscillator

total electron current
transmission electron microscopy

thorium

Texas High-Intensity Optical Research Laser

titanium dioxide

technology readiness level

uranium
uranium-235

uranium-238

universal asynchronous receiver/transmitter

University of California, Santa Barbara
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UGTA Underground Test Area

UNE underground nuclear explosion

UNLV University of Nevada, Las Vegas

UNPE underground nuclear proliferation experiment
uo, uranium dioxide

U,0, triuranium octoxide

uQ uncertainty quantification

u.s. United States

USAF United States Air Force

UsB universal serial bus

USGS U.S. Geological Survey

uTC coordinated universal time (French: temps universel coordonné)
uv ultraviolet

\'

VASP Vienna ab-initio simulation package

VCTCXO voltage-controlled, temperature-compensated crystal oscillator
VISAR velocity interferometer system for any reflector
VITA VMEbus International Trade Association
V-NVM visible non-volatile memory

VTK Visualization Toolkit

w

WAVRAD Wavelet Assisted Variance Reduction for Anomaly Detection
WO, tungsten trioxide

WO,-rGO tungsten oxide/reduced graphene oxide

WP working point

WTP weapons testing program

X

XRD x-ray diffraction

XRF x-ray fluorescence

Xuv extreme ultraviolet

Y

YAG:Ce cerium-doped yttrium aluminum garnet
Y,0,:Eu europium-doped yttrium oxide

y4

0-D zero-dimensional
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GRAIN-SELECTIVE MPDV EXPERIMENTS
NLV-08-14 | CONTINUED IN FY 2015 | YEAR 1 OF 2

Edward Daykin,@ Mike Grover,® Robert S. Hixson, Brandon La Lone,? Carlos Perez,® Gerald Stevens,® and
Dale Turley®

Tin samples of varying thickness and grain size were subjected to planar impacts using the
NSTec Special Technologies Laboratory’s gas gun to investigate yield strength, spall strength,
phase change, and sound speed non-uniformity as a function of grain orientation at differing
spatial locations. Multiplexed photonic Doppler velocimetry (MPDV) methods were used to
measure velocity at 32 spatial locations and obtain wave profiles from individual grains in
large-grain samples. For these measurements samples with grain sizes larger than the sample
thickness maximized velocity heterogeneities. The largest velocity differences between the
grains were observed in the amplitude of the elastic precursor of the profile; results suggest
that the yield strength of tin depends on the crystallographic orientation. Little to no velocity
differences were observed in the phase change or spall strength signatures. Experiments on
small-grain tin samples were also conducted for comparison, and no heterogeneities were
detected. Similar investigations of multi-dimensional and mesoscale impact phenomena
have been conducted with line-VISAR; however, to the best of our knowledge, this is the
first such application of MPDV to quantify heterogeneities in shock structure across a 2-D
area. In FY 2015 some topics we investigate may be spall strength and grain size-to-sample
thickness dependency for tin, quantification of measurement uncertainty due to stochastic
effects, validation and amplification of previous VISAR measurements on large-grain iron, and
exploration of mesoscale boundary effects in material mixtures.

* daykinep@nv.doe.gov, 702-295-0681
2 North Las Vegas; ® Special Technologies Laboratory; ¢ Los Alamos Operations

Background

Multiplexed photonic Doppler velocimetry (MPDV) is
a new fiber-optic interferometry system that allows
many channels (~100s) of time-resolved velocime-
try measurement at user-defined spatial locations in
a single experiment. The combination of MPDV and
fiber-coupled optical probes offers opportunities to
diagnose experiments in “high definition” to explore
both macroscopic and mesoscale behaviors simul-
taneously with spatial resolution on the order of
10 microns and temporal resolution of several nanosec-
onds. Additionally, MPDV is capable of recording
multiple surface velocities and/or dispersive behavior
such as ejecta within any single measurement point,

as well as accommodating a very large dynamic range
(~40 dB) in signal return. Application of MPDV to
relevant topics in shock physics promises to improve
and complement existing experimental techniques
such as VISAR. Velocity non-uniformities thought to
result from grain structure heterogeneity, defects,
and the stochastic nature of material failure have
been measured using VISAR; however, this technique
tends to fail in the presence of large variations in signal
return or multiple velocities. We have begun to inves-
tigate the shock wave behavior of metals with hetero-
geneous grain structure under planar shock loading
using a 32-channel MPDV system.
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Non-uniformities in shock structure and sound speed
are seldom studied despite their importance to
weapons modeling. A long-standing question in exper-
imental shock compression research on polycrystal-
line metals is how flat the shock wave really is. Rules
of thumb exist for the planarity of shock waves that
have traversed some number of grains in a polycrys-
talline sample, but detailed measurements have been
lacking. This question is important especially in exper-
iments where the sample thickness or the number of
grains is very small, such as can be the case for laser-
driven shock wave experiments. This project is focused
on finding quantitative answers to some of these
questions.

The average size of grains in a polycrystalline metal
depends on parameters such as purity, fabrication
method (wrought or cross-rolling), and thermal history
(annealing). For highly pure metals, macroscopic
grains can have sizes that are on the order of centi-
meters. We are investigating high-purity (99.9999%)
polycrystalline tin with grains comparable in size to
the target thickness. We measured surface veloc-
ity of tin under planar shock loading to determine
whether variations in the velocimetry profiles could be
observed to correlate with observed grain orientations
across a 2-D area (~24 mm?2) under investigation. We
also varied sample thickness to investigate differences
in shock profiles as a function of the grain size-to-
thickness ratio. Several sample disks of large-grain cast
tin were cut to thicknesses of 0.5, 1.0, and 2.0 mm and
diamond turned to produce a very flat surface (free
of machining grooves), which allowed us to visually
observe individual grains under illumination from
polarized white light. Tin was chosen for this research
because we have a considerable body of knowledge
on shock properties with small-grain polycrystalline
samples, and we know how to make samples with
large grains. A downside to using tin is that it has a
relatively complex tetragonal structure. Future efforts
will be devoted to finding a good candidate cubic
metal for research.

Practical application of many optical velocimetry
channels requires fiber-optically coupled probes. This
can be a bottleneck. For instance, an experiment with

32 MPDV channels might require 32 discrete probes
(~$150 per probe) to be individually mounted, aimed,
glued, and then characterized (metrology includes
determining position, spot size, pointing direction).
This fabrication can take days and can be imprecise.

Much of the initial work in this project was develop-
ment of precise, repeatable, low-cost optical probes as
well as metrology methods necessary for widespread
application of MPDV techniques. Our intention is to
present an economical and practical methodology to
obtain many channels of shock wave data from exper-
iments using MPDV, in effect to make MPDV a more
useful tool for shock wave experimentation. Currently,
optical velocimetry techniques use discrete fiber-optic
probes or complex and costly custom optical systems.
Because these probes are almost always destroyed
during an experiment, a more economical approach is
needed. Also, both discrete probes and custom optical
systems require significant effort to metrologize each
target spot, a practical limitation to employing many
tens to hundreds of MPDV velocimetry measure-
ments on a routine basis. We have identified several
approaches using commercially available fiber-optic
components along with inexpensive imaging systems
to allow for rapid (couple hours) and inexpensive
(~$800) probe assembly and metrology for application
to MPDV experiments requiring channel counts from
30 to 50.

We completed the first year of this project with an
experimental campaign of four gas gun experiments on
large- and small-grain tin shocked to pressures appro-
priate to either induce phase change or emphasize the
elastic precursor. The 1" diameter tin target samples
were shocked via a %" diameter copper impactor
using the NSTec Special Technologies Laboratory (STL)
“mini” gas gun platform. An 8 x 4 grid of 32 veloci-
metric measurement points was applied to the target
sample using an integrated fiber-optic probe (one of
several above-mentioned options) uniformly distrib-
uted across an area of approximately 7.5 x 3.25 mm.
MPDV data were recorded and analyzed, allowing
correlation of velocity and time-of-arrival data to
pre-shot recorded relative grain locations. (Note:
Crystallographic orientation of the grains was not
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performed.) Observed shock wave profiles indicative
of both phase change and material elastic properties
were analyzed and are detailed in the remainder of
this report.

Project

Optical Probe and Metrology Development

In this project, we have developed several alterna-
tives for some of the most common platforms and
sample sizes employed in shock physics experiments.
We produced three alternative fiber-coupled probes
defined as having “coarse,” “
sample densities. Commercially available optical
components can be used to construct a free-space
optical relay system. The rail systems and achromatic
doublet lenses were procured from Thorlabs for less
than S500 per set (two lenses, rails, and x-y transla-
tion mounts). Choosing from various focal lengths
commonly made by vendors allows users to select
magnifications ranging from 1:1 to 5:1; imaging results
were modeled via ray-tracing software.

medium,” and “fine”

The coarse probe sampling is provided by a 3-D-printed
1" disc with inserts specific to commercially available
latched connector/angle-polished connector (LC/APC)
fiber-optic connectors (including keyed orientation to

Doublet lenses
(Thorlabs)
provide 4:1

magnification

account for 8° fiber polish). The fine sampling option
was accomplished using close-packed fiber arrays built
with a commercially available honeycomb. We used
the medium sampling density probes provided by
commercially available MT fiber-optic connectors. An
MT fiber-optic connector can be selected with a grid of
1x12,2x12,0r4x12,and each fiberlocationis known
to within 1.5 microns. This allows for a highly repeat-
able and easily metrologized target grid. We used the
4 x 12 MT connectors metrologized by visible illumina-
tion of four corners of the target grid. The MT connec-
tor was then mated to the probe rail system using
3-D-printed receptacle discs mounted into commer-
cially available opto-mechanical components. Figure 1
shows one of these multi-fiber probes mounted to the
gas gun barrel within the target chamber.

Material Samples and Surface Preparation

Material samples of cast, large-grain tin were acquired
from Los Alamos National Laboratory (LANL) as 1"
diameter bar stock. Samples were cut and diamond
turned to thicknesses of 0.5, 1.0, and 2.0 mm.
The vendor performed two machining methods of
diamond turning: fly-cut on a mill and turned on a
lathe. Interestingly, the fly-cut samples provided much
greater visual contrast of grain boundaries than the
lathe-prepared samples.

Fiber-optic
mount for
4x12MT
connector

Figure 1. Gas gun target chamber including gun barrel (projectile travels from left to right) capped with tin
target sample mount. Shock wave profiles of the sample are measured with a 32-channel fiber-optically
coupled optical imaging system (i.e., probe). The probe was expended during the course of the experiment.
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Small-grain, cross-rolled tin was acquired commer-
cially. Cross-rolled preparation of tin effectively
crushed and randomized the tin grains so that the
sample appearance was that of sand—randomly
distributed grains with sizes ranging from 10s to 100s
of microns. An experiment using small-grain tin was
conducted with the presumption that the many, small,
randomly oriented grains would average out grain
orientation effects and provide a uniform shock front
with identical behavior across the region of interest.
This information might provide an accurate measure
of impactor angle (or tilt) via gradients in the shock
front time of arrival. Typical images of both large-grain
and small-grain tin are shown in Figure 2.
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Following sample and photographic
cataloging of grain structure, the diamond-turned

inspection

surfaces of the tin samples were manually roughed
using Scotchbrite pads. This caused the incident
illumination to be reflected by the surface within an
angular cone of ~10°. We anticipated that a specular
(diamond-turned) surface would produce dramatic
variations in signal return of reflected light should
surface tilt occur. Following surface preparation, the
samples were glued onto a gas gun target flange and
attached to the opto-mechanical probe assembly.
The probe-target package was then metrologized for
target spot locations by visible illumination of the

target area. Finally, the assembled and metrologized
target package was mounted to the gun barrel within
the target chamber.

Figure 2. (a) Large- and

(b) small-grain tin samples;
photographs were taken
using polarization-
dependent white-light
illumination

Figure 3. Typical MPDV frequency
multiplexed data (four signal
traces) from a tin experiment
demonstrating high-fidelity signal
returns. Relative offsets in trace
jump-off times are due to fiber-
optic delays incorporated into the
diagnostic system to allow for time
stagger of simultaneous signals.
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Planar Shock Experiments

Four experiments were conducted on the STL gas gun
using %" diameter copper impactors:

e Two experiments on large-grain tin,
thickness = 2.0 mm, shocked to 12.1 GPa

¢ One experiment on small-grain tin,
thickness = 2.1 mm, shocked to 12.0 GPa

¢ One experiment on large-grain tin,
thickness = 1.0 mm, shocked to ~5 GPa

Upon compression, tin undergoes a solid-solid phase
transition at approximately 9 GPa (Mabire 2000), so
the shots performed at 12 GPa were anticipated to
have three distinct features in the rising edge: (1) a
low-amplitude elastic wave, (2) a plastic wave (P1),
and (3) a phase transition wave (P2). The three 12 GPa
experiments were performed to investigate hetero-
geneities in the phase transition amplitude, or shape
of the transition wave. Such heterogeneities would
suggest a crystallographic orientation dependence
on this transition. The experiment at ~5 GPa is below
the phase transition and was designed to investigate
heterogeneities in the elastic wave, which would
indicate an orientation dependence of the material
strength.

MPDV was used to measure 32 velocimetry profiles
at discrete locations across a 2-D region of the tin
samples. The NSTec prototype Gen-1 MPDV was
employed for these experiments with multiplexing in
both frequency (4x) and time (2x), resulting in eight
data traces per digitizer record. Laser illumination
of approximately 10 mW was applied at each target
location. Reflected Doppler-shifted illumination was
collected and transmitted by the fiber-optic probe to
the MPDV system. Four traces (measurement points)
from a typical data record are shown in Figure 3.

To quantify heterogeneities in shock front time
of arrival, it was necessary to first correct for any
systematic influences due to impactor tilt. Given
our new diagnostic capability and allowing a high
sample density of measurement points, we chose to

investigate whether a global average of jump-off times
could be used to infer impactor tilt, our hypothesis
being that localized (distance ~1 mm) variations in
arrival times due to heterogeneities would average out
over areas much greater than the grain size. Our data
seem to confirm this hypothesis; we observed system-
atic trends on each experiment that we attributed to
tilt. Impactor tilt was corrected for each experiment
prior to further analysis of grain orientation effects. An
example of the data and analysis for the small-grain tin
experiment is shown in Figure 4.

Data from large- and small-grain tin experiments
shocked to 12 GPa were analyzed for variations in
phase-transition signature as well as shock breakout
time of arrival. Breakout time of arrival is a difficult
parameter to extract from frequency-multiplexed
MPDV signals. We automated the extraction of break-
out times using a recently developed FFT analysis
technique that compares discontinuous step-widths
of a shock with the width governed by the uncertainty
principle. Due to placement of the MPDV sampling grid,
the outermost measurement points were observed
to differ (at ~200 ns after start of motion) from the
remaining measurements; this was attributed to
impactor edge release waves. Otherwise, velocimetric
signatures for these data sets were identical to within
measurement precision. This is a somewhat surpris-
ing result, and needs to be compared with predictions
from measured sound speed. This also indicates a
need to measure grain orientation if possible. Velocity
time-histories and time-of-arrival correlation to grain
locations are shown on Figures 5a and 5b for the 2 mm
thick large-grain tin.

Our final experiment sought to determine whether the
material strength as measured by the elastic precursor
exhibited any correlation to grain orientation. In Figure
6a, the elastic precursor can be seen as the small
step-like velocity signature occurring just prior to the
principal jump in surface velocity. To emphasize the
precursor signature, the shock pressure was reduced
by lowering the impactor velocity. At the lower stress,
there is more time separation between the elastic and
plastic waves, making the elastic precursor easier to
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Figure 4. (a) Raw and (b) corrected shock wave breakout time-of-arrival data for small-
grain tin experiment demonstrating measured impactor tilt. Thirty-two MPDV measure-
ment locations were made across an 8 x 4 grid of the tin sample (approximate grid spacing
of 1 mm). Tilt of approximately 8 mrad was measured and corrected, resulting in a time-of-
arrival standard deviation of 3.5 ns.
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Figure 5a. Raw data from large-grain tin phase-transition experiment. Shock-front
time-of-arrival and phase-change signature are identical, except for the outermost
(edge) measurement points (red, yellow, and purple traces), and these differences
are attributed to edge release waves. There does not appear to be any correlation
between grain orientation and phase-transition signature.
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Figure 5b. (a) Shock wave breakout time-of-arrival contours (tilt corrected) for a large-grain tin experiment,
(b) photograph of large-grain tin demonstrating variations in grain orientation, and (c) MPDV target grid
corner locations for velocimetry measurements. Shock front time of arrival does not appear to correlate
with grain locations.
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Figure 6a. Large-grain tin material strength experiment (5 GPa) velocimetry profiles.
The elastic precursor is the low amplitude foot of the rising edge of the wave profiles.
Variations in the elastic precursor signatures are apparent, with certain locations
exhibiting double the amplitude of other locations. The precursor amplitudes
correlate with grain location as shown in Figure 6b. Precursor amplitude was taken in
the middle of the precursor step (indicated by the red dashed line in the upper right
figure).
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Figure 6b. Large-grain tin material strength experiment. (a) A map of precursor
amplitudes measured by the array of probes is shown and (b) a contour plot of these
amplitudes is overlaid on a polarized image of the surface. Variations in elastic precursor
amplitude appear to correlate with grain locations, with the largest amplitudes observed

for the grain at the upper right.

resolve than in the high-stress experiments. In this
experiment, we observed variation in the amplitude
of the elastic precursor that does suggest dependency
on grain orientation. However, the elastic precursor
is still somewhat difficult to resolve with PDV due to
circulator bleed through of the up-shifted heterodyne
laser. The variations in tin strength, as measured by
the value at the middle of the precursor rise (~30 ns
after first motion), do appear to correlate with the
grain locations. This provides some indirect evidence
that grain orientations were different. Raw data and
elastic precursor half-amplitude are shown in Figures
6a and 6b.

Conclusion

We have developed both the methodology for effi-
cient execution of shock wave experiments using
MPDV diagnostics and acquired dynamic data demon-
strating grain orientation effects for large-grain tin.

Key to the methodology was development of many-
channel, fiber-optic probe options that are economical
and readily metrologized. We applied these enabling
developments to a series of shock wave, planar impact
gas gun experiments on both large- and small-grain
tin to explore effects of heterogeneous grain orien-
tation. Thirty-two MPDV measurements were made
across a 24 mm? area of large- and small-grain tin
to determine grain orientation effects on material
parameters such as phase change and sound speed.
The high spatial density of measurement points was
also leveraged to determine (and correct for) impac-
tor angle by analyzing the average shock front time of
arrival over the sampled area. Phase-change behavior
was observed to be independent of grain orientation;
however, variations in the elastic properties of tin did
appear to correlate with the grain structure. Similar
investigations of materials with heterogeneous grain
orientations have been made using line-VISAR, but we
believe this is the first data providing behavior across a
2-D region of material under test using MPDV.
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This project will continue in FY 2015. Future investi-
gations of interest include spall strength and grain
size-to-sample thickness dependency for tin, quantifi-
cation of measurement uncertainty due to stochastic
effects, validation and amplification of previous VISAR
measurements on large-grain iron, and exploration of
mesoscale boundary effects in material mixtures.
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NEwW METHODS TO QUANTIFY THERMODYNAMIC AND PHASE PROPERTIES
OF SHOCKED MATERIALS
STL-22-14 |YEAR1 OF 1

Brandon La Lone, %@ Dale Turley,® Gerald Stevens,® Gene Capelle,® Eric Larson,® Mike Grover,® Lynn Veeser,b
Oleg Fatyanov, and Paul Asimow*¢

We have developed methods that use shock-wave compression followed by laser heating to
accomplish two important goals. The first goal was to use long-pulse laser heating to locate
high pressure and temperature phase transitions in metals. The second goal was to use short-
pulsed laser heating to determine thermal transport properties of shock-compressed materi-
als. Both goals are critical for equations-of-state development for the Stockpile Stewardship
Program. Continuous laser irradiance near 1 MW/cm? is needed for the phase boundary
identification measurements. To demonstrate the feasibility of the long-pulsed laser heating
technique, ambient pressure-heating measurements were performed in which the surface of
tin was melted in <1 ps. Also, gas gun pyrometry experiments were performed without laser
heating to show that pyrometric temperatures of <400 K could be measured in a shock-wave
experiment. Both measurements were critical to the future demonstration of the long-pulsed
heating method.

The short-pulsed laser heating technique for thermal transport measurements was developed
in an FY 2012 SDRD project (La Lone 2013b) and refined in FY 2013 (La Lone 2014a). This year,
experiments were performed on explosively compressed tin and subsequently published
(La Lone 2014b). The short-pulse laser heating technique was transitioned to the California
Institute of Technology two-stage light gas gun to perform high-pressure thermal transport
measurements on shocked lithium fluoride. A single experiment was performed but was
unsuccessful in synchronizing the laser pulse with the impact event, so the thermal transport
information was not obtained.

1 lalonebm@nv.doe.gov, 805-681-2046
aSpecial Technologies Laboratory; P Keystone International, Inc.; < California Institute of Technology

Background

Weapons simulations require material properties over
an extensive range of high pressure, temperature,
and strain rate conditions. Of particular importance
for simulations is the location (pressure-volume-
temperature) of phase boundaries under high strain—
rate loading because the phase of the material (i.e.,
solid vs. liquid) influences how the material flows in
an imploding weapon. To study high-pressure and

temperature statesinthelaboratory, dynamiccompres-
sion techniques are used, such as plate impact, explo-
sive detonation, magnetically driven compression, and
high-energy laser-driven shock waves. These dynamic
compression techniques attain extreme pressures and
temperatures that are inaccessible by other labora-
tory methods. However, they also typically access a
somewhat narrow range of thermodynamic states
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between the principal isentrope (ramp compression)
and the shock Hugoniot (shock compression), and
relevant phase boundaries can be far removed from
these paths. Simply accessing a particular thermo-
dynamic state is of little use without a measurement
(stress, volume, temperature, and phase) of that
state. Therefore, the measurements, as well as the
experimental platforms, are of great importance to
the weapons physics and the high-pressure physics
communities as a whole. Traditionally, only stress and
volume are determined experimentally (through the
careful analysis of measured velocity profiles), while
temperature and phase are calculated from theory, as
they are difficult to measure. Temperatures are rarely
measured, material phases are difficult to identify, and
most dynamic compression methods access a limited
range of thermodynamic states. Consequently, the
phase boundaries at high pressure for most materials
are poorly constrained by experiments.

Temperature measurements in dynamic compression
experiments are particularly difficult for opaque, low
emissivity materials such as metals, because thermal
equilibration with an in situ gauge material is not
likely to occur in experiments that typically last <1 us.
The most widely used temperature measurement
technique is optical pyrometry as it is a fast response
(<10 ns) non-contact method. In a typical pyrometry
experiment on an opaque material, a dynamically
compressed sample is backed with a transparent
window that holds the sample-window interface at
an elevated stress and temperature until the arrival of
edge rarefaction or other release waves. The thermal
radiance emitted from the sample-window interface
is recorded with a pyrometer, and Planck’s law is
used to relate the radiance spectrum to the interface
temperature. By combining radiance and emissivity
measurements, interface temperatures have been
determined with 20 K uncertainty (out of ~1200 K)
with the pyrometric technique in dynamic compres-
sion experiments (La Lone 2013a). However, it is the
temperature in the interior of the sample that is most
useful for thermodynamic studies, and the interface
temperature differs from the interior temperature for
several reasons (Grover 1974, Tan 1990, 2001). One

reason is that shock-wave interactions on a roughened
surface or a gap at the interface can heat the surface
to temperatures higher than the interior. A second
reason, which is addressed in this work, is that the
differing thermodynamic properties of the shocked
sample and window cause them to have different
temperatures near the interface after the passage
of the shock wave. Therefore, heat flows across the
boundary, and the interface temperature will be an
intermediate value between the bulk sample and
window temperatures (Grover 1974). The thermal
transport properties of both the sample and window
are needed to relate the surface temperature to the
interior temperature.

Previous investigators (Gallagher 1996, Ahrens 1998,
Holland 1998) have attempted to measure thermal
transport properties in dynamic compression exper-
iments. They used a window-metal film-window
sandwich method, which has several limitations (Tan
2001, La Lone 2013a). In the FY 2012 and FY 2013
projects (La Lone 2013b, 2014a), we explored an alter-
native approach using a pulsed laser to rapidly heat
a thin layer of material at the interface between the
metal of interest and a window. The temperature rise
and decay of the heat pulse is recorded with pyrome-
try and the thermal effusivity, a key thermal transport
property, is extracted from the shape of the pulse. In
this year’s work, we applied the technique to experi-
ments on explosively compressed tin and subsequently
published our findings (La Lone 2014b). We also used
the technique on a two-stage light gas gun experiment
at the California Institute of Technology (Caltech).

Phase boundary identification in dynamic compression
experiments is complicated because the states are
difficult to access experimentally, and phase changes
are difficult to identify with velocity-profile measure-
ments. Therefore, alternatives to traditional shock-
and ramp-wave experimental techniques are being
explored, such as sample preheating, powder compac-
tion, and complex loading, in order to access a broader
range of thermodynamic states. Also, new phase
diagnostics such as x-ray diffraction (Washington State
University, Los Alamos National Laboratory, Lawrence

12
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Livermore National Laboratory) and optical reflec-
tance (NSTec’s Special Technologies Laboratory [STL])
are being developed to identify phase transitions.
All of these techniques have limitations, and there
is an ongoing search for complementary methods of
phase-change identification and experimental phase-
boundary locators.

We have been developing a technique for identifying
phase boundaries that uses shock-wave compression
with explosives or plate impact followed by continu-
ous laser heating (as opposed to pulsed laser heating)
of the sample-window interface for the duration of
the experiment. Analogous to differential scanning
calorimetry, phase boundaries are expected to cause
a change in the rate of temperature increase as heat
is applied. This technique accesses temperatures
that traditional shock and ramp compressions cannot
and, unlike x-ray diffraction or reflectance, both the
pressure and the temperature of the phase bound-
ary can be determined. Simulations of this technique
were first performed in FY 2013 (La Lone 2014a), and a
laser capable of irradiance on the order of 1 MW/cm?
(necessary for these measurements) was acquired. In
this work, both ambient pressure laser-heating experi-
ments and gas gun shock-wave pyrometry experiments
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(without laser heating) were performed as crucial
steps toward the simultaneous shock-wave and laser
heating experiment.

Project

Long-Pulsed Laser Heating for Phase Boundary
Identification

The temperature response of a surface to rapid
heating is dependent on the conductivity of heat away
from the surface (the thermal conductivity) and the
temperature change that corresponds to a change
in the internal energy (the heat capacity). The heat
capacity increases dramatically at a first-order phase
transition, such as a melt boundary, because most of
the thermal energy is consumed by the phase trans-
formation, as opposed to raising the temperature.
Therefore, analogous to differential scanning calorim-
etry, if constant heating is applied to the surface with a
laser, the rate of temperature increase should undergo
a discontinuity at a phase boundary (Figure 1). Laser
powers near 1 MW are needed to increase the surface
temperature enough to cross a melt boundary on the
timescale of a shock-wave experiment that lasts <1 ps.
A high-power laser was located at NSTec’s Los Alamos
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Figure 1. (a) Calculated surface temperature for tin undergoing heating from continuous laser
irradiation at 1.8 MW/cm?. Calculations were performed with (solid line) and without (dashed line) a

melt boundary at 1660 K (long-dashed line). The melt temperature is identified as a break in the slope

of the temperature-time curve. (b) The blue arrow indicates the path in phase space taken for tin that
was shock compressed to 25 GPa and laser heated toward the melt boundary. The pressure-temperature
path is overlaid on the theoretical phase diagram developed by Mabire and Héreil (2000).
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Operations and transferred to STL (La Lone 2014a).
During SDRD projects in FY 2012 and FY 2013, consid-
erable effort was undertaken to restore the laser; it
was not fully functional until late into FY 2014.

Ambient Pressure Long-Pulse Laser Heating

As an important step toward making the dynamic
measurement, we performed ambient pressure
laser heating experiments on a sample of chromium
(Cr)-coated tin. A schematic diagram of the experimen-
tal arrangement is shown in Figure 2. The laser, with a
power of approximately 100 kW, a beam diameter of
5 mm, and a pulse length of 1 us, heats the surface
of the sample. The thermal radiance from the surface
is directed into a pyrometer using a pair of off-axis
parabolic mirrors. The time-resolved temperature of
the surface is monitored with a single-channel pyrom-
eter consisting of a 3.6 um long pass filter, a liquid-
nitrogen-cooled indium antimonide (InSb) detector
with an active area of 0.05 mm?Z, and a custom-built (at
STL) transimpedance amplifier. The voltage from the
transimpedance amplifier is recorded on a high-speed
digitizing oscilloscope, and the signals are converted
to temperature using calibration data that were previ-
ously recorded with a black body source. This pyrome-
teris capable of recording temperatures (emissivity = 1)
below 350 K with a response time of <5 ns, but, of
course, its lower limit is reduced for lower sample
emissivities. The Cr coating has a higher emissivity
than bare tin, enabling us to record temperatures
below 400 K on the sample. Prior to the experiment,
we performed a reflectance measurement on the
Cr-coated tin sample and estimated an emissivity of
0.20 at the wavelengths to which the pyrometer is
sensitive (3.6—5.2 um), much higher than the bare tin,
which has an emissivity of 0.04 at these wavelengths.
Also, we verified that the 3.6 um long pass filter
adequately rejected the 1.06 um laser light by replac-
ing the target with a gold mirror. The gold mirror heats
very little, and we detected only a negligible signal.

Temperatures recorded with both laser heating and
immediately after the laser is turned off are shown
in Figures 3a and 3b, respectively. The measured
temperatures may be slightly off if the emissivity

Laser Pulse

Cr-Coated Tin

Figure 2. Diagram of the long-pulse laser heating
experiment at ambient pressure. The surface of a
tin sample with an emissive Cr coating was laser
heated. The temperature of the heated spot was
monitored with a single-channel InSb pyrometer.

changes during the experiment. The melting point of
tin at 505 K is shown for comparison. In Figure 3a, the
temperature increases rapidly until near the melting
point of tin, above which the temperature continues
to increase, but at a slower rate. While this was the
anticipated behavior, the laser irradiance is not steady
near the change in slope, which complicates the inter-
pretation of the results. Immediately after the laser
is turned off (Figure 3b), the surface cools rapidly as
heat diffuses into the bulk tin. A clear break in the
rate of cooling is observed in the temperature-time
profile near the melting point as the melted inter-
facial material re-solidifies. The effect of the melt
boundary is less ambiguous in the cooling signal with
the laser off than it was in the rising signal with the
laser on, because the rates are not complicated by
fluctuations in laser power. While these preliminary
ambient pressure results are encouraging, we intend
to revisit this measurement early in FY 2015 in an
effort to record the change in the temperature rate
with the laser on at a time when the laser power is
relatively flat. Nonetheless, these results demonstrate
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Figure 3. Surface temperature (blue curves) of the laser-heated tin sample during
(a) heating and (b) cooling. The monitored laser power is shown as a black curve in
each plot. The dashed blue line represents the melting temperature of tin (505 K).

our ability to heat a surface by several hundred Kelvin
in less than 1 us, which is necessary for the dynamic
experiment to be successful.

Gas Gun Experiments with Indium Antimonide
Pyrometer

The ultimate goal of this work is to perform long-pulsed
heating measurements under shock-wave compres-
sion at the STL gas gun. To verify that we could make
a pyrometry measurement on the gas gun, where
the shock-wave temperatures are relatively low, two
experiments were performed with the InSb detec-
tor previously described. For the first experiment,
we used a tin sample backed by a sapphire window
attached with glue. For the second experiment, we
used a tin sample backed by a lithium fluoride (LiF)
window separated by a 1 um vacuum gap. The tin
samples were 2 mm thick and were impacted with a
10 mm diameter copper disk traveling at 0.8 km/s. In
both experiments the initial shock stress in tin was
12 GPa. This re-shocked to 16 GPa when the shock
wave reflected off of the higher impedance (relative
to the wave impedance of tin) sapphire window in
the first experiment, and it released to 9 GPa upon
reflection from the lower impedance LiF window in
the second experiment. A photograph and schematic
diagram of the experimental setup is shown in Figure
4. Thermal radiance emitted from the sample-window

interface is reflected from a gold mirror and directed
through a sapphire port window in the side of the gas
gun target chamber. A pair of off-axis parabolic mirrors
images the sample-window interface onto the InSb
detector. To collect as much radiance as possible, no
optical filters were used in these experiments.

Window 5Sn Cu

Gold Mirror A

Sapphire Port Window

Figure 4. Diagram of the low-temperature
pyrometry experiments on the STL gas gun.

A tin sample backed by either a sapphire or

LiF window was impacted with a copper flyer.
Thermal radiance from the tin-window interface
was directed through a port window in the target
chamber and imaged onto the InSb pyrometer
using a pair of off-axis parabolic mirrors.
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The recorded temperature history from the first exper-
iment with the sapphire window is shown in Figure 5.
The temperatures were converted from the measured
radiance using a previously published emissivity value
of 0.22 for shocked tin at 5 um wavelength (Turley
2011). Also shown is the stress history at the inter-
face calculated using a prior velocity measurement
on 2 mm thick tin impacted by a copper impactor at
0.8 km/s (Daykin 2015). The two-wave structure in
the stress history is a result of the 9 GPa solid-solid
phase transition in tin. The temperature history
mimics the stress history at the interface as observed
in prior pyrometry experiments (La Lone 2013a). Peak
temperatures were approximately 460 K. The exper-
iment with the LiF window is also shown in Figure 5.
Because the stresses at the interface were lower, the
temperatures were lower, and the signal-to-noise ratio
was not as good. The wave structure is not as clear in
the temperature history, and only a slowly rising signal
is present. We estimated peak temperatures to be near
390 K. However, since the peak interface stress is near
the solid-solid phase boundary, the material phase
and emissivity are less certain than in the sapphire
window experiment.
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Figure 5. Measured temperature
histories (blue curves) of the interface
between shock-wave-compressed tin
and a sapphire window (upper) or a LiF
window (lower) using an emissivity of
0.22 (Turley 2011). The black curves are
calculated stress histories from a prior
experiment (Daykin 2015).

The successful experiments demonstrate that low-
temperature pyrometry on the STL gas gun is possi-
ble. However, the time when the temperatures are
steady in these experiments is less than 300 ns, which
will make the laser heating measurement challenging.
This measurement may be better suited for a larger-
bore gas gun that can hold the peak shock pressures at
the interface longer. Because of the importance of this
diagnostic to the Stockpile Stewardship Program, we
intend to perform gas gun experiments with long-pulse
laser heating in FY 2015.

Short-Pulsed Laser Heating for Thermal Transport
Measurements (Boom Box)

The pulsed laser technique for thermal effusivity
measurement is based on a method by Beck (2007) for
measuring thermal diffusivity in static, high-pressure
experiments, and is similar to other flash-heating
methods for thermal transport measurements (Zammit
2011). We originally developed the method in FY 2012
(LaLone2013b)andrefineditinFY2013(LaLone2014a).
This year, the refined technique was used on experi-
ments at the STL Boom Box to investigate the thermal
effusivity of shock-compressed tin. The experimental
methods and results of this work have been published
elsewhere (La Lone 2014b) and are not discussed
here. The measurements suggested that the thermal
effusivity of tin, at a stress of 25 GPa and tempera-
ture of 1300 K, is nearly a factor of two higher than
the ambient value and likely (though not yet defini-
tively) reflects a thermal conductivity increase of 2—4
times relative to the ambient value. These are the first
published measurements on the thermal effusivity
of a metal in the dynamically compressed state.

Short-Pulsed Laser Heating for Thermal Transport
Measurements (Caltech Two-Stage Gun)

At stresses above ~40 GPa, the glue used to bond trans-
parent windows to metal samples in pyrometry exper-
iments loses transparency. Because of this, experi-
ments at high stresses cannot use glue, thus leaving
the metal in direct contact with the optical window.
(Unless the metal can be coated to the window, there
will be a small gap of >1 um [Urtiew 1974].) In such
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experiments, thermaltransportinformation of both the
window and the metal sample will be needed to relate
interface temperatures to the interior metal tempera-
tures. To investigate window thermal-transport
properties, we performed an experiment on LiF at
the Caltech Lindhurst Laboratory for Experimental
Geophysics. LiF was chosen because it is one of the
most common optical-window materials in shock-
wave experiments, as it remains transparent over a
wide range of shock stresses (from 0 to 200 GPa) (Rigg
2014).

The experimental arrangement used is depicted in
Figure 6. A 1 in. long and 1 in. diameter Lexan projec-
tile with a 2.5 mm thick by 19 mm diameter aluminum
impactor is launched from the Caltech two-stage light
gas gun at a velocity of 5.2 km/s. The target consists of
a sandwich of two pieces of LiF separated by a 10 pm
thick vacuum gap, and the back piece is coated with a
0.15 um thick layer of Cr. The front LiF piece was 2 mm
thick by 38 mm diameter and the rear piece was 5 mm
thick by 38 mm diameter. The impact sends a 60 GPa
shock into the LiF, and the emissive Cr layer quickly
equilibrates to the surrounding LiF temperature, which
is heated by the shock wave. The presence of the gap
causes the material near the interface in the left LiF
piece to undergo a shock—release—re-shock cycle,
and heats this thin layer to a higher temperature than
the single-shock temperature. Because a small gap
could not be avoided, we intentionally made the gap
large so that this hot layer would be thick enough that
the cooler single-shocked material to the left of this

layer would not communicate to the Cr/LiF interface
during the experiment. The goal was to have a nearly
constant interface temperature prior to the laser
pulse. Thermal radiance from the emissive Cr layer was
collected from the center of the sample via a 600 um
optical fiber, which directed the radiance outside the
target chamber and into a two-channel pyrometer.
The laser pulse was brought in normal to the surface;
a 1180 nm dichroic optical splitter separated the laser
light from the thermal radiance, as shown in Figure 6.

The two-channel pyrometer used for this experiment
was a modified version of the pyrometer used in the
prior Boom Box experiments (La Lone 2014b) and was
built specifically for this effort. One channel (1500+)
monitored the thermal radiance from 1500 to 1700 nm,
while the other channel (1500-) monitored the ther-
mal radiance from 1180 to 1500 nm. Both detectors
were 300 um diameter indium gallium arsenide
(InGaAs) photodiodes from Fermionics, and the photo-
diode outputs were amplified using transimpedance
amplifiers (Terahertz Technologies, Inc.). Signals were
recorded on high-speed digitizers.

The thermal radiance recorded from the two-stage
gun experiment is shown in Figure 7. The calculated
pressure history (simulated in CTH, a Sandia National
Laboratories—developed hydrodynamics code) for this
experiment is also indicated in the figure. Cross-timing
lasers and diagnostics on a two-stage gun is difficult;
our laser did not receive trigger signals at the correct
times, so it did not fire. The earliest signal (at ~0.5 ps)

Figure 6. Schematic diagram of the
short-pulsed laser heating experiment

at the Caltech two-stage light gas gun.

A LiF target with an embedded Cr layer

is impacted with an aluminum flyer. The
laser light is directed onto the target with
a dichroic splitter. The thermal radiance
of the Cr layer is monitored with a fiber-
coupled, two-channel pyrometer.
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originates from the light flash that occurs at the alumi-
num-LiF impact surface as a small amount of trapped
gas is superheated (termed impact flash). Some of this
light passes through the Cr coating and is collected
by the pyrometer detectors. Prior to performing the
measurement, contamination of light from the impact
flash was a major concern. However, the impact flash
is a short-lived signal (~10 ns) and decays long before
the shock arrives at the Cr layer, so it does not contam-
inate the measurement of interest. The shock reaches
the Cr layer at about 0.7 us, causing a nearly discon-
tinuous increase in the radiance signals. The signals
were larger than anticipated and saturated the 1500+
channel for the first 100 ns and the 1500- channel for
the first 500 ns after shock arrival. The signal immedi-
ately following the shock arrival has a slow decay
component until the arrival of the release wave from
the back of the impactor (1.1 ps), after which the
signal decay is more rapid. The signals then flatten
at the bottom of the release, which is at 32 GPa, not
zero, because the aluminum impactor was backed
with Lexan plastic instead of a vacuum. A new source
of light appears at ~1.5 ps, which is consistent with the
time expected for the rear LiF window to spall, so this
late-time light is probably not thermal but more likely
fractoluminescence (Turley 2013). Before the rear
window spallation, the signals qualitatively track the
pressure history at the Cr layer but with an additional
slowly decaying component. This decay is predicted by
simulations, as discussed below.

CTHwas usedto calculate theinitial spatial temperature
profile near the LiF-gap—Cr-LiF interface a few nanosec-
onds after passage of the shock wave. This somewhat
complex profile, shown in Figure 8, is strongly depen-
dent on material equation of state, so it is likely only
giving qualitative temperatures and spatial locations.
The left-most temperatures near 1700 K (a), which
extend for >30 um from the interface, result from the
shock—release—re-shock cycle in this material due to
closure of the vacuum gap in our sample. Just left of
the Cr layer (b) is an even hotter (~2300 K) region in
LiF that is ~1 um thick, again resulting from a shock—
release—re-shock cycle. However, here the re-shock
was initially to a higher stress because the Cr layer has
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Figure 7. Raw radiance signals from the
Caltech two-stage gun experiment on a
shocked LiF target with an embedded
Cr layer. The 1500+ pyrometer channel is
the blue curve and the 1500- pyrometer
channel is the green curve. The stress
history (simulated in CTH) is the dashed
black curve. Interesting features in the
radiance histories are labeled within

the figure.

a higher wave impedance than LiF. This hot, thin region
of material was not considered prior to the experi-
ment, and is the reason the temperatures were higher
than expected. Also, the time-dependent decay of this
layer, as its heat diffuses into the bulk, is responsible
for the slowly decaying signals in the measurement.
The Cr layer is labeled as (c) in Figure 8. Immediately
to the right of the Cr layer, extending <1 um, is a
region (d) that underwent a shock—ring-up process
due to the presence of the Cr layer; this is the coolest
region near the interface at <1000 K. At the far right
and extending for the remainder of the sample is the
single-shock temperature in LiF (e), 1100 K at 60 GPa.

Figure 9 shows simulated temperature histories of
the Cr layer, with and without laser heating, and the
experimental temperature histories. The simulated
histories were calculated using the spatial tempera-
ture profile given by CTH (Figure 8) and the calcu-
lated pressure history (Figure 7), combined with the
MATLAB code thermalconduct (LaLone 2014b) to
simulate the heat conduction and laser heating. The
experimental temperatures, also shown in Figure 9,
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Figure 8. Simulated spatial profile of temperatures
in the shocked LiF near the embedded Cr layer a

few nanoseconds after shock-wave arrival in the
Caltech two-stage gun experiment. The profile was
simulated with CTH. The interesting features labeled
within the figure are discussed in the text.

were calculated from the thermal radiance signals
using a black-body calibration of the detectors and an
assumed Cr emissivity of 0.54, which is the measured
static value. The emissivity of Cr coatings has been
measured to have negligible pressure dependence to
shock stresses up to 25 GPa (La Lone 2013b), but this
has not been verified at 60 GPa. The temperatures of
both the 1500- and 1500+ detectors are in good agree-
ment when both are on scale, and are about 100 K
higher than the simulated temperatures.

Overall, the simulation without laser heating captures
the qualitative features in the temperature history
remarkably well. The gross temperature features
that mimic the calculated pressure history at the Cr
layer combined with the decaying signal from thermal
diffusion of a thin and hot layer near the interface are
apparent in both the simulations and the experiment.
This shows that the measured radiance from the Cr
layer is thermal and represents the LiF temperatures
near the interface. Therefore, with a successful laser
trigger, the thermal transport measurement is possi-
ble. The simulation with laser heating shows what is
expected for a successful measurement. Triggering
the laser at the correct time remains an experimen-
tal challenge. We hope to capture this event in future
measurements.
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Figure 9. Experimental (blue and green
curves) and theoretical (dashed black and

red curves) temperatures for the embedded

Cr layer in the shocked LiF target. The two
experimental curves are the two different
pyrometer channels. Temperature simulations
were performed with (theoretical) and without
(experimental) pulsed laser heating of the

Cr layer.

Conclusion

An explosively driven shock-wave followed by short-
pulsed laser heating was used to investigate thermal
transport properties of tin in a high-pressure and
temperature state. Short-pulse laser heating was also
attempted on shock-compressed LiF at the Caltech
two-stage gun, but laser heating was not achieved due
to inadequate cross-timing. Nonetheless, an interest-
ing temperature history of shocked LiF was recorded,
and we demonstrated that the measurement is
possible.

We have advanced a long-pulsed laser heating
identifying phase boundaries in
shock-compression experiments. The technique was
demonstrated on a tin target at ambient pressure. We
also performed low-temperature pyrometry experi-
ments on the STL gas gun, which is an important step
toward using the long-pulsed laser-heating technique

on future shock-wave experiments.

technique for
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Future Work

We plan to use both the long-pulse and short-pulse
laser heating techniques on future shock-wave exper-
iments. Long-pulse laser heating experiments on
shock-compressed tin will be performed on the new
1.5 in. diameter gas gun at STL. These will be low
pressure-temperature (<10 GPa and <1000 K) exper-
iments near to or below the solid-solid transition in
tin, and the laser heating will drive the tin at the inter-
face across the low-pressure melt boundary. At low
pressures, the melt boundary is only a few hundred
degrees above the shock Hugoniot and should be
within reach of our laser heating diagnostic on the
short timescale of the shock experiment.

We also plan to continue the short-pulse laser heating
experiments on LiF at Caltech. The main difficulty
encountered in the first experiment was triggering
of the pulsed laser at the correct time relative to the
impact event. We plan to transition the experiment
from Caltech’s two-stage gas gun to their 40 mm
propellant gun, which has more triggering options
and simplifies the laser timing. The larger impact area
also increases the time that the interface is held under
shock compression (before edge-wave release), which
should allow for a more accurate measurement. The
main drawback is that the maximum shock pressure
achievable in LiF on the powder gun is less than
50 GPa.
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In FY 2013, two-stage light gas gun experiments were performed with cylindrical Lexan projec-
tiles with velocities ranging from 4.5 to 5.8 km/s impacting A36 steel plates. Velocimetry data
were collected using a multiplexed photonic Doppler velocimetry diagnostic system to obtain
time-resolved particle velocity information from the back surface of the target plates during
impact. The objectives of these experiments were to develop an understanding of the plastic
deformation of A36 steel under ballistic impact conditions, as well as to develop accurate
computational models to predict this kind of behavior. This research showed that additional
information on the a«>& phase transition of A36 steel above 13 GPa pressure was needed to
fully understand the dynamic behavior from velocimetry data and to update the computa-
tional models accordingly. Therefore, the FY 2014 experiments were designed to complement
those done on A36 steel and used two different types of steel plates: 304L (which does not have
any known phase transition) and HY100 (with a phase transition). Experiments were simulated
using a Lagrangian-based smoothed particle hydrodynamics solver in LS-DYNA and the
Eulerian-based CTH hydrocode. Simulation results agree reasonably well with experimental
results. Furthermore, the a«<& phase transition of A36 steel plates was confirmed by electron
backscatter diffraction. Hence, the computational model of A36 steel plate was modified to

account for the reversible a«€ phase transition in CTH hydrocode.
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@ North Las Vegas; ® Los Alamos Operations; ¢ University of Nevada, Las Vegas

Background

High-velocity impact research has been conducted
using light gas guns over several decades in a wide
variety of fields, including characterizing materials
under shock conditions. In FY 2013 (Becker 2014),
extensive gas gun experiments were performed using
the two-stage light gas gun at the University of Nevada,
Las Vegas (UNLV) to study the plastic deformation
behavior of A36 steel plates. Projectiles were fired
over a velocity range from 4.5 to 5.7 km/s to gener-
ate extreme pressure and create deformation in the
A36 steel target plates. A high-fidelity data acquisition
system, multiplexed photonic Doppler velocimetry

(MPDV), was used to collect time-resolved velocime-
try data. Target plates were also measured to obtain
impact crater and bulge details after experiments.
Finally, target plates were sectioned to get the details
of spalling inside the target material.

Because a major objective of this research was to better
understand the strengths and weaknesses of model-
ing such dynamic events, computational models were
developed to simulate the projectile-target interaction
using two complementary approaches: (1) Lagrangian-
based smoothed particle hydrodynamics (SPH) solver
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in LS-DYNA and (2) Eulerian-based hydrocode in CTH.
One principal goal of this research was to identify the
parameters of the material model and the equation of
state (EOS) that can best model the shock phenome-
non, and to assess the strengths and weaknesses of
each modeling approach. Both simulation models used
the same Johnson-Cook material model, Griineisen
EOS, and spall treatment. Results from the simulation
models agreed reasonably well with the data in terms
of the crater and bulge details. Also, simulated veloc-
ity profiles were shown to capture both the elastic
precursor and overall shape of the experimental free
surface velocity profiles fairly well. However, while
the experimental and simulation results showed some
differences, major signatures in free surface velocity
profiles did match. These differences can be reduced if
the material models used could better account for the
behavior of the metallic plates under shock.

Ever since Bancroft (1956) introduced the concept of
high-pressure phase transition in iron, researchers
have investigated iron and iron-based alloys to study
such polymorphism (Barker 1974, Duvall 1977, Murr
1983, Hammond 2004). All the simulations of A36
steel were originally performed without considering
phase change models. One of the intriguing points in
the experiments conducted in FY 2013 was the possi-
bility that a polymorphic phase transition of A36 steel
occurs. Simple flyer plate experiments in pure iron and
iron-based alloys indicated that it occurs at around
13 GPa (Minshall 1955, Hammond 2004). In FY 2014, it
became important to settle this issue of polymorphic
phase change in shock-impacted A36 steel to further
refine our simulations. Therefore, gas gun experiments
were designed with two new types of steel as target
materials: HY100 steel (which is known to have the
phase change) and 304L (which is known not to have
the phase change). The objective was to study veloci-
metry data from these two steel targets, and at the
same time, to develop computational models for 304L
steel and HY100 steel targets with the same type of
projectile-target interactions. Our principal objective
was to find the direct and indirect evidence of the
phase transition in impacted A36 steel target plates
and, henceforth, improve all the simulation models of

A36 steel including phase transition effect. We specifi-
cally wished to identify signature(s) in the data for the
phase transition.

Project

The UNLV gas gun was described in last year’s report
(Becker 2014). A brief description is included here to
summarize some details of the gas gun operation. The
gun at UNLV (Figure 1) was manufactured by Physics
Applications, Inc. Major components of this gun are
the propellant breech, pump tube, central breech,
launch tube, blast tank, drift tube, and target chamber.
The cartridge filled with gunpowder is fired with a
solenoid pin. Gunpowder (IMR 4064) in the powder
breech then burns, which drives a cylindrical piston
(20 mm diameter and 120 mm length) in the pump
tube. Hydrogen or helium gas is used as a propellant
in the pump tube. The moving piston pressurizes the
propellant gas, which eventually bursts the petal valve.
High-pressure gas then accelerates the projectile in a
launch tube through the blast tank and drift tube until
it impacts the target in the target chamber.

Materials

As mentioned above, we chose two steel target mate-
rials for study in FY 2014: HY100 and type 304L stain-
less steel. All the target plates had a dimension of
152.4 x 152.4 x 12.7 mm. Cylindrical Lexan projec-
tiles of 0.22 caliber and 0.375 caliber were shot over a
range of impact velocities, the highest being more than
6.5 km/s. Target plates were bolted on a mounting
plate inside the target chamber assembly of the gun.

MPDV System

Three different types of MPDV probe arrays were
used in gas gun experiments: 11-, 12-, and 32-probe
arrangements focused on the back side of the target
plate to capture the velocimetry data. The 11- and
32-probe arrays were set up in a grid pattern, whereas
the 12-probe array was arranged in a cross-hair
pattern (Figure 2). The probes were placed in such a
way to get velocimetry data from points as close to
the impact center as possible. An intervalometer
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system measured the projectile velocity by measur-
ing the time taken to traverse two lasers set a certain
distance apart. The MPDV system was triggered by
one of these intervalometer lasers. The delay time in
the MPDV system was based on the trigger of the laser
unit assembly (i.e., projectile velocity). A schematic
of the MPDV arrangement is shown in Figure 3. The
MPDV systems were fielded by NSTec staff. Data were
collected at a sampling rate of 20 GSa/s in all cases.
Raw data were processed using a sliding FFT analysis
to obtain the velocity profile.

Results

In all experiments, a small crater with a bulge on the
back side of the target plate was created as a result

Figure 1. Schematic of UNLV two-stage
gas gun

7.Target chamber

(c) 32 probes

Figure 2. Typical MPDV probe array arrangements
on a target plate

of impact (Figure 4). Cross sections of the target
plates showed spall due to release wave interactions.
Projectiles disintegrated due to the enormous stress
and resulting heat generated upon impact with the
target surface.

Physical Measurements

Each target plate was examined after impact for crater
and bulge details. The distance between the flat
rear surface of the plate and peak point of the bulge
was taken to be the height of the bulge. Similarly,
the distance between the flat front surface of the
target plate and the deepest point of the crater is
taken to be the crater depth. An average value for
multiple measurements of crater diameter, depth
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Figure 3. Schematic of MPDV data acquisition
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ToP
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Figure 4. Typical target plates after 0.22-caliber Lexan
projectile impact (here, a 304L target is shown)

of penetration, and bulge were taken as the final stainless steel shows a two-wave structure profile in
measurement. Table 1 lists physical information of compression: a typical elastic wave and a sharp rise

impact craters from a few of the shots. in the plastic wave. Supposedly, all low carbon—-alloy
steels should show another wave rise after the plastic
Free Surface Velocity Measurement wave due to the a«»e phase transition (Hammond

2004) similar to what was observed in shocked iron
(Jensen 2006, 2009). However, for HY100 steel, the
sighature of a«e phase transition is not prominent
in our gas gun experiments at the rear surface. We

Figures 5 and 6 show typical velocity profiles from
304L stainless steel and HY100 steel experiments for
0.22-caliber Lexan projectile impacts. In general, 304L
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Table 1. Physical measurement of impact crater and bulge

SDRD FY 2014

Impact Crater .
Shot Date Caliber DY e 2 Material Velocity Diameter Penetration mpsr
Arrangement (mm) (mm)
(km/s) (mm)
7/18/14 304L 6.5832 17.33 6.35 244
0.22 11-probe
7/18/14 HY100 6.6989 16.48 6.36 2.96
8/19/14 304L 6.7434 15.45 4.50 3.30
0.22 12 -probe
8/20/14 HY100 6.7583 15.46 3.85 3.18
8/20/14 3.3750 21.06 8.06 2.71
8/21/14 0.375 12-probe A36 3.4715 21.86 8.37 2.68
8/21/14 3.2391 21.94 7.57 2.57
8/21/14 3.9948 23.55 9.46 3.13
0.375 12-probe 304L
8/21/14 3.9636 22.79 9.54 2.83
9/09/14 0.375 32-probe 304L 3.7398 2244 8.40 2.81
9/11/14 4.0968 22.94 8.14 2.74
9/11/14 0.375 32-probe HY100 4.0211 2247 8.18 2.72
9/11/14 3.9379 21.85 7.54 2.71
400 P — S ————
-=-Probe 1(7.287 mm off center)
350 Probe 2 (4.910 mm off center)
—Probe 3 (3.031 mm off center)
— Probe 4 (2.886 mm off center)
300 - ~—— Probe 5 (4.464 mm off center)
= Probe 6 (6.986 mm off center)
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Figure 5. Typical free surface velocity profiles for a 304L stainless steel plate
with 0.22-caliber Lexan projectile (impact velocity: 6.5832 km/s)

suspect this could be due to the complex, axisymmet-
ric nature of the stress wave at that location in the
target plate, and the relatively low stress amplitude
of the wave at the rear surface of the target plate.
Fundamental shock compression experiments that do
observe the phase transition wave have all been done
with a condition of uniaxial strain, which is not the case

for the stress wave we observe. MPDV data show that
the initial shock wave typically arrives at various probe
locations in time order according to the distance from
the impact point. Figure 7 shows free surface velocity
profiles for 0.375-caliber Lexan shots. Velocity profiles
are significantly different from the 0.22-caliber shots
at the beginning because of large-diameter projectiles.
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Figure 6. Typical free surface velocity profiles for an HY100 steel plate with
0.22-caliber Lexan projectile (impact velocity: 6.6989 km/s)
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Figure 7. Typical free surface velocity profiles for an A36 steel plate with
0.375-caliber Lexan projectile (impact velocity: 3.4472 km/s)

Simulation of the Experiments

Under extremely high pressure and temperature,
solid materials behave like a fluid but retain their
strength properties. Therefore, projectile-
target interactions were simulated using two different

initial

types of hydrocode approaches: (1) Lagrangian-based
SPH in LS-DYNA and (2) Eulerian-based hydrocode
in CTH. Both programs are capable of simulating the

experiments. Better understanding the strengths and
weaknesses of both approaches is one of the principal
motivations for this research.

Material Models

When performing dynamic simulations of this kind,
material models must be chosen for each material in
the simulation. Both computational techniques used
in this study consisted of choosing three material
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Table 2. *EOS_GRUNEISEN parameters

Material p (kg/m3)
Lexan (Steinberg 1996) 1190
304L (Danyluk 2010) 7900
HY100 (Banerjee 2004) 7746

Table 3. PTRAN parameters for iron (CTH library)

C, (m/s) S, Y
1933 1.42 0.61
4570 1.49 1.93
3574 1.92 1.69

a-iron 7850

&-iron 8219

models: (1) EOS, (2) material strength in compression,
and (3) material strength in tension. All the material
models chosen for this project are described below.

Equation of State (EOS)

All materials in this kind of simulation require defini-
tion of an EOS. Materials under shock-wave loading
need a shock model that can account for the sudden
pressure, temperature, internal energy, and density
changes in front of shock waves. Different forms of
the EOS can be used to describe different materials
and how they respond to compression or expansion.
Mie-Griineisen EOS models were chosen for all materi-
als used in this work. This choice is limiting in regions
of the EOS that are not constrained directly by shock
compression data, but it is a good starting point. Future
studies might benefit from choosing another EOS
form, such as a tabular SESAME EOS. In both LS-DYNA
and CTH, different sets of EOS parameters are avail-
able to simulate different phenomena. To simulate
Lexan and 304L steel under high-impact loading, the
*EOS_GRUNEISEN card was used in LS-DYNA and CTH.

p=

1-(s,~1)u-S W . (1)

4605

4587

1.456 1.65

1.494 240

where, P is the pressure; S, S,, and S; are the coeffi-
cients of slope of shock and particle velocity curve;
Y is Grineisen coefficient; a is the volume correction
factor; p is the density; C is the Hugoniot intercept of
the metal; and p = p% -1.

As HY100 steel has a polymorphic phase change, a
two-state EOS system (called the PTRAN model) for
iron was used in CTH. We believe this is a good approx-
imation for low alloy steels such as HY100. In LS-DYNA,
the *EOS_GRUNEISEN card used for HY100 steel as a
reversible PTRAN model was not available; this means
that in those simulations, the material did not undergo
any phase transition. Griineisen parameters for Lexan,
304L stainless steel, and HY100 steel are listed in Table
2, while the reversible PTRAN model parameters for
iron are listed in Table 3.

Strength in Compression

The Johnson-Cook material model is one of the most
effective and commonly used material models for
simulating compressive strength in high strain and
large deformation problems (Katayama 1995, Seidt
2007, Littlewood 2010, Elshenawy 2013). In the
Johnson-Cook material model of plasticity, flow stress
can be expressed as

o, =[A+B (5‘")"1H:1+C In(g'* ”[1—(7"*)”1} (2)

where o,is the flow stress; A, B, C, n,and m are material
constants; &P is the effective plastic strain; and e*is
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the effective total strain-rate normalized by quasi-
static strain rate. T* is the homologous temperature,
which can be defined as

T-T

T" = ,
Tm_Tr

3)

where T, and T, are room temperature and melting
temperature, respectively.

Johnson-Cook model parameters for Lexan, 304L, and
HY100 steel are given in Table 4. No Johnson-Cook
damage model was incorporated in simulation models
as a pressure cutoff value (P_. ) was used to allow
spalling and damage.

min

Strength in Tension (Spall Model)

The spall strength of HY100 and 304L steels has been
calculated using Equation 4. This equation was strictly
derived for a 1-D shock wave with the concept of
pullback signal:

1
o= AUpOb (4)

spall

Here, o, is the spall strength, p, is the reference
density, ¢, is the bulk speed of sound in material, and
AU is the difference between the peak velocity and
pullback velocity of free surface. Although these exper-
iments were not uniaxial, calculating spall strength as
described above still seems to give a reasonable value.
Based on the literature, the P_, value for the Lexan
projectiles was taken as 160 MPa (Steinberg 1996).
From velocity profiles, the spall strengths of 304L
and HY100 were calculated to be 3.2 GPa and 3.0 GPa
(average), respectively. These values are fairly close
to the earlier works done on these materials by other
researchers (Rajendran 1995, Garrett 1996, Alexander

2002, Gray 2010, Pavlenko 2012). In both LS-DYNA and
CTH, spall failure is invoked when the tensile stress
exceeds a certain pressure cutoff (i.e., P, ) value.

LS-DYNA Simulation

As mentioned previously, the SPH solver was used
to simulate all these experiments in LS-DYNA. SPH is
a meshless numerical technique used to model the
fluid equations of motion (i.e., large distortions). A 2-D
axisymmetric SPH model was created for both projec-
tiles and target plates. The SPH particle distance of the
target plate was 0.08 mm, while distance in the projec-
tile was selected by matching the SPH particle mass of
the projectile with the SPH particle mass of the target
plate. No boundary conditions were implemented, as
the impact is a localized phenomenon.

CTH Simulation

CTH is an Eulerian hydrodynamics computer code
developed and maintained by Sandia
Laboratories. CTH simulations were also done using
a 2-D axisymmetric (cylindrical) geometry. Tracer
particles were placed at various target locations to
collect physics information, including close to the back
surface of the target where the velocimetry data are
collected. Tracers were set slightly off center radially
to stay away from on-axis numerical instabilities,
and to match MPDV probe locations. A zone size of
0.05 x 0.05 mm was chosen for all CTH simulations.

National

Finite Element Analysis (FEA) Results Comparison

The computationally predicted deformation after
impact along with the target plate back surface veloc-
ity both agree well with experimental data. Crater and
bulge measurements were taken in all FEA simulations
to compare with the physical measurements. Table 5

Table 4. Johnson-Cook material model strength parameters

Lexan (Littlewood 2010)
304L (Xue 2003) 110

HY100 (Holmquist 1987) 752

1500

402

1.004
0.014 1 0.36
0.014 1.13 0.36
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Table 5. Typical comparison of physical measurements in 0.22-caliber shots

304L 6.5832

LS-DYNA 304L 6.5832
CTH 304L 6.5832
Experiment HY100 6.6989
LS-DYNA HY100 6.6989
CTH HY100 6.6989

shows a comparison of crater and bulge details with
10 us LS-DYNA and CTH simulations. The results show
that the software closely matches the experiments.

To compare the difference between simulation codes
and experimental results, we will discuss the salient
features of the velocity signature, namely (1) the elastic
precursor and Hugoniot elastic limit (HEL), (2) the
plastic wave, (3) the peak velocity, (4) the second
plastic wave, and (5) the spall signatures, and narrow
down the discussion to the velocity at the first 4 ps
after impact where most important features occur.

Figure 8 shows a comparison of the free velocity profile
of LS-DYNA and CTH simulations from data obtained
by the probe nearest the impact center in 304L steel in
0.22-caliber Lexan projectile shot. Impact velocity for
this case was 6.5832 km/s. Results showed:

e Both LS-DYNA and CTH simulations captured the
elastic precursor in a two-peak velocity profiles—like
experiment. However, both of these simulations
showed lower HEL.

e The CTH simulation captured the sharp rise in
plastic wave, similar to the experimental result,
whereas the LS-DYNA simulation showed a softer
rise in plastic wave. This may be due to the higher
value for linear artificial viscosity used in the
LS-DYNA simulation (1.0 vs. 0.1).

e Both simulations registered higher peak velocities
for the first peak velocity in the experiment. For the

Impact Velocity Crater Diameter Penetration Bulge
(km/s) (mm) (mm) (mm)
17.3 6.4 24

17.0 74 2.6
18.0 7.0 23
16.5 6.3 3.0
20.0 7.1 27
20.0 7.0 24

second peak velocity observed in the experiment,
CTH showed a much higher peak and LS-DYNA
showed a lower peak. But both simulations showed
a delayed response for the second peak, with
LS-DYNA being the slowest of all. The second veloc-
ity peak in LS-DYNA was almost 0.5 ps delayed from
the experimental velocity peak.

e Both simulations were able to capture the pullback
velocity signal after the second peak velocity,
which determines spall strength of the material.
But the magnitude of the pullback velocity signal
was significantly different from that of the experi-
ment. Hence, the spall strength values used in both
CTH and LS-DYNA simulation profiles were different
than the initial choice of spall strength made from
the experimental profile with a 1-D assumption.
Further simulation needs to be done to be able to
develop a better spall strength model.

These differences in simulation profiles described
above may be due to the material model parameters
used for multi-dimensional shock simulation.

Similarly, Figure 9 shows a comparison of a typical
HY100 steel velocity profile with corresponding
LS-DYNA and CTH simulations. The impact velocity
of this shot was 6.6989 km/s. As mentioned earlier,
the LS-DYNA simulation was done without any phase
transition model because a phase transition model
is not part of LS-DYNA. The CTH simulation of the
HY100 experiment was done with a reversible phase
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Figure 8. Typical comparison of
free surface velocity profile of
304L steel in 0.22-caliber Lexan
shot (6.5832 km/s) showing a
“two peaks” wave structure

Figure 9. Typical comparison of
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nsition model, PTRAN. Figure 9 also presents the

velocity profile from a CTH simulation done without
incorporating the phase transition model. The results
showed that:

32

The three simulations are still softer than the
experimental data during the elastic precursor. CTH
without PTRAN had the slowest response. All of
these simulations showed lower HEL as compared
to the experimental result.

LS-DYNA and CTH without PTRAN had slopes similar
to that of the plastic wave observed from the exper-
imental data. CTH with PTRAN was markedly slower
during this phase.

| === CTH with PTRAN {3.00 mm off center}
CTH without PTRAN (3.00 mm off center) |

free surface velocity profile of
HY100 steel in 0.22-caliber Lexan
shot (6.6989 km/s) showing a flat
plateau at peak velocity point in the
experiment

3.5 4

The LS-DYNA simulation showed a higher peak
velocity than experimental results. CTH without
PTRAN was the most accurate in capturing the peak
velocity.

The LS-DYNA simulation had a much slower
response in the loading-unloading wave compared
to the experimental data. The CTH without PTRAN
simulation profile showed a slower response
for the second peak velocity. Interestingly, the
CTH with PTRAN model profile had a flat plateau
following the first plastic wave. A second plastic
wave rise was seen after the flat plateau, and the
second peak velocity was delayed and had a higher
magnitude than that of the experiment.




MATERIAL STUDIES AND TECHNIQUES SDRD FY 2014

e All simulations were able to capture the pullback
velocity signal but with different velocity magni-
tude. Hence, spall strength from simulation profiles
will vary with our initial selection of spall strength
for HY100 steel (like 304L).

Each simulation profile showed its advantages and
shortcomings; none was perfect. Further refinement
of simulation models is still needed to get better
agreement with the experimental data.

Evidence of Phase Transition in A36 Steel

A36 steel targets were examined after impact with
electron back-scattered diffraction (EBSD) to find met-
allurgical evidence for the stress-induced a«»¢ phase
change as observed in pure iron at about 13 GPa
(Minshall 1955). As expected, the microstructure was
significantly changed due to high-impact loading.
One observation was the presence of shock-induced
“twinning” (Figure 10). Twinning was present closer
to the impact area, and gradually dissipated away
further from the impact zone. More twinning was
present in the higher-speed impact samples than the
lower-speed impact samples. The twinning was most
significant during the testing of the samples from the
5.80 km/s speed impact experiment. Another observa-
tion from the samples as observed with EBSD imaging
(post-impact) was that the grains were significantly
compressed and plastically distorted closer to the
impact area. Further away from the impact area, the
grain size was less affected and resembled pre-impact
sizes. This trend of grain distortion was prominent in
higher-impact velocity samples.

More research is needed in order to examine different
orientations to observe how the twinning is formed in
relation to the impact area. Observing different orien-
tations will also provide further insight on the decreas-
ing grain size around the immediate impact area.
Another point of interest would be to test hardness,
pre- and post-impact, in order to find evidence of
phase change—induced hardening as previously
observed (Gray 2000).

Figure 10. Typical EBSD image of
A36 steel showing twinning (impact
velocity: 5.834 km/s)

The presence of hexagonal closed packed (HCP)
crystals (post-impact) leads to the probable conclusion
of an increase in brittleness, and the probability that
A36 steel does have the phase transition. It has been
previously observed that pure iron has no retained
high-pressure phase material (HCP), but alloyed steels
can have small amounts only if the phase transition
happens in the shock compression event (Gray 2014).

Conclusion

Gas gun experiments were performed to observe the
plastic deformation of two different steel plates after
hypervelocity impact. Free surface velocity of the
back surface of the plate was measured using MPDV
systems. MPDV data explained the polymorphic phase
transition behavior of HY100 in free surface velocity
profiles and encouraged us to revisit velocimetry data
of A36 steel from FY 2013. We see some evidence
from the CTH simulations of the HY100 experiment
that inclusion of the phase transition leads to better
agreement between experiment and simulation,
although this would benefit from more research.
Simulation models developed in the LS-DYNA SPH
solver and CTH hydrocode were used to simulate the
experiments. Simulation results are in reasonable
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agreement with experimental data in terms of crater
details, bulge, and free velocity profiles. Also, initial
evidence of the a<«»e phase transition in A36 steel
was found. Therefore, simulating the A36 steel models
with the phase transition will further improve previous
computational models.
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DYNAMIC TEMPERATURE AND PRESSURE MEASUREMENTS WITH
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The luminescence from rare-earth doped phosphor materials exhibits features (line widths,

wavelengths, intensities, and lifetimes) that are directly related to the temperature and

pressure of the material. This fluorescence light may be used to remotely determine the

properties of shocked materials beneath windows/anvils. We selected an appropriate phosphor

and investigated its behavior at high pressure and temperature in shock experiments, as well

as in a diamond anvil cell. Our study indicates that our technique may be suitable for higher

temperature shock physics experiments, and might be extended to lower temperatures by

choosing a different phosphor material.

* stevengd@nv.doe.gov, 805-681-2219
3 Special Technologies Laboratory

Background

There is an ongoing need to measure temperatures in
shock wave experiments for equations-of-state (EOS)
development. While optical pyrometry is a useful tool
for measuring the temperatures of opaque samples,
it is unsuitable for most transparent (non-emissive)
samples such as epoxies and anvils. Our goal in this
project was to develop a technique to measure
temperatures of shocked materials, specifically trans-
parent epoxies, using an embedded fluorescent sensor
with a temperature-dependent lifetime; the sample
temperature is inferred from a fluorescence lifetime
measurement of the sensor, and can be used with
both transparent and opaque samples. Choosing the
appropriate sensor for this measurement was criti-
cal. Determining the shocked glue temperature helps
relate the temperature of a metal/glue interface to
the bulk metal temperature, a key property used to
develop accurate EOSs for weapons codes. Our team
has made a great deal of progress measuring shock
temperatures with a combination of thermal radiance
and reflectivity measurements (La Lone 2013). An
estimate of the glue temperature would allow us

to constrain the correction required to infer a bulk
metal temperature—one of the remaining sources of
uncertainty in our measurements.

Ruby (Al,05:Cr) is a common fluorescent material that
has widespread applications, from lasers to tempera-
ture and pressure gauges. In the late 1970s, H. K.
Mao (1976) calibrated the wavelength shift in the R1
fluorescence line of ruby as a function of pressure (up
to 100 GPa), creating a standard widely used by the
diamond anvil cell (DAC) community. The ruby R1 line’s
fluorescence lifetime is T = 3.2 ms at room tempera-
ture, and it drops precipitously above room tempera-
ture to about 0.5 ms at 500 K. Temperature probes
have been fabricated that utilize this behavior by
attaching a small ruby sample to the end of an optical
fiber, and using a modulated laser for lifetime determi-
nation. Ruby is not, however, an ideal pressure sensor
at higher temperatures, due to thermal quenching of
its fluorescence.
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We have previously used cerium-doped lutetium oxyor-
thosilicate (LSO:Ce) and cerium-doped yttrium alumin-
ium garnet (YAG:Ce) to measure the residual tempera-
ture (after shock and release) of copper plates. LSO:Ce
and YAG:Ce phosphors have luminescence decay times
of T=40and 100 ns at room temperature, respectively.
Their quantum yields are excellent—both close to 1—
and, along with pulsed nitrogen lasers, we have used
these phosphors in shock experiments. Both materials
continue to fluoresce after being shocked and released
to ambient pressure (Stevens 2004). However, these
phosphors will not operate at the predicted tempera-
ture of shocked Loctite 326 epoxy (predicted to reach
about 725 K when shocked with PBX 9501 high explo-
sive). While there is information in the literature
about the spectrum of these phosphors at pressure,
no one has published decay times of phosphors at high
pressure and temperature.

We began our study focusing on europium-doped
yttrium oxide (Y,0;:Eu), one of many phosphors we
characterized for thermometry over 20 years ago with
collaborators from Oak Ridge National Laboratory
(review article: Allison 1997). This phosphor is one of
the most widely used and oldest of the cathode ray—
tube phosphors being used primarily for red pixels in
color televisions. As an inorganic oxide, it is robust with
regards to aging and thermal decomposition or melting
(melting point >2400°C) and, more importantly, recent
publications on its behavior under pressure suggest
that it may be suitable for our experiments (Wang
2009, Dai 2010).

An energy level diagram (adapted from Allison 1997)
representing some of the processes and decay paths
that contribute to the lifetime of Y,0,:Eu3* is shown in
Figure 1. For this phosphor, the dopant europium takes
the place of an ytterbium ion within the host crystal.
A UV (or blue) laser pulse (purple arrow) is used to
excite the Eu3* either indirectly or directly to a °D;_,_,
state. Populations within the vibrational states are
temperature-dependent and governed by Maxwell—
Boltzmann statistics, and the lifetime t of each state
is inversely related to the radiative and non-radiative
rates k, and k,,, by
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Figure 1. Energy level diagram showing some
of the processes (excitation, vibrational
relaxation, emission) involved in the
fluorescence of Y,0,:Eu3+ (adapted from
Allison 1997). The Y,0; host charge transfer
state is separated in energy from the lowest
vibrational excited state °D, by AE. This state
provides a non-radiative path (dashed blue
lines) to the ground state, influencing the
lifetime of the phosphor.
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This equation is a simple empirical form that shows
the temperature, T, and pressure, P, dependencies of
the lifetime. For our purposes, an ideal phosphor will
have weak pressure dependence (small coefficient b).
Figure 2 shows the measured fluorescence spectrum
with transitions identified.

Two sets of experiments are required to make a
temperature measurement with a phosphor: DAC
experiments for calibration and dynamic experi-
ments to shock-heat a sample under study. A heated
DAC allows us to characterize fluorescence lifetimes
and spectra as a function of temperature at a given
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Figure 2. Fluorescence spectrum of Y,0,:Eu3*, with Eu3*
transitions identified

pressure, and these data can be used along with veloci-
metric pressure determination in order to measure
the temperature of shocked Loctite 326.

Project

Diamond Anvil Cell Measurements

We began our phosphor characterization by assem-
bling a heated DAC optical system to measure
fluorescence spectra and lifetimes of Y,0,:Eu3*. For
this investigation we chose a micron-sized phosphor
powder from Sylvania (Y,0;:Eu3* doped with 5% Eu).

filter

Spect.

i

PMT

|DAC|

We used a gas membrane—driven, heated Almax
easylLab Diacell HeliosDAC capable of reaching
100 GPa and 1000°C. A phosphor sample was taken
from a hot-pressed powder sample that was near
normal density and placed within a 100 pm diame-
ter hole in a 75 pum thick INCONEL gasket that is
sandwiched between the diamond anvils. A ~20 um
diameter ruby sphere was also placed in the hole in
the gasket for pressure calibration. The left-hand inset
image of Figure 3 shows the sample with the ruby
sphere visible in the upper right-hand corner.

Phosphor excitation was performed using a modulated,
single-mode, fiber-coupled 20 mW 405 nm laser from
OZ Optics Ltd. This laser was collimated and sent
through a 50/50 beam-splitting cube and focused
again down to a ~50 um spot on the phosphor sample
within the DAC. A CCD camera was used to observe
alignment and sample position during pressure and
heating cycles. A 500 nm long-pass filter reduces the
amount of laser light incident on the camera. On the
other (fluorescence) side of the DAC, a similar optical
setup was used, but with a 405 nm Semrock StoplLine
notch filter, and a 567 nm long-pass dichroic beam
splitter (DBS). A Beck-Schwartzchild 15x f2.8 reflective
objective was used to collect fluorescence light. It was
chosen primarily for its achromatic properties. The
collected fluorescence was sent alternately to either an

B[
S

=

T L
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LASER

Figure 3. Schematic of experimental setup for DAC measurements. The fiber-coupled laser (right side of figure)
gets collimated by a lens, and sent through a 50/50 beam-splitting (BS) cube, and focused onto the sample
within the DAC. The fluorescence from the sample and ruby sphere is collimated by a lens (left of the DAC) and
imaged into a fiber that goes to a spectrometer and a PMT. A DBS sends light at wavelengths shorter than

567 nm to an imaging camera. The inset left-hand image shows the glowing phosphor, with the sphere located

in its upper right corner.
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Ocean Optics USB4000 spectrometer or a photomul-
tiplier tube (PMT), depending on the measurement.
The laser was operated in continuous wave mode, or
modulated at 20 Hz with a 5 ms pulse width. Current
from the PMT was dropped through a 50 k ohm resis-
tor on an oscilloscope, and data were averaged 256
times. The fluorescence lifetime at each tempera-
ture was determined by fitting the oscilloscope decay
data with a single exponential decay. Pressure was
determined by fitting the position of the ruby R1 line
(measured at 694.6 nm at ambient pressure) with a
Gaussian function.

Because ruby pressure determination fails at high
temperatures, we chose first to pressurize the cell up
to a desired ~20 GPa at ambient temperature. The
Y,0;:Eu3* 710 nm °D,-’F, peak next to the 695 nm ruby
line perturbed our quick-pressure determination, and
when accounted for, we ended up with a maximum
pressure of about 15 GPa. Measured lifetimes are
shown in Figure 4 as a function of temperature and
pressure. We observed a change in lifetime at ambient
temperature from T = 975 pus at ambient pressure
to 750 pus at 12 GPa. This gives a slope of about
-20 us/GPa, significant but not indicative of too large
a pressure dependence to the lifetime. Incrementally
elevating the temperature up to 1076 K, we observed
the phosphor lifetime “turning on” above 950 K (Figure
4) as indicated by the change in the temperature-time
slope. The ruby-derived pressure of the sample is
shown by the color scale in this figure. Thermal expan-
sion of the cell causes a small increase in pressure that
is correlated with temperature.

The fluorescence spectrum is shown as a function of
pressure in Figure 5. The °Dy-’F, peak is a magnetic
dipole transition, and its position is insensitive to
pressure. The dominant °D,~’F, peak at 611 nm is
a forced dipole transition, and is very sensitive to
pressure and the surrounding host crystal structure. It
is parity-forbidden and requires a crystal host to break
symmetry and allow the transition. As we increase
pressure, we see a peak at 635 nm become the
dominant fluorescence peak. Between 7 and 18 GPa,
Y,0;:Eu3* undergoes a polymorphic phase transition
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Figure 4. Lifetime of the 611 nm
fluorescence, measured in the DAC, vs.
temperature and pressure (color scale)

from cubic to monoclinic (Wang 2009), and the 635 nm
peak we observed is the °D,-’F, transition within the
new monoclinic lattice. The observed temperature
behavior is reminiscent of the phosphor at ambient
pressure, despite having undergone a phase transi-
tion. It was important to characterize the phosphor in
its high-pressure phase prior to shock experiments, as
we had no idea what effect the transition would have
on the lifetime.

Dynamic Fluorescence Measurements

For dynamic experiments, we used a Big Sky pulsed-
YAG excitation laser, capable of operating in doubled
(532 nm) or quadrupled (266 nm) mode. We character-
ized various Eu dopant concentration samples under
ambient conditions and excitation at each of these
wavelengths using a Thorlabs PDA36A photodetector
(filtered by two KV550 long-pass filters), or an Andor
gated optical multichannel analyzer (OMA, with a
KV389 long-pass filter to prevent second-order diffrac-
tion peaks). UV excitation (266 nm) produces a short-
lived blue fluorescence component that lasts less than
100 ns. This prompt fluorescence was initially deemed
not to be a concern for dynamic experiments because
we could spectrally filter the majority of this emission,
and we could also excite the phosphor many microsec-
onds prior to shock heating (temporally separating the
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Figure 5. (a) Spectra from Y,0,:Eu3* phosphor as a function of pressure in the DAC. Vibrational
transitions at 595 and 611 nm are identified. The peak at 635 nm is the D,~’F, transition after a
polymorphic phase transition. (b) Ruby R1 line and another Eu3* vibrational transition that needs

to be considered for ruby pressure determination.

prompt emission from the shock measurement). The
effects of epoxy on the fluorescence spectrum were,
however, a concern.

Ambient pressure and temperature measurements
were made of the phosphor mixed with Loctite 326
epoxy (our preferred glue for bonding shock anvils
to metal samples under study). The fluorescence
spectrum of the mixed sample (black trace) at early
time (t = 0 ps), and later (red, t = 25 us) after the
prompt light has decayed away, is shown in Figure 6.
The prompt blue fluorescence of the glue is problem-
atic, as it has a long spectral tail reaching all the way
to the phosphor peaks of interest near 600 nm. This
unwanted light decays away in less than a microsec-
ond; however, the prompt fluorescence signal was
orders of magnitude brighter than our long-lived (ms)
fluorescence under study. We stacked two KV550
filters to help with rejection, but were unable to use
a PMT because the ~100 V prompt peak forced our
scope into a self-protection mode at high-sensitivity
settings (<100 mV/division). To remedy this, we used
an amplified photodiode with limited (but adequate)
bandwidth and gain.

Our dynamic experiment was assembled in the Special
Technologies Laboratory Boom Box explosive contain-
ment vessel. A diagram of the experiment is shown in
Figure 7. The phosphor mixed with Loctite 326 glue

was used to bond a tin sample to a lithium fluoride
(LiF) window. Detonation of a 4" by %" cylinder of PBX
9501 explosive was used to drive a shock wave into the
tin-glue-LiF assembly. A sapphire port window in the
side of the Boom Box was used to transmit the 266 nm
pulsed laser. This light was weakly focused to about
a 6 mm diameter spot on the phosphor/glue sample.
Photonic Doppler velocimetry (PDV) was performed at
~20° relative to the shock direction, and fluorescence
was collected at a similar angle. A fiber collimator was
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Figure 6. Prompt fluorescence spectrum of
Y,0;:Eu3* phosphor embedded in glue at two
different times after excitation under ambient
conditions
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Figure 7. Shock-wave test setup. A layer of
epoxy mixed with phosphor powder (red
dots) binds a LiF window to a tin sample.
This layer is probed by a pulsed 266 nm
laser, and fluorescence is collected by an
OMA and a photodiode (PD) detector.

OMA

PD

-

266 nm laser

used for light collection, providing us with a setup that
is weakly dependent on the position of the phosphor/
glue as it moves in time. Light from the collimator was
split and sent to a gated OMA and a photodiode.

Time-varying signals from an experiment are shown
in Figures 8 and 9. The laser was triggered 0.2 ms
before the explosive was detonated. The large prompt
fluorescence peak may be seen at about -0.2 ms in
Figure 8—followed by fluorescence decay—and a
large peak of unwanted LiF fracture light near t = 0 ms.
Figure 9 shows the fluorescence signal during the short
duration of the shock experiment and the measured
velocity profile of the tin-glue-LiF interface. The shock
arrives at t = 2 us, after which there is a gradual release
in pressure from the Taylor wave release of the explo-
sive, until just after 3.5 pus when the shock arrives at
the rear of the LiF (seen as a discontinuous step in
the velocity profile). The experiment ends when the
shock breaks out the rear of the LiF window because
the window undergoes spall, loses transparency, and
begins to emit fractoluminescence (Turley 2013).
Also shown is a fit of the decay time (blue trace) of
the phosphor in a pre-shot measurement. Had the
lifetime changed from 7 = 1 ms to less than 10 us, we
would have observed a change in decay slope over the
short duration of the experiment. However, given the
small (1.5 mV) signal level and the degree of noise,
we did not observe a quantifiable change in decay
time. This suggests that our phosphor’s sensitivity to
high temperatures does not match the temperatures

reached by our experiment and that the glue tempera-
tures are probably less than 1100 K. We determined
that shocked tin in similar experiments was about
1300 K (La Lone 2013), and clearly the glue did not
reach such a temperature.

Figure 10 shows the spectrum of light collected during
the 1.5 us at which the glue was under pressure. The
shocked spectrum had very poor signal-to-noise ratio,
and has been significantly smoothed. The ambient

| | L | ' | Y | :
0.016 - —— Shot fluorescence
L — Pre-shot fluorescence =
—— Fit pre-shot
0.012 - -
= I ]
g
S 0.008 [~ -
w
0.004
0
—0.4 0 0.4 0.8 1.2
Time (ms)

Figure 8. Pre-shot fluorescence decay

(black), with an exponential fit (blue) and the
fluorescence of the shocked glue/phosphor
(red). Prompt fluorescence appears at
t=-0.2 ms, and light produced by fracture of
the LiF appears near t =0 ms. An expanded
view of the region near shock-wave arrival,
from 1 to 6 ps, is shown in Figure 9.
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Figure 9. Expanded detail of Figure 8, near
shock-wave arrival. The velocity of the tin-
glue interface is shown in green, with a
peak velocity of 1200 m/s and pressure of
21.4 GPa. The pressure and temperature at
the interface drop for about 1.5 ps, at which
point the shock arrives at the back surface
of the LiF anvil ending the measurement.
The fit lifetime of the pre-shot fluorescence
gives T=0.923 ms.
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Figure 10. Pre-shot spectrum (black), shocked
spectrum (red), and a DAC spectrum (blue) for
comparison. The shocked spectrum had very poor
signal-to-noise ratio, and has been significantly
smoothed. The multiple peaks and peak shifts, and
the emergence of the 630 nm peak, indicate that
the sample was at pressure for the duration of the
experiment.

spectrum and a DAC spectrum, taken at 20 GPa and
923 K, are shown for comparison. The multiple spectral
peaks and the peak shifts in the shocked spectrum are
similar to the DAC measurement, indicating that the
phosphor was under high shock pressures at the time
the spectrum was recorded. Given the poor signal
levels, it is difficult to draw any other conclusions from
the shocked spectrum.

Conclusion

As an illustrative measure of our system’s sensitivity,
we fit the fluorescence decay time from 3.5 to 4.5 ys,
which gives T = 4 ps. This apparent decay, however, is
either due to LiF issues or simply electrical ringing; it
is not obviously indicative of high temperatures due
to the time at which it occurs. We might have been
able to observe a 10 us decay time, or less, during our
experiment, corresponding to ~1100 K. The shocked
epoxy likely did not reach this temperature. We have
previously measured the glue temperature to be about
750 K using mid-wave IR pyrometry with an estimated
(unknown) glue emissivity (Turley 2011).

We have demonstrated that the overall phosphor
temperature measurement technique appears to
be sound, and modifications to it (such as electri-
cally shunting the prompt light signal or exciting at
longer wavelengths to inhibit glue fluorescence) are
obvious improvements to pursue for future applica-
tions. Shocked porous materials reach high tempera-
tures, and Y,0;:Eu3* may be an appropriate choice for
temperature measurements of compressed porous
samples. Also, it may provide an alternate tempera-
ture measurement for cross-comparison with Raman
and radiance measurements to validate thermometric
techniques on a single experiment.
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DYNAMIC RECOMPRESSION OF DAMAGED MATERIALS
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We have investigated the spall mechanism for small, nearly planar explosive-driven shocks;
this has not been studied extensively and is of great importance to our mission. When a metal
sample is subjected to a tension wave in a shock experiment, a damaged layer can form in the
sample when the tension exceeds the spall strength. In many such cases a spall scab separates
from the bulk of the sample, but sometimes the explosive gases driving the shock wave can
continue to accelerate the sample sufficiently to cause it to impact the spall scab several micro-
seconds or more after spall. We set out to determine (a) whether this late-time impact can
be intense enough to recompress or even collapse the spall plane or the incipient spall voids
or damage features, and (b) can such recompression obscure or complicate quantification of
the features of the initial damage in the recovered samples. We used diagnostics that include
time-resolved velocimetry, x-ray radiography, and post-shot sample recovery with metallurgi-
cal analysis to characterize the damage process and samples. In this second year of the project,
we improved the sample recovery methods and added multiplexed photonic Doppler veloci-
metry to determine the kinetics of the damage as a function of radial position in the sample
to learn more about the stress dependence of the damage and recompression processes. We
are attempting to reconcile the time-resolved data and the microstructural information from
recovered samples.

 turleywd@nv.doe.gov, 805-681-2239
a Special Technologies Laboratory; ® Los Alamos National Laboratory; < North Las Vegas; 9 Los Alamos Operations;
e Keystone International, Inc.

Background

Tensile damage formed in materials subjected to
dynamic loads remains an important field of study
(Curran 1987, Gray 2000). To study the spall, damage
evolution, and failure phenomena, conditions of
tension leading to spall are frequently created in the
laboratory using shock-wave experiments utilizing
either flat-top or triangular-wave profiles. A flat-top
shock results from a uniform impactor, usually from
a gun, striking the target. Triangular shocks can be
generated by a suitably layered impactor but are more
commonly produced by detonating a high explosive
(HE) in contact with the sample, where the Taylor wave

shock decay results in a triangular wave. The principal
reasons for differences in the effects of the tension
produced by flat-top and triangular shock waves are
the amount of time the sample material spends at
increased pressure and the magnitudes of the loading
and unloading applied strain rates. The time under
stress is important because the work hardening in
a ductile metal depends upon the time available for
plastic processes, such as dislocation multiplication
and glide, to occur (Gray 2003, 2004). The longer stress
times that occur for flat-top shocks allow increased
substructural development in the form of increased
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dislocation generation and storage. These dislocations
are correlated to increased shock hardening (Gray
1988, 1993; Johnson 1999) via increased work harden-
ing, which has been linked to lower spall strengths in
some materials. The occurrence of these processes at
high pressure before the shock releases is known as
preconditioning. For triangular wave shapes, relatively
less time is spent at peak stress, reducing the time for
nucleation and growth of damage and possibly leading
to a higher spall strength (Hixson 2004, Koller 2005).
The degree of spall and damage formation is known to
depend on the peak stress, tensile strain rate, material
microstructure, and locations of impurities (Meyers
1983, Gray 2010).

Hixson (2004) and Koller (2005) have reported that
copper targets subjected to compressive and tensile
loading from gas gun flyer impacts producing flat-top
and triangular shocks can sometimes exhibit free
surface velocity profiles indicative of spall, depending
on the details of the exact stress-time history applied.
When there is complete spall or a very extensive,
continuous plane of damage in a sample, an acous-
tic wave is trapped in the spall scab and reflects back
and forth, leading to a sample free surface velocity
profile that is roughly flat but with oscillations that
damp out. The ringing period is typically twice the
thickness of the spall scab divided by the sound speed.
Post-shock metallurgical analysis of copper samples
for various experimental stresses and release rates
reveals a variety of conditions ranging from plastic
strain without damage to complete spall. When the
free surface velocity profile shows a spall signature,
the location of the damage plane, whatever the extent
of the damage, is consistent with the ringing period.
For samples that do not spall or damage extensively,
there can be similar ringing, but in this case the period
is usually consistent with the full sample thickness.
In most spall experiments the ringing in the veloc-
ity profile is a good indicator of the location of the
damage plane, but these observations suggest that
a free surface velocity measurement is not always a
reliable indicator of complete spall separation.

Such an apparent anomalous result was reported
for direct triangle wave loading of copper with the

explosive Baratol (Koller 2006). No ductile voids,
evidence of voids, or crack coalescence were observed
inthe recovered copper samplesin spite of the fact that
the measured wave profiles showed a ringing signature
indicative of a spall plane. Instead there were localized
plastic strain features and high dislocation densities
where the spall damage was geometrically expected in
the sample cross section upon postmortem metallur-
gical analysis. Subsequent experiments (Koller 2006)
with a more energetic explosive, PBX 9501, showed
multiple spall and damage layers consistent with the
velocity profile. It was postulated that different Taylor
release strain rates and/or local plastic deformation
sufficient to alter the local impedance of the material
to foster a wave reflection may provide an explanation
for the metallurgy results, but this does not appear
to easily explain the observed velocity profiles. It is,
however, well known that sound wave reflections can
readily occur in the absence of a free surface. For
example, such reflections are observed in layers of sea
water of differing temperature and salinity posses-
sing different wave speeds that accordingly serve as
wave guides in the ocean. It is also worth noting that
the soft recovery technique exhibits the result of the
entire process that the sample has been subjected to,
from the moment the shock enters the sample until it
is recovered. Recovery techniques are not capable of
providing time resolution of the sample loading and
unloading history, and great care is needed to prevent
the sample from being shocked when it is decelerated
within the recovery material.

Becker et al. (2007) suggested that the damaged zone
could be recompressed during a gas gun experiment
designed to have compression waves that arrive
after the initial tension is generated. They hypothe-
sized that if a sufficiently strong recompression wave
follows the tension, the recompression can drive the
damaged layers back together, causing the voids to
collapse. Also, these authors postulated that collapsed
voids might not be readily apparent in subsequent
metallurgical analysis of the soft recovered sample.
They constructed a gas gun experiment with a layered
flyer plate to drive a recompression shock into the
spalled target, and their results support their hypoth-
esis. They found highly strained material where the
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Figure 1. Notional time (t) versus position (x) diagram
for metal driven by HE. HE-metal and metal-vacuum
boundaries are solid blue lines and metal-spall layer
boundaries are dashed blue lines. Shocks are shown

as solid black or red arrows and rarefaction fronts are
dotted. (a) Detonation wave from HE; (b) free surface;
(c) recompression waves; (d) initial ringing in spall scab;
(e) scab; (f) spall surface at time of recompression.

spall plane was expected, but there were no remain-
ing voids in the optical images. More detailed analysis
using electron backscatter diffraction (EBSD) revealed
highly localized plastic deformation and the remnants
of what was interpreted to be collapsed voids.

For HE drive, complete spall separation may occur
while the sample is still being accelerated by the
detonation gases. The tension producing the spall
will pull the spall scab away from the sample. If the
sample eventually moves fast enough relative to the
scab, it can impact the scab and may cause a recom-
pression shock to be formed. In addition there may
be a trapped wave in the sample similar to the one
in the spall scab, although if there is considerable
damage within the sample, this wave may damp out
relatively quickly. Figure 1 is a notional schematic

SDRD FY 2014

time vs. position diagram of these processes for an
HE-driven experiment, with the trapped recompres-
sion waves shown in red. The initial shock front (a) is
reflected at the free surface (b) as a release wave and
interacts with the still oncoming Taylor wave release,
creating tension and spall. A trapped wave (d) in the
spall scab (e) causes the characteristic ringing in free
surface velocity profiles, but on average the scab
travels with a constant speed. A trapped wave (c) rings
in the remainder of the sample, which continues to
accelerate because the HE product gases are still
under pressure. Eventually the sample catches up to
and impacts (f) the spall scab and recompresses the
spall plane. After recompression both trapped waves
(c) and (d) may be able to pass through the spall plane.

Project

Description

We have executed a set of explosive experiments
in parallel with detailed 2-D hydrocode simulations
(hydrodynamics code CTH, McGlaun 1990) to deter-
mine whether HE detonation gases can be made
to accelerate a spalled copper target sufficiently to
produce recompression of the spall zone in a manner
similar to a layered flyer plate. The spall and recom-
pression processes were studied using free surface
optical velocimetry and pulsed x-ray radiography.
We recovered several of the samples and analyzed
them using traditional 2-D metallographic techniques
(optical and electron microscopy) as well as 3-D x-ray
microtomography. We conducted nine experiments.
Table 1 shows the copper sample thicknesses, HE
drive, and shock parameters.

The experimental configuration is shown schematically
in Figure 2. Samples were shocked in three ways to
produce shocks similar to Baratol, which is no longer
readily available. The first method used a 5- or 6-layer
stack of 25 mm diameter sheets of Detasheet, about
10 mm total thickness, which produces a peak shock
stress very close to that of Baratol. (The Detasheet
thickness varies a little from sample to sample, so we
are unable to reproduce the shock stress exactly in
each experiment.) The second method utilized a 25 mm
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Table 1. Parameters for the explosive experiments

Thickness Peak Stress Spall Strength

130109 Detasheet
2 130306 Detasheet 1.89
3 130813-1 Detasheet 1.63
4 130813-2 Detasheet 1.61
5 130313 PBX 9501 2.00
6 140522 Detasheet 1.89
7 140523 Detasheet 4.27
8 140424 Nitromethane 2.20
9 140425 Nitromethane 4.18

diameter by 14 mm thick sample of nitromethane
(NM) sensitized with 0.2% diethylenetriamine. Its
shock stress is less than for Detasheet or Baratol. The
third method used a sample of PBX 9501 that is 8.9 mm
thick by 25 mm in diameter to produce a higher shock
stress. In all cases the HE was axially detonated with
an RP-1 detonator, yielding a slightly divergent shock
wave in the sample. There is also a small decrease in
shock stress with increasing radial distance from the
center of the sample because the detonation waves
farther from center traverse a longer path in the HE
and sample.

To minimize the effects of wave releases from the edge
of the 25 mm diameter HE drive, we used only the
center 10 mm of the target for analysis. The copper
target is a 10 mm diameter disk press fit into a guard
ring (Stevens 1972) (40 mm outer diameter, 10 mm
inner diameter) of similar copper with an interference
fit and no measureable gap. After assembly the target
is polished flat to a final thickness of 2 to 4 mm. The
guard ring forms a momentum trap for edge releases,
allowing planar compression but not radial tension
in the central sample, and thereby minimizing 2-D
perturbations. Often momentum-trapping rings used
on gas gun experiments require several components
(Gray 1989). Because our HE drive has a slightly curved
shock front, we were able to use 2-D hydrocode
simulations to design a ring that quickly pulls away
from the sample, leaving a gap between the sample

Control. Solid sample with no momentum trapping ring;
not recovered.

No No 21.0 2.9
Yes No 23.0 2.8
Yes No 23.0 3.2
Yes No 33.0 29
Yes Yes 224 2.8
Yes Yes 16.8 2.7
Yes Yes 15.3 2.0
Yes Yes 13.9 2.1

and ring while the sample remains relatively flat. All
targets were prepared from 99.999% pure oxygen-
free, high-conductivity (OFHC) copper. The center
10 mm portion was fabricated from a copper sample
annealed under vacuum at 600°C for 1 hour, resulting
in an average grain size of 40 um.

Photonic Doppler velocimetry (PDV) (Strand 2006) was
used to measure the free surface velocity profiles of
the shocked samples for 30 us or longer. A velocime-
try probe on the first five experiments (performed in
FY 2013) allowed us to record a VISAR (Barker 1972)
measurement with the PDV. For the final four exper-
iments we omitted the VISAR, which always agreed
with the PDV, and added 11 more PDV channels to
determine the radial dependence of the shock, spall,
and recompression. For this multiplexed PDV (MPDV),
the probe images 12 laser spots at equal spacings
~1.2 mm apart in a line through the center of the
sample. Eight spots are located on the sample itself,
and the outer two at each end of the line are on the
guard ring. The focal plane for the laser spots was
located several millimeters in front of the sample,
so after the shock emerges, the free surface moves
through the focus and beyond. Spot sizes are ~45 um
in diameter in this region.

The MPDV records were multiplexed, three to a digitizer
channel, so that a single 4-channel digitizer could
record all 12 PDV channels. To multiplex the PDVs we
used three lasers with frequencies differing by 200 and
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Figure 2. Schematic diagram of the experimental setup with blow up of sample

assembly and dimensions

400 GHz, respectively, to enable wavelength separa-
tion. Twelve single-mode optical fibers carry the light
from the lasers to the experiment and the reflected
light back to the MPDV chassis. There the multiplexing
is done by combining reflected light from three of the
optical fibers, each with a different laser, and sending
the combined light to a single detector and high-band-
width digitizer channel. We added a local oscillator
signal to each laser signal and tuned the oscillators so
that the beat frequency of each laser differed from the
other beat frequencies by about 2.5 and 5 GHz, respec-
tively. This difference is more than the largest Doppler
beat frequency we encountered (about 1 GHz),
and it leaves the signals within the detector and oscil-
loscope response bandwidths but well separated from
each other.

A single-pulse flash x-ray system provides a radio-
graphic image of the target about 100 ps after detona-
tion to verify shape and trajectory of the 10 mm center
of the target, which flies free of the surrounding copper
ring and is stopped in ballistic gel in the soft recovery
chamber. A steel stripper, added to Shots 3-9, keeps
the momentum ring fragments away from the soft-
recovery gel. Subsequent metallographic characteriza-
tion of the damage evolved in the recovered samples
includes optical microscopy, EBSD, and orientation
imaging microscopy (Adams 1992).

Velocimetry

Detasheet-Driven Experiments

We conducted six copper experiments using Detasheet
HE. Shots 1-4 helped us develop the soft recovery
system and test the momentum trapping, which, to
our knowledge, had not been done previously with
center-initiated HE. They were described in last year’s
SDRD Annual Report, along with Shot 5, which was
driven with PBX 9501 (Turley 2014).

This year we upgraded the PDV to a 12-channel multi-
plexed version, omitted the VISAR, and changed from
wetted felt to ballistic gel to recover the samples for
metallurgy with less deceleration damage. With this
improved system we fielded experiments with copper
sample thicknesses of 1.89 and 4.27 mm (Shots 6 and
7) as well as two NM experiments, Shots 8 and 9,
also with nominally 2 and 4 mm samples. The differ-
ent sample thicknesses allow the Taylor wave decay
to proceed to different states and produce different
stresses upon shock release.

In Figure 3 are shown velocimetry data at the various
positions on the free surface for Shot 6, the 1.89 mm
thick sample driven with Detasheet. Curves are pre-
sented in pairs at symmetric positions on either side
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Figure 3. Velocities at various positions in a
line across Shot 6, the 1.89 mm Detasheet-
driven sample. Except for the two upper
curves, pairs of curves at symmetric positions
are offset vertically by a multiple of 100 m/s
so that the curves do not all lie on top of one
another. The data for one of the points

2.7 mm from center were lost because of

a broken optical fiber in the probe. Radial
distances in mm for the velocimetry are
indicated in the annotation. Incipient spall
occurs at Time = 0, and the recompression is
6 to 8 ps later. Farther from center, where the
shock is relatively weaker, recompression is
earlier and has a longer rise time, suggesting
that it may be more gentle.

of the center of the sample, and pairs of curves farther
from center are offset vertically (by integral multiples
of 100 m/s) to make them easier to see. The recom-
pressions vary considerably with position on the
sample. Because the HE is center-initiated, the shock
stress farther from center decreases and the recom-
pression waves occur earlier and rise more slowly. We
do not show the outer four channels, two on either
side of center. They are imaged onto the guard ring,
which does not travel along a line to the probe.

Figure 4 shows similar data for Shot 7, the 4.27 mm
sample, also driven with Detasheet. Here there is no
recompression, even in the center. Note that the peak
shock stress in the center of the sample, 16.8 GPa,
is lower than for the outer regions of Shot 6. In the
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Figure 4. Velocities at various positions in a
line across Shot 7, the 4.27 mm Detasheet-
driven sample. Except for the two upper
curves, pairs of curves at symmetric positions
are offset vertically by a multiple of 100 m/s
so that the curves do not all lie on top of

one another. Radial distances in mm for the
velocimetry are indicated in the annotation.
Sharp peaks and dips at late times are
artifacts caused by the PDV dropping the
signal temporarily. (b) The ringing indicates
spall at about 0.2 ps; there is no indication of
recompression.

Radiography section, below, we show an x-ray radio-
graph of the spall scab flying free of the sample for
Shot 7 (Figure 11).

50



MATERIAL STUDIES AND TECHNIQUES SDRD FY 2014

] Figure 5. Comparison of the early time velocimetry near the
center for Shots 6 and 7. The thicker sample’s peak velocity is
lower because of the increased Taylor wave decay. Also, the
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=z a thicker spall scab.
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The early parts of the signals for Shots 6 and 7 are
compared in Figure 5. The thicker sample, which has
lower peak stress at the free surface, has a slower
stress decay upon shock breakout and a longer ringing
period (indicating a thicker spall scab). Nevertheless,
the spall strengths (see Table 1) measured for the two
shots are nearly identical.

Figure 6 is a photograph of the recovered samples
for Shots 6 and 7. For Shot 7 one edge of the sample
struck the scab in the soft recovery vessel.

Nitromethane-Driven Experiments

We fielded two NM-driven experiments, Shot 8 with
a 2.20 mm thick copper sample and Shot 9 with a
4.18 mm sample. Figure 7 shows the velocimetry data
for the 2.20 mm sample. The peak free surface veloc-
ity, 760 m/s, indicates a peak shock stress of 15.3 GPa
in the center of the sample, and the peak stress drops
off to 13.5 GPa at 3.9 mm from the center. As with the
Detasheet experiments, there is ringing in the velocity

Figure 6. Samples recovered from

(a) Shot 7 and (b) Shot 6. The bottoms
of the samples, seen here, are the
sides impacted by the HE.

during the first microsecond after shock breakout.
From the change in free surface velocity between
peak and the first spall minimum we measure a peak
copper spall strength of 1.9 GPa, lower than for
Detasheet, which produces higher stress, but higher
than for flat-top shocks reported by Hixson (2004) and
Koller (2006). From the ringing period near the center
of the sample, 190 ns, we estimate that the damaged
region is about 450 um from the free surface. Near
the edges, where the ringing is faster, the damage
is closer to the free surface. Recompression occurs
around 4 ps after shock breakout for the five veloci-
metry points closest to center of the shock. Because
of the shock asymmetry, recompression can occur at
slightly different times on opposite sides of the center.
For the outermost points there is no recompression
shock, but instead there is slow, steady recompres-
sion. After the recompression there is very minimal
evidence of longer period (~900 ns) ringing that would
be expected for a sound wave reflecting from the
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Figure 7. Velocities at various positions in a
line across the 2.2 mm NM-driven sample,
Shot 8. Radial distances in mm are indicated in
the annotation. Curves are offset vertically in
pairs for velocities at symmetric positions so
that they do not all lie on top of one another.
All curves except the upper two have been
moved by a multiple of 100 m/s.

surfaces of a 2.2 mm sample. In the three channels
without a recompression shock, there is no late time
ringing at all.

Figure 8 shows the PDV velocity data for the 4.18 mm
sample. The peak free surface velocity, 695 m/s, indi-
catesapeakshockstressof 13.8 GPainthe center of the
sample, and the stress drops off to 12.6 GPa at 3.8 mm
from the center. The pullback shows a spall strength
of 2.0 GPa. The ringing period during and after spall is
similar to but slightly slower than the 2.2 mm sample,
and it indicates a spall scab thickness of 720 um.
There is no sign of recompression at this lower shock
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Figure 8. Velocities at various positions in a
line across the 4.18 mm NM-driven sample,
Shot 9. Curves are offset vertically in pairs for
velocities at symmetric positions so that they
do not all lie on top of one another. All curves
except the upper two have been moved by a
multiple of 100 m/s. Radial distances in mm
are indicated in the annotation. The data for
one of the points 2.7 mm from center were lost
because of a broken optical fiber in the probe.

stress, but the sample remained intact and was recov-
ered. Recovered samples for Shots 8 and 9 are shown
in Figure 9.

Comparison of Shots 7 and 8

It is of interest to compare the data from Shots 7 and
8. These were, respectively, a 4.27 mm copper sample
driven by a Detasheet shock and a 2.20 mm sample
driven by NM. As can be seen from the velocimetry
data in Figure 10, the shock stresses are nearly identi-
cal, 16.73 and 15.88 GPa, and the release rates are
also similar. Consequently we expect that the initial

Figure 9. The recovered samples from (a) Shot 8
and (b) Shot 9. Free surface sides are up in the
picture. In image (b) it is possible to see the edge
of the incipient spall region on the circumference,
a short distance from the top.
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Figure 10. Velocimetry measurements near the
centers of Shots 7 and 8; Shot 7 spalled, but 8
did not.

damage should be similar as well. Shot 7 spalled,
while Shot 8 did not. One difference is that Shot 8 had
a recompression wave while 7 did not, even though
their peak stresses were nearly identical.

Radiography

Shown in Figure 11 are x-ray radiographs from three
of the experiments. Image (a) shows Shot 2, for which
there is no stripper (see Figure 2) to catch the momen-
tum trap fragments. Although the momentum trap
scheme nicely separates out the sample center, consid-
erable debris from the guard ring flies behind and can
cause sample damage during soft recovery. The center
image, taken for Shot 3, with the stripperin place, shows
a much better result, with only an intact sample in the
field of view. The other target debris is trapped behind
the stripper and will not interfere with the recovery
process. Both of these shots had nominally 2 mm
thick samples. Image (c) shows Shot 7, the 4.27 mm
sample. In this case the spall scab has completely
separated from the sample. Eventually one edge of the
sample struck the scab in the soft recovery gel.

Metallography

Metallurgical analysis of the recovered, shock-loaded
samples has proven to be a powerful tool in under-
standing the details of the material response to such
loading. This provides a valuable complement to

Figure 11. Flash x-ray radiographs of

the target taken about 100 ps after
detonation. Motion is upward. (a)

Shot 2 (1.89 mm), with no stripper. The
material behind the sample consists of
fragments of the guard ring, which has
been distorted by the diverging shock
wave. (b) Shot 3 (1.63 mm), with a stripper
to remove the debris, passed only the
sample center through the stripper hole.
(c) A 4.27 mm sample, Shot 7, with its
spall scab flying ahead. The scab has
begun to rotate, perhaps because it has
struck the 45° pellicle used for the PDV
signals.

the time-resolved data obtained from VISAR or PDV.
These analyses were done on all experiments except
Shot 1. Last year’s report (Turley 2014) describes the
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metallurgy that was complete at the time the report
was written. This year’s data, described here, featured
our improved soft recovery system, and there was
considerably less damage caused by the sudden decel-
eration in the recovery process. Also the MPDV veloci-
metry allows us to see how the shock stress varies
with radial position on the samples.

Detasheet Drive with MPDV and Improved Recovery

Experiments were conducted using Detasheet with
sample thicknesses of nominally 2 and 4 mm. These
experiments were guided by hydrocode simulations
that predicted for Detasheet:

e 2 mm sample: Spall would occur, followed by recom-
pression caused by the remaining target being accel-
erated by a continuous push from the HE product
gases.

e 4 mm sample: Spall would occur but no recompres-
sion would occur, as the remaining target material is
too massive to be accelerated enough to catch the
spall scab.

These predicted results are consistent with the
subsequently observed velocimetry as shown in the
Velocimetry section. Samples were soft recovered and
collected, and microstructural analyses were done.
Both 2 mm and 4 mm thick samples were collected,
but only the 2 mm sample was analyzed. The 4 mm
thick sample completely spalled, and a spall scab sep-
arated from the bulk. For the 2 mm sample, images are
shown in Figures 12-14.

Figures 12 and 13 are optical images of a cross
section through the recovered sample for Shot 6. The
observed microstructural features (bands) are most
prominent at a distance from the free surface of the
specimen that is consistent with the ringing in veloci-
metry records. In addition to the most prominent
band, we see similar bands over a significant volume
of the sample. Very similar bands were observed in
previous work (Becker 2007). However, the consis-
tency of the velocimetry and postmortem results still
leaves two major questions in this work unanswered:
(1) what deformation process caused these bands?

and (2) when during shock loading did they form?
More specifically, did this specimen ever contain a
spalled surface within it? Were voids or spall surfaces
welded back together in a way that is consistent with
this microstructure and local plasticity as reflected by
the local misorientations evolved in the local regions
surrounding the damage region? This question is
discussed further in the conclusion.

Nitromethane Drive with MPDV and Improved
Recovery

We also recorded measurements with NM-driven 2
and 4 mm thick samples. The HE drive and center-
detonation geometry were similar to the Detasheet,
but the shock stress was lower. We were unable to do
precise simulations for NM because of a lack of a good
EOS model. The data clearly show that Detasheet is
much more energetic, with a higher Chapman-Jouguet
(CJ) state, and that the reshock wave carried more
stress for Detasheet than for NM. Furthermore, the
lower NM detonation speed leads to a more curved
shock front. Both samples were collected and analyzed.

Results for the 2.20 mm sample (Shot 8) are shown in
Figure 14. The damaged region in the sample begins
about 550 um back from the free surface (top). There
are voids at this location and considerable void forma-
tion throughout the damaged region below that
location. Notice that there is minimal damage at the
outer radius of this sample. This is consistent with the
velocimetry, which shows muted ringing on a continu-
ously decreasing velocity followed by an early recom-
pression event. This result may be consistent with
incomplete recompaction of the damage created in
the tensile event.

Higher-magnification images of the damaged region,
as shown in Figure 15, reveal extensive void nucleation
at grain boundary triple points and along numerous
grain boundaries as well. Additionally, band features,
similar tothose observed in Figure 12 and in the Baratol
data, link voids within the microstructure. Note that
while such a combination of void and band features
is observed frequently under plate impact conditions
in tantalum (Zurek 1996), it is not typically observed
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Figure 12. Optical image of the full cross-sectional area of recovered
1.89 mm sample with Detasheet drive, Shot 6. A microstructural
feature, observed close to the free surface (top), appears to be very

MATERIAL STUDIES AND TECHNIQUES SDRD FY 2014

Figure 13. Higher

-~ magnification optical
image from the center
= | ofthe cross-sectioned
sample of Figure 12

similar to that seen for the Baratol experiment, shown in Figures 8

and 9 of last year’s report (Turley 2014).

Figure 14. Optical image of the cross-sectioned 2.20 mm copper

sample with NM drive (Shot 8)

Figure 16. Optical image of the cross-
sectioned 4.18 mm NM-driven copper
sample (Shot 9). The regions of shear
localization linking voids along 45° to the
sample outer diameter are consistent with
late time, radial release-induced damage
evolution.

under plate impact conditions in copper (Escobedo
2012). The features shown in this study therefore may
be consistent with either a recompression event or
the change in shear stress component caused by the
HE drive. We expect the metallurgists to study the
samples at higher magnification in the hope that the
results will improve our understanding of the process.

Finally, characterization of the 4.18 mm thick
NM-driven sample (Shot 9) was performed and yielded
similar results to that observed in the 2.20 mm sample.
One major difference was that significantly more void
formation is observed in the 4.18 mm specimen.
This can be seen in Figure 16. Higher-magnification
details appear to be similar to that observed above
for the 2.20 mm sample, namely void nucleation being

primarily concentrated at grain boundaries and grain
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boundary triple points, except with considerably more
porosity present. Here, too, higher magnification
metallurgy will be helpful.

Conclusion

This research has focused on a previously identi-
fied issue in directly driving metal plates with high
explosives in 1-D and nearly 1-D geometries. These
HE drives, as well as sweeping waves (Gray 2009,
2012), result in the metal sample being subjected to
triangular wave loading and unloading. When such a
wave shape arrives at a free surface, tension develops
immediately, and it can be very large in amplitude.
The amount of tension and the rate at which it devel-
ops are proportional to the CJ state of the HE and the
Taylor wave release rate for a given HE and sample
thickness.

Velocimetry and hydrocode simulations indicate that
the resulting tension for Detasheet and for NM in the
central region produces damage sufficient to cause
a spall plane to form that can reflect sound waves
in a layer near the free surface. In the velocimetry
data we see clear evidence for ringing of a trapped
acoustic wave in the spall scab. The HE product gases
then continue to accelerate the sample, and in some
experiments the sample impacts the spall scab, which
was moving with a constant velocity. This causes
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a subsequent recompression wave, which passes
through the damaged region and reaches the free
surface.

We note that changing the driven sample thickness
from 2 to 4 mm with a Detasheet drive was predicted
by simulations to stop this recompaction process
from happening, and the predicted free surface
profile agreed with the measured. This absence of
recompaction is caused by the change in mass of the
base sample after the spall scab is formed. However,
whether or not a spalled or incipiently spalled sample
gets recompressed depends on other factors as well,
including the peak shock stress and its release proper-
ties. In comparing Shots 7 (4.27 mm sample with
Detasheet drive) and 8 (2.20 mm sample with NM
drive) we saw nearly identical shock conditions, but
the 2.20 mm had a recompression wave and the other,
the more massive sample, did not.

The recovered samples have been examined using
several microstructural tools, and the results show
a band of perturbed microstructure at the location
indicated to be a spall region by the velocity data and
the simulations. However, it is not clear whether this
feature in the microstructural results is consistent with
spall damage occurring and then being recompacted
by a subsequent recompression event, or whether it
is caused by shear localization. Reconciling what we
believe to be the physics effects in these experiments
as determined by velocity data with the metallurgi-
cal analyses of the recovered samples is an ongoing
process. Recompacting significant spall damage or
complete spall should lead to significant lateral plastic
deformation and perhaps heat-affected regions, which
we do not see. Instead, we observe very localized
plastic deformation. Given that the recompaction
event occurs only microseconds after damage, the
damaged region may still be residually heated and
thus have less strength than the ambient material.
Perhaps, therefore, less energy is required to collapse
the damaged region than one would predict for a cold
copper sample at ambient temperature and pressure,
and consequently the region of plastic deformation
caused by recompression may be smaller. It should be

noted that the deformation band we observe in these
experiments is very similar to that shown previously
(Becker 2007, Figure 6) using gas gun experiments.

Our physics hypothesis is that in all of these experi-
ments, considerable damage was done in the target
immediately following the reflection of the triangular-
shaped shock wave at the copper sample free surface.
It would be very surprising if this wave reflection
process did not cause damage, given the peak stresses
involved (20-40 GPa) and the relatively low spall
strength of annealed OFHC copper (1.4-3.5 GPa). We
hypothesize that this damage zone is then recom-
pressed a few microseconds later because the spall
scab is moving at a constant velocity while the remain-
ing target material (for some target thicknesses) is
still being accelerated by the HE detonation gases;
this is directly supported by the time-resolved data.
The recompression event, as clearly observed in the
velocimetry, causes the sample to strike the scab,
which in turn causes heating and may cause localized
recrystallization in the damaged regions.

For the highest performance HE used (PBX 9501,
with a CJ pressure of ~37.5 GPa), the recompression
event is very minor and does not completely “weld”
the sample and scab back together because of the
relatively high velocity imparted to the spall scab.
For lower-pressure HE, Detasheet, and Baratol (Koller
2006), the difference in speeds between the spall scab
and sample were higher (except for very thick targets),
and the resulting recompression impact was more
intense. The thin NM-driven sample had very similar
drive conditions to the Detasheet-driven thick sample,
but because the NM-driven sample was lighter, we
observed a recompression wave that was not present
for Detasheet.

This is a compelling story, but it still requires unambig-
uous reconciliation of the velocimetry with the
post-mortem metallurgical analysis. Therefore, we
plan to continue this line of research and conduct
gun-driven, double-shock experiments to attempt to
repeat these results in a planar geometry. Our goal is
to reconcile the results we see from the velocimetry
with the metallurgical evidence from the recovered
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samples. A manuscript has been prepared and will
be submitted to the Journal of Dynamic Behavior of
Materials for consideration (Turley 2015).
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