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Abstract

This paper describes the application of approximate reasoning to the safety analysis of complicated systems in hostile environments.  Although the behavior of a system under normal conditions may be well characterized, the system’s response under most abnormal situations often is not well understood.  Hostile environments have the potential to set in motion complex sequences of nonlinear phenomena leading to outcomes of radically different severity.  Under these conditions, a meaningful safety analysis cannot be based on existing models but requires the development of a model of system behavior for the abnormal conditions of interest.  We discuss an approach to this problem that is based on the development of a formal logic model and application of concepts from the theory of approximate reasoning.  The expert’s confidence in the possibility of each accident path in the logic model is described using a coherent set of confidence measures.  Each measure represents a qualitatively different type of degree of belief associated with the body of evidence.  The confidence measures are interrelated and form a hierarchical structure.  Each is an approximate measure defined on the unit interval.  By using these confidence measures, we evaluate each accident path and provide a rank ordering that could be used to prioritize further research or analysis, including development of probability models, further logic model development, experiments, or calculations.  An example of the application of these techniques is discussed.

Introduction

A system’s response to hostile environments is characterized by complex and only partially understood phenomena.  The information available about the initial states and the processes composing the system response—the body of evidence—is an incomplete combination of quantitative and qualitative elements.  Two fundamental issues arise in the safety analysis of a system’s response to a hostile environment.

· How can the conceivable paths—the accident instances—between the initial states and the undesired abnormal sys​tem state be determined systematically? 

· What method should be used to filter these alternative accident instances so that only the most significant will receive the bulk of the analysis effort?

Resolution of the first issue requires the development of a coherent model of system behavior under the conditions of interest.  This model can be developed by first constructing a deductive logic structure to enumerate conceivable sequences leading to the undesired event.  For the class of undesired events considered here, we are concerned with representing the possible phenomenological sequences leading from the initial states to the end event.  We refer to this deductive representation of the phenomenology as a “process tree.”  The tree describes alternative process paths and the phenomenological relationships among the discrete processes.

A process tree uses special logic gates.  These include gates to logically represent classes of possibility, necessity, and causality. The tree is a logical equation and can be solved formally by using Boolean approximations for the non-standard gates.  The solutions of the tree are instances, or realizations of the final event.  These instances form the basis for inductive representations of the process that allow sets of similar realizations of the process to be considered as a discrete class.

Development of the logic model involves considerable expert knowledge and judgment.  Hence, the second issue can be dealt with only by using a methodology to evaluate accident paths that is consistent with the expertise used to build the logic model.  An important aspect of this expertise is the expert’s degree of belief or confidence in each of the process instances that they have helped to construct.  We introduce confidence metrics developed using approximate reasoning techniques.  The expert’s confidence in the possibility of each instance in the logic model is described using a coherent set of confidence measures.  Each measure represents a qualitatively different type of degree of belief associated with the body of evidence.  In this context, possibility has a specific mathematical definition that is related to the experts’ confidence in their understanding of the phenomenology.

In this paper we describe the process tree/approximate reasoning formalism.  The starting point is a discussion of confidence measures and how they can be used to determine possibility.  We show how possibility can be represented mathematically.  The elements of a process tree are described, and the logic gates are defined in terms of possibility measures.  Boolean approximations to the tree are introduced, and the method for obtaining solutions is described.  We illustrate the application of this approach with a specific safety problem—the slow-heating of munitions. 

Confidence Metrics for Expert Knowledge

In constructing a process tree, we attempt to deduce all of the possible instances of the final state.  Here “possible” has a specific technical meaning following the development of possibility theory in Prade and Dubois (Ref. 1). Possibility theory is one branch of a larger field, approximate reasoning (Ref. 2), that is concerned with the algorithmic emulation of expert judgment.

It is helpful to start with a discussion of the modes of belief that are needed to define possibility clearly.  These belief modes describe the confidence that subject matter experts have in their understanding about the possibility of a particular path in the tree.  This particular path is denoted here as A.  We propose a hierarchy of confidence measures that represent specific judgments about the degrees of belief in A.  The specific metrics used are

· plausibility,

· tenability,

· credibility, and

· possibility.

We define each of these metrics in turn, show how they are related, and provide a mathematical definition for possibility.

Plausibility.  An instance A is said to be plausible if it is judged to be consistent with the known body of evidence.  A is implausible if it contradicts the body of evidence.  Plausibility is a very weak type of belief.  For example, it is plausible that there is life on Jupiter because this assertion does not contradict the body of evidence.  However, note that this judgment depends on the extent of the body of evidence, which here is assumed to be sparse.  We also must consider the possibility that errors (falsehoods) may reside in the body of evidence  On the other hand, implausibility can be a strong statement.  It is implausible that the entropy in a closed system decreases.  This assertion contradicts the body of evidence, here the second law of thermodynamics.

Tenability.  A is said to be tenable if it can be inferred from the body of evidence; it is untenable if it cannot.  Here inference is a process of the form “IF the elements of evidence E1….En exist in the body of evidence, THEN A”, which in its strongest form is formal logical implication.  This is clearly a more sophisticated degree of belief than plausibility. 

Credibility.  For each instance A, there exists a complement A.  If only A can be inferred, then A is said to be credible.  When only the complement can be inferred, then A is incredible.  A difficulty arises here in that it is not always possible to define A clearly so that credibility statements are unambiguous.

Possibility.  We define possibility in terms of the other weaker confidence measures.  This is shown in Figure 1.  For an instance A to be possible it must be plausible and not incredible.  This second condition includes the case where A is credible and the case where it is not possible to infer only A or A.

Possibility as a Metric.  Possibility is measured on the unit interval [0,1] with an impossible event given the possibility measure (A) = 0 and an event that is completely possible having measure (A) = 1.  Possibility is a subjective and approximate measure but must be defined precisely when it is used mathematically. For example, we might assign the possibility value (A) = 0.1 to an event A that we describe as “remotely possible” and 0.75 to an event B described as “quite possible” in natural language
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Figure 1 – Hierarchy of Confidence Measures

usage.  What we shall mean by such a possibility measure is that our confidence in the event being possible is less than that for event B.  We should have a similar confidence that another event to which a possibility value 0.1 is assigned is possible.  We also should have possibility confidence between those for A and B for events with possibility values between 0.1 and 0.75.  The possibility values thus provide a subjective and approximate rank-ordering of the relative likelihood that A or B is possible.  By analogy with probability, we refer to this use of  to rank order the possibilities as likelihood.  That is, for our example here, the possibility of B is more likely than that of A.  Note that in contrast to the summation properties of probability, more than one element in a set may have a possibility measure of  = 1. 

Possibility is a relatively weak confidence measure.  In some cases, it is possible to say something stronger.  If the complement of A is impossible, (A) = 0.  Then we can say that the necessity of A, denoted by N(A), is 1, N(A) = 1 –(A) is a “sure thing.”  Necessity also is measured on the unit interval.  If (A) = 1, then N(A)  0.  That is, an element must be fully possible before it can be necessary. When an event sequence has been established as having a non-zero possibility, we may develop a probability (or frequency) measure for that sequence.  We will discuss how judgments are made with respect to these confidence measures after considering the logical elements in a process tree.

Elements of a Process Tree

In a process tree, we begin with the abnormal state and successively deduce intermediate events and processes until the initial events and processes have been identified.  This deduction is done using a formal logic model and specific logic gates.  The logic associated with each gate is defined in terms of the possibility and necessity metrics introduced above. In this section, we present the various logic gates used to build a process tree.  A consideration of the mechanics of constructing a tree will be deferred until the next section, where a process tree for the detonation of munitions in slow-heat environments will be discussed.

Many different logic gates are used in a process tree.  The two principal classes of gates are the possibility family and the necessity family. These gates are defined in terms of the fundamental set operations of union and intersection.  We will describe several frequently occurring gates here.  A summary of the logic gates and their iconic forms is given in Table 1. 

Possibility Gates.  The family of possibility gates consists of inclusive and exclusive possibility, the combination gate, and the Cartesian product and union of Cartesian product gates.  The variety in gate logic makes it possible to describe concisely how the inputs may be related to one another and to the gate output.  For example, the inclusive possibility gate A = Ipos(A1,A2…An) is defined such that the possibility of A is the possibility of each input and all combinations of the inputs.  For a gate with two inputs, this is 
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The possibility measure for A is 


(A) = [
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From this definition, it follows that a possibility gate is a form of an OR gate.  (To see this, replace  for the elements by a truth value, 1 for true, and 0 for false for each element and substitute into the definition for the gate).

Necessity Gates.  The necessity family includes the necessity, condition, and causality gates.  The standard necessity gate is defined as
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and the possibility measure (B) is
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By the same reasoning as above, the necessity gate is a form of AND gate.  A special type of necessity gate is a causality gate. For example,


C = Causal(A,B) = A
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Table 1 - Process Tree Gates and Symbols

	Gate Name
	Icon
	Definition
	Gate Name
	Icon
	Definition

	Inclusive Possibility
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	Each input and all combinations are possible
	Necessity
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	All inputs are necessary for the instance

	Exclusive Possibility
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	Each input is a possible exclusive instance
	Priority Necessity
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	All inputs must occur in order from left to right for the instance to occur.
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	Combinations of all inputs taken j at a time are possible instances
	Causality
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	All inputs are necessary for the instance to occur. There is a causal rela​tionship between adja​cent inputs. Causality runs from left to right
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where the last element expresses the condition that A causes B.  By extension, the possibility for C is 
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Here R describes the causal relationship between A and B and takes into account any dependencies.  Note that both A and B may themselves be composed of many sub-branches, and therefore, R can be quite complicated.  Each element in R describes a particular causal relationship, say between ai and bj.  If 
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 is not possible, then (R(Ai,Bj)) = 0.  At first glance, it may appear strange that the gate demands causality but that some of the individual combinations of causes and effects are said to be impossible.  This situation arises because, for practical reasons, the sub-trees are developed independently.  Similarly, if Ai inevitably causes Bi then (R(Ai,Bj)) = 1.  In general, causality will be neither impossible nor inevitable, so 0  (R(Ai,Bj))  1. 

Solution of a Process Tree.  The process tree is a logical equation that describes all the possible instances that could possibly produce the top event.  It is necessary to solve the tree to view these instances separately.  At the present, we do this by substituting Boolean gates for the possibility and necessity classes of gates.  This requires changing the various possibility gates into equivalent OR/AND structures.  Necessity-type gates are transformed into AND gates. In the case of causality gates, we set all values of (R) to 0 or 1 to obtain the Boolean analog. 

To date, process trees with up to a thousand gates have been solved successfully using the SETS computer code [Ref. 3].  The SETS code handles symbolic equations using Boolean algebra.  The basis of the algorithms in SETS is the successive substitutions of input to logic gates for the gate symbol in the Boolean equation of the logic tree.  The resulting large Boolean equations are reduced by factorization and the application of Boolean identities.  The reduced equation can be shown in disjunctive normal form as a Boolean sum of cut sets.  Each cut set is a sequence of elements from the process tree that combine logically to produce the top event in the process tree.

To perform these manipulations, the process tree is transformed into a Boolean equation using a graphical input tool.  This Boolean equation is manipulated using functions in SETS, and cut sets of the equation are found.  The relational R values mentioned above for causal gates are entered manually, and their effect is invoked using special functions in SETS.  The process trees we have been developing typically generate a thousand or more cut sets.  This unwieldy mass of data often can be simplified by combining related cut sets into groups.  This can be effected by using options in SETS that arrest the symbol substitution process mentioned previously at various levels in the process tree.  
Evaluating Confidence.  The confidence values associated with different paths through the process tree can be handled using SETS or manually.  When handled manually, each cut set, or a group of closely related cut-sets, is examined.  The supporting evidence for the cut set is evaluated using rules to combine the effect of different confidence values [Refs. 4–6].  These rules have often been quite simple.  For example, if any element in the cut set is implausible or incredible, then the cut set is not possible.  This method has been used to generate “snapshots” of the status of knowledge concerning an accident.  These snapshots have proven very popular with technical managers in particular.

Confidence values also may be associated with paths in a more automated manner using the SETS program.  The confidence values discussed previously are assigned to elements of the process tree using AND logic, forming augmented cut sets with both the original elements and confidence measures.  The augmented cut sets have combinations of confidence measures that can be reduced to possibility statements using rule bases.  These rule bases can be programmed into the SETS user program to produce groups of cut sets sorted by possibility values.

Process Tree for Slow Heating of Munitions

A class of safety problems that we have been concerned with recently is propagating explosions in munitions.  When weapons are exposed to fire, the likelihood of a propagating explosion increases with the severity of the high 


explosive (HE) reaction.  The most severe conditions are encountered when a detonation occurs in the first weapon to explode (the donor) as the result of a deflagration-to-detonation transition (DDT). Violent reactions are more likely to produce high-velocity fragments, which increase the probability of detonations in adjacent, acceptor weapons.  In our previous work, we concentrated on the response of the acceptor weapons [Refs. 7-8].  Here we consider the phenomenology associated with producing a violent reaction in the donor munition.

Figure 2 shows the tree top or tree stem for this problem.  This tree was developed by a series of meetings with the HE subject matter experts.  The complete tree is far too large for inclusion here.  The top event is a detonation wave formation resulting from slow heating.  If this occurs, the concern for a chain reaction of detonations grows.  The top gate (GA) is a condition gate.  The inputs to this gate are a violent reaction in the HE resulting from slow heat and a branch that specifies the conditions that this reaction be a detonation.  We will consider the conditions for detonation first.  Gate GB is a necessity gate.  The deductive process indicates that it is necessary to have sufficient distance in the HE for the reaction to proceed to DDT and that confinement of the HE is required.  Confinement here means that the pressure produced by the reacting HE is not vented.  It is generally accepted that loss of confinement will preclude the possibility of DDT.  Various possibilities that would produce the required run to detonation distance and confinement are explored using inclusive possibility gates.

The process input to GA is the violent reaction of HE from slow heating.  As might be expected, this element is the output of a causal gate, GC.  The inputs to the causal gate are as follows.

· Creation of weapon abnormal thermal environment (GD)

· Thermal and material field produced in the HE (GE)

· Violent reaction produced in the weapon HE (GF)

The causality in this list is evident.  If we go to one level lower, then some of the details relevant to these three processes are deducible.  Gate GD begins the description of how a thermal initiating event causes a thermal field around the munition.  The thermal initiating branch, left undeveloped here, is actually quite large.  It describes all the different types of thermal events that could produce a thermal field.  The descriptions of these thermal fields are themselves formally quite detailed.  This means that the causality relationship R associated with this gate is itself large.  Gate GE is needed to describe how the external thermal field interacts with the weapon and produces fields within the HE. 

The last gate on this level, GF, represents the phenomenology associated with ignition of the HE, initiation of the HE, and the flow field produced by the initiation.  Here ignition corresponds to the onset of a significant exothermic reaction in the HE, initiation is associated with the onset of a thermal explosion, and the existence of a flow field is associated with the motion of a reaction wave.  The development of the tree beneath each of these inputs is extensive.  Many alternative possibilities for how each of these processes could evolve were identified.

Solution of the Slow-Heating Process Tree.  If we make the Boolean substitutions as noted above, we obtain an approximate solution for the tree.  For the tree top shown, we have simply the complete causal chain shown on the left of Figure 2 (Gates GC, GD, GE, GF) and the alternative conditions that appear below GB.  Because there are two inclusive possibility gates (inclusive ORs), this alone generates nine separate instances.  The complete tree represents over a thousand possibilities for the detonation of the HE in a slow-heat environment.  It should be noted here that this number applies to the confidence-evaluated process tree.  That is, the confidence measures were applied to earlier versions of the tree.  This made it possible to eliminate instances judged implausible, untenable, or incredible.  The elimination was effected by either eliminating branches or basic events (the lowest level in the tree) or by deleting instances where causality conditions did not meet the confidence tests. 

Inductive Transformations of the Process Tree.  The solutions of the approximate Boolean process tree can be manipulated to produce different perspectives.  This typically involves grouping the solutions into sets having common characteristics.  These condensed groupings often can be presented best as directed graphs such as an event tree or the phenomenological sequence diagram shown in Figure 3.  The 
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Figure 
3 – Inductive Graph Obtained From the Process Tree For Slow Heating of Munitions

relationship between this simplified graph and the process tree of Figure 3 is apparent.  In actual practice, the inductive diagrams are much easier to comprehend and use.  Figure 3 marks the starting point for a probabilistic analysis of this problem.

Conclusions

Safety analysis often requires examining the behavior of engineered systems in abnormal or unanticipated environments.  System behavior under such conditions can be largely unknown.  Urgent operational requirements and limited resources may require safety decisions using a very limited body of evidence relating to the abnormal environments.  System behavior under these conditions requires extrapolation and even speculative thinking.  This paper has described a method for systematically approaching such analysis problems.  The method uses logic modeling to enumerate the possible system responses to abnormal environments and approximate reasoning to capture the confidence of system experts in their extrapolations and speculations.  This technique has proven valuable in defining the status of difficult safety problems and pointing the way toward resolution of the problem using experiments, tests, and calculations.  It provides a systematic way to identify possible accident paths, including those not previously considered by system experts.  The approximate reasoning methods provide a rapid means for developing a relative ranking of the perceived importance of possible accident paths, allowing research efforts to be focused on those unknown areas most likely to yield substantial improvement in system behavior. 
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