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parallel partitioning of the standard LU 
decomposition algorithm. In 1986, Sun  
et al. introduced the parallel partitioning 
LU algorithm that is very similar to  
Bondeli’s divide and conquer algorithm. 
These algorithms, while well suited for 
problems distributed across a moderately 
large number of processors, do not scale 
well to very large numbers of processors. 

Algorithm

The tridiagonal linear system is assumed 
to be distributed across a large number 
of processors, such that each processor 
owns a contiguous number of rows (see 
the top matrix schematic of the figure). 
Each processor generates from that two 
interface equations that link neighboring 
processors (indicated by the red rows in 
the bottom matrix schematic of the fig-
ure). This is done efficiently by applying 
a Cholesky decomposition to the part of 
the tridiagonal system that is interior to 
each processor (indicated by the blue 
matrix entries of the bottom matrix sche-
matic in the figure). The decomposition 
can be used to generate the upper, as 
well as the lower interface equation. The 
new system of interface equations has 
properties that are similar to the original 
tridiagonal system. These interface equa-
tions are now assigned in large enough 
groups to a subset of processors, and the 
resulting tridiagonal system of linear 
equations is now solved recursively by 
computing new lower lever interface 
equations. We proceed with further re-
cursion if the subset of processors is suf-
ficiently large, or solve the new interface 
system directly on one of the processors 
in the subset. Once this lowest level set 
of interface equations is solved, its solu-
tion is communicated to the processors 
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Large tridiagonal systems of 
linear equations appear in many 
numerical analysis applications. 
In our work, they arise in line 

relaxations needed by robust multigrid 
methods, such as the parallel BoxMG 
code [1], for structured grid problems. 
We present a new numerically stable and 
scalable algorithm for the solution of 
diagonally dominant tridiagonal linear 
systems of equations that scales well on 
distributed memory parallel computers. 
Its multilevel design makes it well suited 
for distributed memory parallel 
computers with very large numbers of 
processors.

Background

On a serial computer, a diagonally 
dominant tridiagonal system of linear 
equations can be solved in “order N” 
steps, by using Gaussian elimination and 
taking advantage of the special sparsity 
pattern of the linear system. This 
resulting algorithm is commonly 
referred to as the Thomas algorithm.

The first parallel algorithm for the solu-
tion of tridiagonal systems was devel-
oped by Hockney and Golub. It is now 
usually referred to as cyclic reduction. 
Stone introduced his recursive doubling 
algorithm in 1973. Both cyclic reduction 
and recursive doubling are designed for 
fine-grained parallelism, where each pro-
cessor owns exactly one row of the tridi-
agonal matrix. In 1981, Wang proposed a 
partitioning algorithm aimed at more 
coarse-grained parallel computation typ-
ical of shared memory clusters, where 
the number of processors is much small-
er than the number of unknowns. There 
has also been attention directed toward a 
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that own the next level up, which then 
can solve their higher level interface 
equations, and then on to the highest lev-
el, which is the original tridiagonal sys-
tem of equations. Interestingly, the Cho-
lesky decompositions that were comput-
ed along the way to generate each of the 
interface equations can be re-used now to 
solve them.    

The strength of our new algorithm is that 
standard numerical components, such as 
Cholesky decompositions, are used for 
solving reduced systems of linear equa-
tions on each processor. This ensures that 
the resulting algorithm is numerically 
stable and easily maintainable. The re-
sulting algorithm can be shown to be nu-
merically stable and to scale well in par-
allel across very large numbers of proces-
sors. 

For more information contact Markus 
Berndt at berndt@lanl.gov.
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Fig. 1.
Schematic of a tridi-
agonal matrix owned 
by one processor before 
(top) and after the 
generation of interface 
equations (bottom).




