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Presentation Road Map 

• A Holistic Approach to Efficiency:  
• Power, Packaging, Cooling, Integration … 

• NREL Data Center. 
• Longer term view 

• Workflow and Energy Management 
• Demand Response 
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Motivation 
Data centers are highly energy-intensive facilities 
• 10-100x more energy intensive than an office. 
• Server racks well in excess of 30kW. 
• Surging demand for data storage. 
• EPA estimate: 3% of U.S. electricity 
• Power and cooling constraints in existing facilities. 

• Data Center inefficiency steals power that would 
otherwise support compute capability. 

• Within varied power constraints, can we manage 
and optimize workflows? 
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Data Center Efficiency Metric 
•  Power Usage Effectiveness (P.U.E.) is an industry 

standard data center efficiency metric. 
•  The ratio of power used or lost by data center 

facility infrastructure (pumps, lights, fans, 
conversions, UPS…) to power used by compute. 

•  Not perfect, some folks play games with it. 
•  2011 survey estimates industry average is 1.8. 
•  Typical data center, half of power goes to things 

other than compute capability. 

4 

“HPC power” + “Facility power” 
P.U.E. =  
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“HPC power”  
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Assume ~20MW HPC system & $1M per MW year utility cost. 

Facility 

HPC 

Cost and Infrastructure Constraints 
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Data Center Efficiency 
•  Choices regarding power, packaging, cooling, and energy 

recovery in data centers drive TCO. 

•  Why should we care?   
•  Carbon footprint. 
•  Water usage. 
•  Mega$ per MW year. 
•  Cost: OpEx ~ IT CapEx! 

•  A less efficient data center takes away power and dollars that 
could otherwise be used for compute capability. 
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Holistic Thinking 
•  Approach to Cooling: Air vs Liquid and where? 

–  Components, Liquid Doors or CRACs, … 

•  What is your “ambient” Temperature? 
–  55F, 65F, 75F, 85F, 95F, 105F … 
–  13C, 18C, 24C, 30C, 35C, 40.5C … 

•  Electrical distribution:  
–  208v or 480v? 

•  “Waste” Heat:  
–  How hot?   Liquid or Air?   Throw it away or Use it? 
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Safe Temperature Limits 

~65C 

~75C 

CPUs 

GPUs 

~85C 
Memory 

(149F) 

(185F) 

(167F) 

CPU, GPU & Memory, represent ~75-90% of heat load … 
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  Cooling Efficiency 
•  Heat exchange: liquids are ~1000x more efficient than air. 

•  Transport energy: liquids require ~10x less energy. 
(14.36 Air to Water Horsepower ratio, see below).  

•  Liquid-to-liquid heat exchangers have closer approach 
temps than Liquid-to-air (coils), yielding increased 
economizer hours. 
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Move to Liquid Cooling 
•  Server fans are inefficient and noisy. 

–  Liquid doors are an improvement but we can do better! 
•  Power densities are rising making component-

level liquid cooling solutions more appropriate. 
•  Liquid benefit: 

–  Thermal stability, reduced component failures. 
–  Better waste heat re-use options. 
–  Warm water cooling, reduce/eliminate condensation. 
–  Provide cooling with higher temperature coolant. 

•  Eliminate expensive & inefficient chillers 
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•  Save wasted fan energy and 
use it for computing. 

•  Unlock your cores and 
overclock to increase 
throughput! 



Liquid Cooling – New Considerations 
•  Air Cooling: 

–  Humidity.  Fan failures. 
–  Air side economizers, particulates. 

•  Liquid Cooling: 
–  pH & bacteria. 
–  Dissolved solids. 
–  Corrosion inhibitors, etc. 

•  When considering liquid cooled 
systems, insist that providers 
adhere to the latest ASHRAE 
water quality spec or it could be 
costly. 
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NREL HPC Data Center 
•  Showcase Facility 

–  10MW, 10,000 s.f. 
–  Leverage favorable climate 
–  Use evaporative rather 

mechanical cooling. 
–  Waste heat captured and 

used to heat labs & offices. 
–  World’s most energy efficient 

data center, PUE 1.06! 
–  Lower CapEx and OpEx. 

•  High Performance Computing 
–  Petascale+ HPC Capability in 2013 
–  20 year planning horizon 

•  5 to 6 HPC generations. 
–  Insight Center 

•  Scientific data visualization 
•  Collaboration and interaction. 

Leveraged expertise in 
energy efficient buildings to 
focus on showcase data 
center. 
 
Chips to bricks approach. 
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Critical Data Center Specs 
•  Warm water cooling, 75F (24C) 

•  Water much better working fluid 
than air - pumps trump fans. 

•  Utilize high quality waste heat, 
95F (35C) or warmer. 

•  +90% IT heat load to liquid. 

•  High power distribution 
•  480VAC, Eliminate conversions. 

•  Think outside the box 
•  Don’t be satisfied with an energy 

efficient data center nestled on 
campus surrounded by inefficient 
laboratory and office buildings. 

•  Innovate, integrate, optimize. 
Dashboards report instantaneous, seasonal and cumulative PUE values. 
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•  Data center equivalent of the “visible man” 
–  Reveal not just boxes with blinky lights, but the inner 

workings of the building as well. 
–  Tour views into pump room and mechanical spaces 
–  Color code pipes, LCD monitors 

NREL ESIF Data Center Cross Section 
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“We shouldn’t use evaporative cooling, water is scarce” 

•  Thermoelectric power generation (coal, oil, natural gas and 
nuclear) consumes about 1.1 gallon per KW hour, on 
average. 

•  This amounts to about 9.5M gallons per MW year. 

Water Considerations 

•  We estimate about 2.0M gallons water 
consumed per MW year for on site 
evaporative cooling at NREL. 

•  IF chillers need 0.2MW per MW of HPC 
power, then chillers have an impact of 
2.375M gallons per year per MW. 

•  Actuals will depend on your site but evap. 
cooling doesn’t necessarily result in a net 
increase in water use.  
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PUE 1.0X -- Focus on the “1” 

Facility PUE 

IT Power Consumption 

Energy Re-use 

We all know how to do this! 
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True efficiency requires 3-D optimization. 
Steve Hammond 



Facility PUE 

IT Power Consumption 

Energy Re-use 

We all know how to do this! 
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Increased work per watt 
Reduce or eliminate fans 
Component level heat exchange 
Newest processors are more efficient. 

True efficiency requires 3-D optimization. 
Steve Hammond 
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Facility PUE 

IT Power Consumption 

Energy Re-use 
True efficiency requires 3-D optimization. 

We all know how to do this! 
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Increased work per watt 
Reduce or eliminate fans 
Component level heat exchange 
Newest processors are more efficient. Direct liquid cooling, 

Higher return water temps 
Holistic view of data center 
  planning 
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What’s Next? 

ü Energy Efficient supporting infrastructure. 
ü Efficient HPC for planned workload. 
ü Capture and re-use waste heat. 

Can we manage and “optimize” workflows, with 
varied job mix, within a given energy “budget”? 
 
Can we do this as part of a larger “ecosystem”? 
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Extreme Scale Energy Management 
•  Naïve: Set a fixed upper limit for power on 

each node and rack in your cluster so you 
never exceed your power constraint. 
–  suboptimal system utilization, reduced throughput 

for a mixed and varied workload 
•  Optimized: Heterogeneous variations in per-

node and per-rack power, based on mission 
need and workload across the system. 
–  require a holistic view of the system: application mix 

being run, application energy profile, the queuing 
and job scheduler, O/S and R/T system, as well as 
the interaction between the system and the facility 
infrastructure supporting it. 
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Scenarios 
•  New high priority job to run. Sufficient nodes, 

but … would exceed power constraint.  
–  Checkpoint or Kill existing workload? 
–  Lower p-State (e.g. down clock other jobs)? 

•  New large, capability job to run.  Insufficient 
compute resources. 
–  As resources are reserved, can we accelerate 

(e.g. over clock) some jobs to accelerate and allow 
new job to run sooner? 
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Other Factors 
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DemandSMART: Comprehensive Demand Response 
Balancing supply and demand on the electricity grid is difficult and expensive. End users 
that provide a balancing resource are compensated for the service.  
 

Annual Electricity Demand As a Percent of Available Capacity 

50% 

100% 

Winter Spring Summer Fall 

75% 

25% 

90% 
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4MW solar 

Use waste heat 

Better rates,   shed load 



Parting Thoughts 
•  Energy Efficient Data Centers – been there, done that 

–  We know how, let’s just apply best practices. 
–  Don’t fear H20: Liquid cooling will be increasingly prevalent. 

•  Metrics will lead us into sustainability 
–  If you don’t measure/monitor it, you can’t manage it. 
–  As PUE has done; ERE, CUE, WUE will help drive sustainability. 

•  Energy Efficient and Sustainable Computing – it’s all about the “1” 
–  1.0 or 0.06?  Where do we focus? Compute & Energy Reuse. 

•  Holistic approaches to Energy Management. 
–  Lots of open research questions. 
–  Projects may get an energy allocation rather than a node-hour allocation. 
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Questions? 
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Thank you! 
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