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Gyroball

From Wikipedia, the free

Far the gyrascopic toy Powerball, see FPowerball

A gyroball is a kind of fastball or the physical phenomenon itself. The name is given to a unigue baseball pitch used primarily by players in
Japan.

QOverview [edit]

The gyroball was developed by a Japanese scientist, R:utarn Himenn{ﬁﬁﬁﬁiﬂﬂﬁ], and a baseball instructor, Jonathan Paruk(F1F — ), who
used computer simulations to create a new style of delivery intended to reduce stress on the pitcher. They published their wark in a book,
currently available anly in Japan, whaose title is roughly translated as, The Secrat of the Wiracle Pich.

Tezuka got the idea in 1995, when he found an American toy in a Japanese store. The toy is called the ¥-Zylo Ultra, and its reliance on the
gyroscopic effect allows it to fly maore than 500 feet when thrown. 1]

Amid many conflicting claims, Tezuka says the gyroball has been misunderstood.

According to Himeno and Tezuka, a gyroball
the pitcher's arm move inwards towards the §
pitcher rotates his arm so that it moves awa
and toward first base for a left-handed pitche

Howeewer, the technigue to throwing the gyrob
Kazushi Tezuka is an instructor at the Jyou
says Tezuka, as he grabs his thigh, "is the

do with the hands. "]

The unusual method of delivery creates a bu

dirertinn nf the throwe similar to the waw an 4
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'n. Current RSCC System installed in 2004 at Riken Advance Center for Computing & Communication
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po Basic concept of RSCC

RIKEN

m Each computer architecture has each advantage and
disadvantage

m There is no single architecture which fits wide variety of
applications

m RSCC is composed of 3 subsystem, Linux cluster with
Xeon, Vector Parallel computer and MD-GRAPE3

We made a proposal of the NGSP based on
this concept to MEXT
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Policy and Outline of

A Next Generation Supercomputer Project

~
i
=0

Purpose of policy:
development, installation and application of an advanced
high performance supercomputer system, as one of
Japan’s “Key Technologies of National Importance”

Total Budget:
about 115 billion Yen ( 1.15 billion US dollars )

Period of Project:
FY2006 — FY2012
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ﬂ Formation of the 10 Peta R&D Project

RIKEN

Industrial Forum
for Promotion
of Supercomputing

RIKEN: Project HQ
Next-Generation
Supercomputer R&D Center

Ryoji Noyori
Evaluation
Committees

u

[ . ] (Note) NII: National Institute of Informatics,
Computer Companies IMS: Institute for Molecular Science 10




w= Goals of the Next Generation Supercomputer Project

RIKEN

1. Development and installation of the most advanced

high performance supercomputer system

2. Development and wide use of application software to

utilize the supercomputer to the maximum extent

3. Provision of flexible computing environment by sharing
the next generation supercomputer through connection
with other supercomputers located at universities and

research institutes

4. Establishment of “Advanced Computational Science
and Technology Center (tentative name)”

11
11



Expansion of Highest Computer for
AlKeK Global Usage
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Schedule of Project

RIMZN N
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Target applications and BM suit

The application software committee started selecting
target applications for making a benchmark suit in
January, 2006.

21 codes were selected in March and NextBMT suit
was developed.

ol e 4
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NextBMT and Peta-scale BMT(1/2) Peta-scale BMT

o
RIK=N Fields Program name Description
SimFold Prediction of Protein Structure
GNISC Inference of Genetic Networks from Experimental Data of Gene Expression
MLTest Validation of statistical significance for development of individualized medicine
Life
6
©) MC-Bflow Simulation for blood-flow analysis
sievgene/myPresto Docking simulation of protein and drug
ProteinDF Ab-initio Molecular Dynamics Calculation in Large-Scale Protein Systems
GAMESS/FMO FMO Molecular Orbital Calculation
Modylas Massively-parallel multipurpose software for molecular dynamics calculation
RSDFT Ab-initio Molecular Dynamics Calculation in Real Space
Nono
(6) RISM/3D-RISM Analysis of Electron States of Proteins in Solution with the 3D-RISM/FMO Method
PHASE First-Principles Molecular Dynamics Simulation within the Plane-Wave Pseudopotential formalism
Octa Coarse-Grained Molecular Dynamics Calculation

16
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po NextBMT and Peta-scale BMT(2/2)

RIKEN
Peta-scale BMT

LatticeQCD Study of elementary particle and nuclear physics based on Lattice QCD
Astronomy o . . e .
) NINJA/ASURA Super large-scale gravitational many-body simulation for finding the celestial
origin
NICAM Nonhydrostatic ICosahedral Atmospheric Model (NICAM) for Global-Cloud
Resolving Simulations
Geophysics Seism3D Simulation of Seismic-Wave Propagation and Strong Ground Motions
(3)
COCO Super-resolution Ocean General Circulation Model
Cavitation Computation of Unsteady Cavitation Flow by the Finite Difference Method
LANS Computation of compressible fluid in aircraft and spacecraft analysis
Engineering(4)
FrontSTR Structural Calculation by Finite Element Method (FEM)
FrontFlow/Blue Unsteady Flow Analysis based on Large Eddy Simulation (LES)

17



System Configuration

Front-end unit

Local file
system

The Next-Generation Supercomputer is designed as hybrid
general-purpose supercomputer that provides the optimum
computing environment for a wide range of simulations.

«Calculations will be performed in processing units that
are suitable for the particular simulation.

*Parallel processing in a hybrid configuration of scalar
and vector units will make larger and more complex
simulations possible.

13
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RiE—Hybrid Supercomputer System composed of Scalar and Vector Units

Vector unit is suitable for continuum physics simulation
Scalar unit is suitable for Data Base application, particle-based simulation
Hybrid system has both strong points for users to choose better units for different

applications
-} .
= Vector Unit
. o nd com
Scalar Unit egrated Vector processor
Data base, based on the

homology search Vector Unit Earth Simulator
Similarity with PC strong for
 high speed low continuum
Solar cel )
power CPU — physics
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e For Energy Saving,

RIKEN

m Cogeneration system: gas turbine power generator &
steam generator using natural gas

Generates electric power and steam

Steam is used in cooling system which makes child
water

Child water is used in two ways
= Water-air heat exchanger
m Directly provided to computer

m Clock frequency is decided from energy saving point of
view

20



e Cogeneration system: 2 points of Saving Energy

RIKEN

m Total energy efficiency of cogeneration system is better
than ordinary commercial electric power plant

Using natural gas as fuel, CO, will be reduced at the
same time

m Direct water cooled computer system can save pumping
loss of air blowing for cooling

Full water cooled system has difficulty in maintenance
We will use partial water cooling system

21



p Photographs of the facilites
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p Major Applications of Next Generation Supercomputer

®
RIKZN

: Designing safe cars Pi Designing new materials &) Redicting seismic waves
Faster development of produfis | S8 Studying enzyme and » Predlicting tsunami damage
: catalytic reactions — -

Aerospace \ ' g™ Life sciences

o . il .
' Designing rocket engines : Drug devslopment Predlctmg chmate change d
Aircraft development : #25 New technologies for medical ' Predicting effects of

r | 4 treatment and diagnosis : the El Nino phenomenon

Astronomy and

Nuclear power £
A astrophysics

Analymng wholp nuc‘lpar
power plants Developing Research on the origin of the

nuclear fusion reactors A universe Studying the formation of
’ Q‘“ planets and galaxies
Targeted as

grand challenges




Nano-Science Simulation Software

®
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Next-Generation

Energy
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SOIf?xra?irc‘)%rgy and DDS - Nano quantum devices
Next-Generation Spin electronics
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molecules = chemistry dynamics

+ To create next-generation nano-materials

(new semiconductor materials, etc.) by integrating
+ theories (such as guantum chemistry, statistical dynamics and solid electron theory)

+ and - simulation techniques in the fields of new-generation information functions/materials,
nano-biomaterials, and energy
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ﬁ Life-Science Simulation Software

RIKEN

Toward therapeutic

Surgical
technology - ) ] procedures
Drug Delivery High Intensity Catheters
Drug System = d ) .
development : Lol g Micromachines
. Regenerative Ultrasoun .
Tailor-made rrg1edicine Hyperthermia
medicine
Molecular Cellular

Organ and
scale

Size

Micro Meso Macro
Protein structural Fluids, heat,
analysis Molecular structures Vas%ulgr Is-r){Stem
Drug response networ_k Achievement of Sk
analysis e chemical reactions Skeleton model

Microscopic approach Macroscopic approach

MEéﬂc'erfntigtrr';'%'ﬁrl,%/fqa%i%mt;m Continuous entity simulations

__<Multi-scale human body simulations= _
To provide new tools for breakthroughs against various problems in life science

by means of petaflops-class simulation technology, leading to comprehensive
understanding of biological phenomena and the development of new
drugs/medical devices and diagnostic/therapeutic methods

25
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Q Total Simulation of Living Matter

Goal

Understand the life phenomena: reproducing life program on computer
Develop new medicine and medical equipment

Approach
combination of analytical approach and Data-driven approach on Peta-scale
compue Data-Baﬁed /“Understand the \
. approach to life phenomena:
Analytical analysis reproducing life
approach ‘ rogram on
Peta scale simulation ﬁéomputer
ew *Develop new
Fusion of Data ethodolog ng:gge and
body scale based approach and :
Analytical approach \eqmpment /

asic princip Experimen
(Equations) data
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ﬁ Cyber Science Infrastructure Plan

RIKEN

Virtual researc
- environment for
.. >~various fields

o D BSE™ Ggs PG Gt " Pl

—_ et S, Is—-ml- M RS e

Operated by National Institute of Informatics (NII)

(Note) VO :Virtual Organization 27
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3 CACST: Center for Advanced Computational Science and
wiEl - Technology (tentative name)

m Computer science and Computational science

m Both researchers will gather and expect to develop new
research fields and methodologies

m Currently, we are designing the center gand operation
policy of the supercomputer i

i)

eneration

Kobe Airport '



ﬁ Tentative Plan of the computer center

RIKEN

m Hub of the Computer Science and Computational
Science in Japan and Asia.

1 Cross point of various sciences and technologies
using HPC

1 Operation of 10-Peta FLOPS
1 User support and spr
1 Development of the &
I Research on comg
1 Education ‘

Computer
Science



po Summary

RIKEN

m From energy saving point of view, gas cogeneration
system is adopted

m For saving pumping loss of air handling, water cooling
system is partially adopted

m \We are focusing on application development in Nano
science and Life science

m Currently all development of hardware and software are
on schedule

30



