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OVERVIEW
The presentation ill co erThe presentation will cover…

• Energy Efficiency Issues
• The Evolving Data Center
• HPC1 Cluster Case Study
• Energy Efficiency Solutions for HPCEnergy Efficiency Solutions for HPC

• Monitoring, Visualization, & Control
• Power Distribution & Management

Cooling Air• Cooling - Air
• Cooling - Free Air Cooling for HPC?
• Cooling - Liquid
• Containerized Data Centers for HPC?

• Onsite Power Generation and Microgrids
• Concluding RemarksConcluding Remarks



ENERGY EFFICIENCY ISSUESENERGY EFFICIENCY ISSUES



Power Transmission/Distribution Losses 

Typical Data Center 
Energy End-Use

100% fuel 
input

Power

35% generation 

Power 
Conversions
& Distribution

efficiency
Cooling 

Equipment
11%-22% of fuel input

delivered
to IT load

33%

Server Load
/Computing
Operations

33%
delivered

Source:  P. Scheihing, US DOE EERESource:  P. Scheihing, DOE EERE

Making the case for microgrids and distributed generation



Top500 Power Consumption 
Top10 Clusters
• Average power consumption is 1.32 MWatt
• Average power efficiency is 248 MFlop/s/Watt g y

Top50 Clusters
• Average power consumption is 908 kWatt
• Average power efficiency is 193 MFlop/s/Watt 

Top500 Clusters
Average power consumption is 257 kWatt• Average power consumption is 257 kWatt

• Average power efficiency is 122 MFlop/s/Watt

When including losses Marquez of PNNL showsWhen including losses, Marquez of PNNL shows…
Average power efficiency for HPL 

 No losses:  133 MFlop/s/Watt
With power delivery losses:  80 MFlop/s/Watt

Source: http://www.top500.org/lists/2008/06/highlights/power

p y p
With power & cooling losses:  52 MFlop/s/Watt



How Does a Data Center Use Power?

•70% of a “typical” data 
center’s power goes to 
Power & CoolingPower & Cooling

•Percentage varies with 
data centers

•HP is working across the 
full spectrum to raise data 
center energy efficiency

Fi t th l ft•Figures to the left are 
“typical” of existing/
legacy data centers

PUE = Power Usage Effectiveness
PUE = Total Facility Power

IT Equipment Power

Source: The Green Grid, 2007, “Guidelines for Energy-Efficient Datacenters” 
(www.thegreengrid.org). Notes: for PUE “lower is better”; DCiE = Data Center Infrastructure 
Efficiency, DCiE = 1/PUE, for DCiE “higher is better”

IT Equipment Power



THE EVOLVING DATA CENTER



High-
speed  

Data Center Evolution
connectionTrainin

gDesign
Monitoring & 

Control

Free air-
cooling?

Hybrid data center
• Localized cooling
• Hot aisle/cold 
aisle isolationaisle isolation
• Liquid-cooling

AMI S it

9 30 May 2009

• AMI
• DSM 
• Energy cost management
• Microgrid

Securit
y

Operations 
Center

HP Confidential



HPC1 CLUSTER CASE STUDY



HPC1 Characteristics
Key analysis assumptions include:

( )• 250 compute (server) racks at 40 kW per rack
• 30 storage racks at 8 kW/rack
• 20 networking racks at 4 kW/rackg
• Average PUE = 1.48 and 1.26
• Utility-to-rack power distribution efficiency of 80%
• Chilled water plant efficiency of 0 647 kW/ton• Chilled water plant efficiency of 0.647 kW/ton
• Cluster runs 95% of the year
• Cluster runs at 85% of max utilization

T t l f 8 322 h f ti ll• Total of 8,322 hours of operation annually
• Cost of energy of $0.05/kW-hr

HPC1 would be somewhere north of 1 PetaFlop



HPC1 Cluster Comparison

Typical HPC facility 

% decrease

higher than this

PUE (‐) 1.48 1.26 15
Total Facility Power kW  15274 13,018 15
IT Equipment Power kW  10,320 10,320 0
Electrical Losses (IT) kW 2 580 1 021 60Electrical Losses (IT) kW  2,580 1,021 60

Chiller Plant  Power kW  2,374 1,677 29
Energy Consumption kW‐hrs 108,040,864 92,082,937 15
Cost of Energy $ 5,402,043 4,604,147 15

Annual



Data Center Monitoring, g
Visualization, & Control



Sustainable Data Center Solution

Compute Power CoolingCompute Power Cooling

Policy based Control Engines, Tools

Data Analysis, Visualization, Knowledge 
DiscoveryDiscovery

Sensing Infrastructure 

Flexible & Configurable Elements

14 30 May 2009



Monitoring & Control Implementation

Temperature & Power 
Sensor Network

Temperature & 
Power Sensor 

Network

• Data depository
• System Status Evaluation
• Thermal System Control



HP R&D Lab Data Center 

Facility Building Blocks IT Building Blocks
• Servers

Non-Stop servers
Proliant servers
Blade servers

Chillers
•3 air-cooled
•2 water-cooled

y g g

5 floors, 75,000 ft2

Blade servers
Custom 
Enclosures

• Storage (XP/EVA)
M lti l N t k

Pumps
•7 Primary
•5 Secondary

CRAC units • Multiple Network 
topologies

CRAC units
•55 units

Power
•5x3MW gensets
•900 kW cooling per 
floor

Sensor Network

16 30 May 2009

•7,500 sensors



Visualization & Knowledge Discovery
3D movie 
rendering

CRAH capacity

Rack temperatures

PDA-based data 
center healthcenter health 

monitoring and viz



Visualization & Knowledge Discovery

Control Off Control OnControl Off 
• Racks over-provisioned

Control On
• Reduces over-provisioning



AHU Monitoring & Control

AHU Zones of 
Influence

AHU Power 

400

500 Consumption

200

300

0

100

900 950 1000 1050 1100

40% reduction in 
AHU power 
consumption



AHU & Chiller Monitoring & Control

Air Handler Chilled 
Water Valve Utilization

Chiller (5) Utilization

AHU 2 out of chilled 
water – jobs placed in 

Damaging and energy 
inefficient chiller cycling 
monitored & controlled 

j
alternate location



Power Infrastructure
Power (kW)

Monitoring and control 
enabled…
Pl i f tilit t

7500
Utility Interruptions

Power (kW)

• Planning for utility outages
• Reliable operations & 

efficient failover4500

6000

• Peak power shaving and 
optimal usage

• 20% reduction in facility

3000

• 20% reduction in facility 
power usage

• 30% reduction in diesel 
power consumption0

1500 Onsite Generation
Power DemandHours

power consumption
• Mitigation of 7,500 tons of 

CO2 annually

0
0 24 48 72 96 120 144 168

21 30 May 2009

Failover performance is instructive for 
microgrid performance



Power Distribution & Management



Data Center Power Distribution

UPS Room

Server Rack
ServersTotal Efficiency

(70%-73%)

Step-down

Transformer

Utility

480V

480V/208V
(91%-94%)

3Ф 208 VAC/
1Ф 208 VAC

1Ф 208 VAC/12 DC

(98%)

(99%)

277/480 3Ф 120/208 3Ф
(80%) Redundant PS

( )

Rack-based PDU (99%)

High efficiency 
power supplies now 

available

Floor mount PDU (99%) 

Overall efficiency can be improved by…
• Proper selection and sizing of UPSs and server power supplies

23 30 May 2009

• Proper selection and sizing of UPSs and server power supplies
• Reduction in the number of power conversion steps



Data Center Power Distribution - TGG

US scenarios studied by 
The Green Grid…

Key findings…

•All optimized topologies 
•480 VAC – 208 VAC (legacy)
•600 VAC – 208 VAC
•480 VAC – 277 VAC

p p g
show promise of 25% better 
efficiency than legacy 
systems (10 years old)

•480 VAC – 240 VAC
•480 VAC – 48 VDC
•480 VAC – 575 VDC – 48 VDC
480 VAC 380 VDC

•Optimized DC is only 1 – 2% 
more efficient than optimized 
AC topologies

•480 VAC – 380 VDC

Source: The Green Grid, 2008, “Quantitative Efficiency Analysis of Power Distribution 
Configurations for Data Centers”, White Paper 16 v1.0, (www.thegreengrid.org)



Data Center Power Distribution - TGG

Source: The Green Grid, 2008, “Quantitative Efficiency Analysis of Power Distribution 
Configurations for Data Centers”, White Paper 16 v1.0, (www.thegreengrid.org)



Efficient Power Supplies
36W
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Server Power Management
D i P C iDynamic Power Capping

• Supported on HP ProLiant
and BladeSystem hardware
• Allows for capping at the 
server and blade chassis 
levels
• Frees up stranded power 
capacitycapacity
• Lowers facility TCO 

Is Dynamic Power Capping of value to HPC?



Cooling – Air



Air Requirements – HPC1 Cluster

The HPC1 Cluster will require…

• At least 2,841 cfm per compute rack
• 710,269 cfm for all compute racks only

At l t 2 t til k (1 400 f til )• At least 2 grate tiles per rack (1,400 cfm per tile) 
• 122 x 30 ton CRAHs
 Not enough floor space for traditional floor mount g p
CRAHs

It will be extremely difficult to cool the cluster withIt will be extremely difficult to cool the cluster with 
traditional air-cooling approaches



Air-Cooling Industry Advances

Improvements to air-cooling are being achieved by…

• Reducing excess air supply and matching air supply to 
demand
• Preventing hot and cold air mixing via Cold AislePreventing hot and cold air mixing via Cold Aisle 
Containment (CAC) and/or Hot Aisle Containment (HAC) 
• Raising air supply temperature
• Raising chilled water supply temperature• Raising chilled water supply temperature



Cold Aisle Containment (CAC)

CAC study conducted byCAC study conducted by 
EDS, Rittal, and Liebert. CAC 

was compared to hot 
i l / ld i l faisle/cold aisle performance.

CAC…
• Showed a 14 – 41% increase in energy efficiency
• Allowed the return air temp to rise from 20 to 30C resulting• Allowed the return air temp to rise from 20 to 30C, resulting 
in a 50% increase in CRAC capacity
• Allowed rack heat loads to increase from 3 kW to 20 kW

C t d if k i l t i fil ti l k• Created a more uniform rack inlet air profile – vertical rack 
temp variation dropped from 20C to 1C



Hot Aisle Containment (HAC)

• Isolates the hot aisle
• Uses commercially 
available componentsavailable components
• Uses low power 
supplemental blower on 

h t id (68W)exhaust side (68W)

ExhaustExhaust 
ducts

Source: Martin et al., “High-Density Heat Containment”, ASHRAE Journal, Dec 2007.



Cold & Hot Aisle Containment
Switch Communications data center

See video at http://www switchnap com/pages/video phpSee video at…http://www.switchnap.com/pages/video.php

Hot aisle Racks ChillersHot aisle 
containment

Cold aisle 
containment

Racks Chillers

containment

Source: Switch Communications, www.switchnap.com



Cooling - Free Air Cooling for HPC?



ASHRAE TC9.9 Guidelines

ASHRAE TC9.9 issues guidelines for the environmental 
conditions for IT equipment.

2004 Temperature Relative Humidity

Recommended 20 - 25 C 40% - 55%

Allowable 15 - 32 C 20% – 80% (17C DP)

2008 Revised Temperature Relative Humidity

Recommended 18 - 27 C 5.5C DP – 60% RH (15C DP)( )

Allowable 15 - 32 C 20% – 80% (17C DP)

No air quality guidelines provided



HP ProLiant DL280c G6 
SpecsSpecs



Free Air-Cooled Data Center

High volume /low speed 
supply & exhaust  Fanssupply & exhaust  Fans

l lLarge Floor PlenumEnclosed Cold Aisle

Data center run by EDS/HP



Free Air-Cooling Results

Data center uses…

•100% outside air for roughly 99% of the year•100% outside air for roughly 99% of the year 
• Mixture of fresh and return air to maintain a supply air temp 
of 20C
• Pressurized spray system to humidify the air when 
necessary
• Mechanical cooling via packaged air-cooled chillers whenMechanical cooling via packaged air cooled chillers when 
necessary
• Full air re-circulation mode when outside air specs are not 
metmet
• Specialized filtration to minimize pressure drop



Free Air-Cooling – LANL?

Supplemental 
heating Supplemental 

cooling



Cooling – Liquid



Liquid-Cooling…Standards?

The general status of liquid-cooling in the data center… 
• No standards…yet
• No serious efforts towards developing a standard at this timeNo serious efforts towards developing a standard at this time
• Lots of publications and best practices
• Several commercial offerings – primarily liquid-cooled rack enclosures

Some Resources:
1. ASHRAE TC9.9, 2007, “Liquid-Cooling Guidelines for Datacom

Equipment Centers”, 
2. Salim, M., and Lui, Y., 2005, “Energy and Cost Analysis of Rittal

Corporation Liquid Cooled Package”, Rittal Corporation white paper.
3. Beaty, D., and Schmidt, R., 2004, “Back to the Future:  Liquid cooling 

D t C t C id ti ” ASHRAE J l 42 46Data Center Considerations”, ASHRAE Journal, pp. 42 – 46.
4. Sorell, V., and Rodgers, T., 2004, “Will Liquid Cooling Solutions Save 

Energy?”, Syska Hennessy Group White Paper #6 (www.syska.com)
5 Sorell V Cader T Westra L and Marquez A 2008 “Liquid5. Sorell, V., Cader, T., Westra, L., and Marquez, A., 2008, Liquid-

Cooling in Data Centers”, ASHRAE Winter Annual Meeting.



Liquid-Cooling – Device Level

PNNL’s NW-ICE IBM p575 (water)
(dielectric)

IBM p575 (water)
(http://blogs.zdnet.com/Ou/?p=861)

Boston (water)Boston (water)
http://www.boston.co.uk/news
_articles/newsletters/07-11/



Liquid-Cooling – Facility Preparation

Implementation of rack plumbing

LBNL implementation 
(Sartor)(Sartor)

IBM Rear Door HX

HP MCS Generation2



Liquid-Cooling – Facility Preparation
IBM Rear Door HX



Liquid-Cooling – Facility Preparation

Chiller Plant

Chiller Plant
Floor level plumbing

Direct Return
• Least expensive
• Lowest redundancy

Double-Ended Loop With 
Dedicated Cross Branches
• Most expensive• Lowest redundancy

• Lowest reliability
• Most expensive
• Highest redundancy
• Highest reliability

Source: **ASHRAE



f k l k f

HP MCS G2 Technical Performance
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CONTAINERIZED DATA CENTERS 
FOR HPC?



Containerized DCs Features include…
• Rapid deployment
• Ease of expansion

Illustration Courtesy of 
Microsoft

Ease of expansion
• Low footprint
• High energy efficiency…PUE < 

1 2 reported1.2 reported

Google Data Center (patent 
image) 

Google Server

Server-based
Off-the-shelf 

velcro

48 30 May 2009

Server-based 
12 VDC UPS

velcro



HP POD Key Features

Industry-standard Flexibility
22 x 50U, 19” full-depth industry-standard 

k t HP D ll IBM S Ci tracks support HP, Dell, IBM, Sun, Cisco, etc.

Best-in-class Density
Support for 3,520 compute nodes,
12,000 LFF drives 

Integrated delivery and support 
services WWservices, WW
Pre-integrated, configured and tested, 6 weeks from 
order to shipping

Hi h E Effi iHigh Energy Efficiency
PUE ratio as low as1.2, utilizing 65F chilled water 
temp, high efficiency power distribution technologies

49 30 May 2009



HP POD Performance

Results from HP POD commissioning tests…
• High density cooling capacity of 600 kW

27 kW+ per rack ith 25C ser er inlet air• 27 kW+ per rack with 25C server inlet air
• Maximum of 22 racks per POD

E ti t d t itEstimated compute capacity…
• 4 x BL2x220c chassis per rack, 32 servers per chassis
• 2 sockets per server, 2.5 GHz processor per socket, quad core

2 GH * 4 Fl / i k * 4 * 2 k 80 GFl /• 2.5GHz * 4 Flops/tick * 4 cores * 2 sockets = 80 GFlops/server
• 80 GFlops * 80 chassis * 32 servers/chassis = ~205 peak TFlops

Utilities required by the POD…
• Power, chilled water, network connection

Testing with higher performance CPUs to be 
undertaken



ON-SITE POWER GENERATION & 
MICROGRIDS



Microgrids

Data 
Center

52 30 May 2009 Fuel Cell with waste heat re-use



Combined Heat & Power in Data Centers

Source:  “Opportunities for Combined Heat and Power in Data Centers”, ORNL 
Report, March 2009 (subcontract number 4000021512).



CONCLUDING REMARKS



Concluding Remarks

1. The data center is evolving – owners/operators have to 
be ready for new implementationsbe ready for new implementations

2. There are significant short-term opportunities for raising 
energy efficiency as PetaScale Computing approaches 
the mainstreamthe mainstream

3. Additional work is necessary to prepare for Exascale
Computing
• Power & Cooling Aware computing has to become 

mainstream
• Job schedulers have to work in tandem with data 

center management systems
4. Energy cost management has to be part of everyday 

operationsoperations



BACK-UP SLIDES



Design, Analysis 
End-to-End Approach 

Servers StoragePower Distribution

Modeling
Consulting
Delivery

ConsumptionDelivery
Efficient distribution
UPS

Servers, Storage, 
Networking, 

Software

Power Distribution 
& Management

ConsumptionDeliveryPDU, PDR
Power supplies

iLO, OA
SIM, OV

Management

Extraction

Integrity Servers
ProLiant Servers
Storage
NetworksExtraction Networks
Virtualization
Workload MgmtAdvanced Cooling 

Technologies

Cooling Subsystems



EPA and Energy Star

2 9% f j t d2.9% of projected 
total U.S. electricity use

1.5% of total US.1.5% of total US.
electricity usageelectricity usage

0.8% of total US0.8% of total US
electricity usageelectricity usage

EPA Report to Congress on Server and Data Center Energy Efficiency; August 2, 2007



The Cost to Power & Cool a Server Has 
Exceeded the Cost of the Server…

•Annual Amortized 
C t i th D tCosts in the Data 
Center for a 1U Server

•(3 yr server life, 10 yr 
i f t t lif )infrastructure life)

•HP has invested 
heavily to reduce 
customers’ I&E costscustomers’ I&E costs

Source: Belady, C., 2007, “In the Data Center, Power and Cooling Costs More than IT 
Equipment it Supports”, Electronics Cooling Magazine (Feb issue). 



Improving PUEDesigning for Cooling Efficiency

Energy 
Effi i

1.4
1.3

Efficiency

1.7

1.5

>2.0
PUE*

Water-side 
economizer

* Lower is better

Cooling 
Technology 
Advances



Rittal LCP – Total Cost of Ownership
Study:
Salim, M., and Lui, Y., 2005, “Energy and Cost Analysis of Rittal

Corporation Liquid Cooled Package”, Rittal Corporation white paper.Corporation Liquid Cooled Package , Rittal Corporation white paper.

Objective:
Compare the TCO of an air-cooled facility to that of a facility that deploys 
liquid-cooled racks

Key Findings:
For new data centers, LCP-based data centers…
• Have 15 – 30% lower construction costs
• Have 40 – 60% higher costs for the cooling equipment

Can achieve 35 45% savings in required real estate (use fewer but• Can achieve 35 – 45% savings in required real estate (use fewer but 
higher density racks)
• Use 10 – 20% lower air blower power
• Use 12 – 14% less power for the chilled water plantUse 12 14% less power for the chilled water plant



Rittal LCP – Total Cost of Ownership

Salim, M., and Lui, Y., 2005, “Energy and Cost Analysis of Rittal Corporation 
Liquid Cooled Package”, Rittal Corporation white paper.



Rittal LCP – Total Cost of Ownership

Salim, M., and Lui, Y., 2005, “Energy and Cost Analysis of Rittal Corporation 
Liquid Cooled Package”, Rittal Corporation white paper.



Your own nuke?Your own nuke?
• Toshiba 4S
−Super-Safe
−Small
−Simple

• 10 MW for 30 years
• Installed in cylindrical concrete vault
• 30 meters underground
• Not cheap, but maybe cheaper 
1. than a diesel generatorg

64

Source: M. Ryan, “A Nuke on the Yukon”, American Scientist, 97(2), 112-113, (March-April 2009)
doi:10.1511/2009.77.112


