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Central Problem: Replacement of 
underground testing with a rigorous 
scientific methodology with which to 
assess and maintain our confidence 
in our nuclear stockpile.

Time Urgencies: Supporting national 
policy with respect to the 
maintenance of our nuclear stockpile 
requires that we be able to certify 
annually to the Secretaries of the 
Departments of Energy and Defense 
that the stockpile is safe, reliable and 
secure.

National Program: Planned and coordinated across the three Defense 
Program Laboratories with partnerships with academic centers and industry.  



 

Provide the science-based 
capability to assess and certify the 
safety, performance and reliability 
of nuclear weapons and their 
components without nuclear 
testing

Tools for annual certification & 
assessment

Types of Issues:
• As-built issues
• Aging issues
• Replacement of materials 
with those that are available or 
environmentally friendly

Maintain a credible deterrent with a 
“zero-yield” nuclear test ban

Support the President’s 
Comprehensive Test Ban policy

Ensure the effectiveness of science-
based stockpile stewardship

Our Motivation & Mission:



 

Fiscal Restraint Setting In…



 

We expect an exciting spring and summer.

… and we will feel the consequences into 
the future



 

Today’s Washington Landscape is Quite 
Contentious…

Legislators are starting to see the national importance of 
high-end computing, but…
– I believe that support is not universal because the rewards are not 

apparent
– Investment is not appropriate: lifecycle costs typically are 

equivalent to cost of system – 150M system requires 150M 
support over its few years of life

Lack of clear national commitments dilute message – it is 
not enough to promise great things…
Many agencies have needs and desires, but there is no 
unified position that all agencies support. Everyone wants 
to lead



 

Some more reflections
ASC has enjoyed sustained support for about 10 years. I believe that the acclaim 
we have generated is not unique to us – any agency with similar investment could 
likely field similar systems

The unique strengths the national labs bring is their ability to push the science, by 
bringing diverse expertise together to focus long-term on a single common 
problem. It is the scientific accomplishment that will define the success, not the 
size of the platforms.

We will have to ask the difficult questions on whether the investments have 
reaped the appropriate rewards – I don’t believe in a “built it and they will come”
approach. Science must be carefully coordinated with the lifecycle of the 
platforms

Unlike Experimental and Theoretical sciences, Computational science starts out as 
a field which needs extensive coordination and long-term financial support and 
broad scientific cooperation.



 

Complex science has popular appeal, but 
maintaining a healthy industry seems problematic.

Problem: There is not a study that I am aware of that did not in the end 
recommend more Federal funding.



 

Should the Federal Government 
be propping up the 

Supercomputer Industry?

Is there a viable long-term 
economic model for this?



 

183 TeraFLOPs Peak

135.3 TeraFLOPs - LINPACK

March 2005

367 TeraFLOPs
June 2005

Why do we talk about ‘Peak’?
Currently (from my point of view) it is somewhat of a ‘catch-22’
– recognized benchmarks are not reflective of our workload needs, yet they help 
support vendor needs for their product lines and will be made public



 

Shift in Programmatic Emphasis

Enhanced predictability 
through improved physics 

and numerics

Exploration of ever more 
demanding problem spaces

Greater trust and use of 
modern ASC codes

Expert judgment informed 
by simulations and ‘QMU’

methodologies

Robust, stable production 
environments with 
common interfaces

3D Scaling

Proof of Concept

Dependence on Legacy Codes

Test-experienced Designer 
Decisions informed by legacy 

simulations

Rapidly changing development 
environments that push 

technology

ASCI Initiative
ASC Program

Future stockpile deliverables demand ASC capabilities 



 

Informing Change:
Recent Program Review Findings

“The increasing size and complexity of new applications will require 
the continued evolution of supercomputing for the foreseeable 
future.”

- NRC, The Future of Supercomputing, 2005

“Some excellent new science is beginning to emerge in association
with ASC.  Encourage the advance of Nuclear Weapons science at 
every opportunity in the Stockpile Stewardship Program and ASC 
programs.”

- JASON, Requirements for ASCI, Oct 2003



 

A PetaFLOP will be needed before 2014, and physics will demand more in 
future years.

- JASON & Independent Review 

Effective use of Capability computing depends on a fix for the Capacity 
computing over-subscription.

- JASON & Independent Review 

A single supercomputer architecture does not solve all problems equally well.  
New architectures should be explored to optimize computations.

- NRC & JASON

Informing Change:
Recent Program Review Findings

Mission requirements tempered by lessons learned are shaping our
platform approach
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Vector Massively
Parallel

2D Nuclear Burn Routine
• Numerical Errors Minimized
• Baselines
• Uncertainty Quantification
3D Nuclear Burn Heroics

1D Routine
2D Hydro Routine
3D Hydro Heroics

3D Entry Level
• Begin Baseline Development

3D Routine
• Numerical Errors Minimized
• Baselines
• Uncertainty Quantification
• Higher order physics

3D Routine
• Sub-grid scale Physics

2000

The big jump was 
from 2GF/s to 

3 TF/s

Weapon Physics Simulations
Evolution of Dimensionality and Computational Science

Legacy
Space

Tool Development Predictive Capabilities



 

From thermodynamics:  work delivered by an engine
energy supplied for its operation.

Applications to engines is well defined and characterizes the
maximum Work you obtain from a heat engine (steam, diesel, gas…)

The value is that it is the best you can achieve under the constraints
of physics:  the most efficient heat engine allowed by physical laws.

Real heat engines have lower efficiency than the ideal Carnot limit

It is ‘Universal’ – nothing can do better – not design dependent.

Is there value is discussing Efficiency?

It would be nice if a simple measure could guide our decisions and investments – but 
I am not aware of any. I do not believe this can readily translate to Supercomputers.

I believe one can construct counterexamples on how % Peak can be fooled – by 
adding superfluous code that increases % Peak while reducing the spirit of efficiency 
by increasing time-to-solution and ‘work’ done.

Engine Work
Qhot

Qcold



 

What would help us would be a relation of 
this type:

τsoln (sec)

Clife($)I would like to minimize this area:
the product of Life-cycle costs (Clife) 
and Time-to-solution ( τsoln ) 

(application dependent)

Family of curves that 
depend on architectures,…

Science Requirements

Budget requirements



 

Performance Modeling [PAL group at LANL] 
has suggested that for Hydro & Transport:

τsoln (sec)

Clife($)

(hydro & transport)

ASCI Q @ 23 T Earth Simulator

~ $160M x 2 ~ $400M x 2

For readily vectorized and optimized problems on the ES (climate problems they 
study), the curves would be interchanged since a very large α-cluster would be 
needed to match time-to-solution.



 

Some Issues & Observations

Keep a focus on Lifecycle Costs – including footprint, power, 
software, maintenance, ...

Productivity, including time-to-solution and ease of use

Capability for code users rather than architectural capability

Sufficient capacity to allow use as a capability tool

Stable user environments (platforms, O/S, tools) for physicists and 
engineers

Infrastructure (networks, storage systems, parallel file systems, 
viz) must scale with growing computing capability

Focused investments in the 1 to 5 year timeframe can affect 
computer system design, but not the underlying semiconductor 
technology



 

2008:
Intel processor based: 18-27 MW
AMD processor based: 24-36 MW

2011:
Intel processor based: 6-9 MW 
AMD processor based: 9-13 MW

Approximate sizes of some current obligations:
Purple – 4.8 MW
BG/L  – 1.7 MW
Q – 3 MW
Red Storm – 2MW

Power Estimates for PetaFLOP systems

With cooling, multiply by 1.5-2 !

(Estimates based on vendor 
roadmaps, caps on 
power/socket; including 
processors, disks and 
interconnect.)

Welcome comments on other possible solutions here.



 

A Possible Future for ASC…
A computational environment better balanced to our current programmatic needs:

o Growing user base is driving the need for Capacity clusters

o Long-term needs to maintain the nuclear testing moratorium drive us to improve 
the physics base of our understanding. This will drive Capability computing for 
pushing the envelope on integral, large-scale code calculations

o Emerging needs to address and understand focused scientific issues will require 
cost effective solutions on special architectures.

Most notable changes:
capacity computing requirements will increase the time-interval between 

capability procurements
capability systems will no longer be the largest possible to construct but will 

be based on productivity
Special architectures will likely be optimized to attack specific physics issues



 

Capacity Systems
Cost-effective computers capable of running the majority of stockpile
calculations not requiring the extreme performance characteristics of the 
Capability and specialized systems.

Capability Systems
Computers uniquely equipped to run integrated weapons performance codes at 
the higher end of memory and processor capabilities

specialized systems
Cost-effective computers designed to achieve extreme speeds in addressing 
specific, stockpile-relevant issues

Red Storm – Cray (40TF)
SNL, 2005

Blue Gene/L - IBM (180/360TF)
LLNL, 2005



 

Capacity Systems:  
• Available for large volume, smaller size simulations
• Potential for common Tri-Lab procurement contracts 
• A goal is to provide a common software environment for Tri-Lab applications
• Support Capability system runs

Capability Systems:
• Available for smaller numbers of large size simulations
• One major Capability system available at a time

specialized systems:  
• Optimized to run specific applications at extreme scales highly effectively
• Could feed technology for future Capability and Capacity systems 
• Support Capability system runs

Attributes



 

The Need for Capacity Systems

Results of a 2004 study of capacity computing requirements showed 
strong demands in the following areas:

• Meeting Directed Stockpile Work commitments
• Code development for modern codes
• Baselining of modern codes against Underground Test data
• Inertial Confinement Fusion experimental design and analysis
• Nuclear Effects and survivability of devices in hostile environments and 

fratricide
• Understanding the properties of materials

2004 Study did not account for Quantification of Margins & Uncertainty 
(QMU) workload
• Quantification of Margins and Uncertainty as a methodology is being 

developed and the attendant sensitivity studies are just now beginning 
• These sensitivity studies will stress current Workhorse systems and push 

demand up in the out years



 

The Need for Capability Systems
Physics “holy grails”
• High Explosives characteristics (>10x)
• Boost (unknown)
• Pu Equation of State (unknown)
• Detailed case modeling (~ 6x)

Methods enhancements to codes increase run times
• Radiation transport (4x-7x)
• Neutronics (strongly resolution dependent)
• Hydrodynamic algorithms (computation time is strongly algorithm dependent)

Current Challenge systems are used to perform few simulations
• Calculations use significant processors 
• Required to be able to determine effects and importance of 3D effects

• Earlier efforts assumed 3D effects were minimal
• As the stockpile continues to age, increasing number of 3D calculations become 

necessary



 

The Need for specialized systems

• Explore solution spaces for specific stockpile problems that prove intractable 
in current simulation environments

• Physics “holy grails” and code methods provide potential candidates

• Disruptive Technologies with potential to 

• Greatly increase performance of simulation applications

• Significantly reduce ownership costs

• Systems to sustain long-term capability vitality in science and engineering to 
support national security 

• Higher risk than Capacity and Capability systems with higher potential 
productivity benefits



 

The Future

Predict with confidencePredict with confidence is our vision 
ProductivityProductivity of our physics and engineering users is vital
• It’s the science, not the computers

Our strategy is needsneeds--based based and depends on increasing highincreasing high--end end 
computing capabilitiescomputing capabilities
• ASC has succeeded dramatically in growing the use and reliance on 

computational method in both science and engineering in the weapons 
program

No successful program is an island — success depends on 
success of the community
Remain agile and ready to capitalize on scientific breakthroughscapitalize on scientific breakthroughs
• Rely on production computing, but, understand that disruptive 

technologies can lead to increased productivity

• So when petaflops?


