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Performance Tuning and the Scope of Parallel 
Performance Toolsf m
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Limitations of Application Focused 
Performance Analysisf m y

Traditional methods 
misdiagnose or do not 

detect an important class 
of performance problemsFaulty Hardware of performance problems

Characterized by:
– Difficult diagnosisDifficult diagnosis
– Application metrics are 

not sufficient
R i  f  

OS Interference
– Requires performance 

data about entire 
system
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Our Approach

Environment Aware Performance Diagnosis (EAPD)

Online and 
automated
methods

Application
and systemy

level metrics
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Under the Covers:  Big Iron

“Sustainability and Big Iron:  Scalable Performance Analysis for Power-
Aware Compute Clusters” 

Karen L. Karavanic  April 13, 2007



The Energy Smart Data Center at PNNL

• NWICE - 192 nodes, 2.3 GHz Intel 
(quad-core) Clovertown, 

• Five racks spray-cooled
• Two racks air-cooled
• Sensors to monitor temperatures, 

power usage, cooling capacity
• FRED measurement and analysis FRED measurement and analysis 

tool
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The PerfTrack Project

PerfTrack is a tool for storing, exploring, and analyzing application 
performance data
– Collect and store description of each platform
– Collect and store description of each build and run of an application
– Integrate DBMS into a performance analysis toolg p y
– Store a wide variety of performance data

–Data from different measurement tools:
Tracing  DPCL  Paradyn  TAU  Vampir  Speedshop  HW counters  Tracing, DPCL, Paradyn, TAU, Vampir, Speedshop, HW counters, 
native application performance measurements, etc.

– GUI for data navigation and querying
Shi ld t l  f  DBMS i t l– Shield tool user from DBMS internals
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PerfTrack Design

Generic Database Schema
resource_item

id Integer
name Varchar
type Varchar
type_id   Integer
parent Integer

PerfTrack Data Format (PTDF)
ResourceType resourceTypeName

parent Integer

resource_attribute

Application appName

Execution execName appName

Resource resourceName resourceTypeName 
res_id Integer
name Varchar
value Varchar 
type Varchar 

Resource resourceName resourceTypeName 
execName

Resource resourceName resourceTypeName

ResourceAttribute resourceName attributeName 

from Integer

resource_constraint

attributeValue attributeType

ResourceConstraint resourceName1 
resourceName2 

P fR lt N  S t fT lN  
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from Integer
to Integer

PerfResult execName resourceSet perfToolName 
metricName value units startTime endTime



PerfTrack Design

Base Resource Type Hierarchy

BuildGridInput Deck Time

Compiler

BuildGridInput Deck

Machine Module Interval

Time

Preprocessor

Metric Node

Partition Function

Code Block

Subinterval

Environment

Operating System

Submission Processor
ModuleExecution

Operating System

Performance Tool
Function

Code BlockThread

ProcessFileSystem

Device
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Integrating ESDC Data with Parallel 
Performance Dataf m

Extended Resource Type Hierarchy

PerfResult execName focus perfTool 
metricName value units sTime eTime

Modified PTDF

metricName value units sTime eTime

Result resourceName focus perfTool 
metricName value units sTime eTime

New Metrics
Cooling Tower: Fan KW, Fan Speed, etc
Nodes:  CPU Temp, Dimm Temp
Racks:  Supply temp, Return temp
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Selecting Data in PerfTrack
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Selecting Data in PerfTrack

13



Using Power, Cooling, and Application Performance 
Data in a Workload Placement Studyy
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Workload Placement Study: Application Level
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Workload Placement Study: CPU Temperatures

High Density Workload

Low Density Workload
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Workload Placement Study: Rack Power Usage
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New Visualizations for Integrated Data

RoomPrint
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Integrating Power/Cooling Into Application Performance Analysis: Example

224 processes on 1 rack (8 proc.s per node) Total KWH

High Density Placement (HD)
CPU temp's rise and stay above 120 F

Rack HD LD

A1 6.397 2.448

A2 1.721 0.789

A3 2 299

Application
Room Map

A3 2.299

B1 2.420

B2 2.443

ALL 8 119 10 401

224 processes on 4 racks (2 proc.s per node)

Displays ALL 8.119 10.401

PerfTrack visi
shows HD times

significantly

Low Density Placement (LD)
CPU temp's stay below 110 F

significantly
longer



New Visualizations for Integrated Data

Spectrum bars
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Contact Information
  Karen L. Karavanic

karavan@cs.pdx.edu
http://www.cs.pdx.edu/~karavanp p

*Of Interest* SC09: Paper presentation on Scalable Event Tracing 
by Kathryn Mohror
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