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1 Introduction 
The Alliance for Computing at Extreme Scale (ACES), a collaboration between Los 
Alamos National Laboratory and Sandia National Laboratories, and the National 
Energy Research Scientific Computing (NERSC) Center are partnering to release a 
joint Request for Proposal (RFP) for two next generation systems, Trinity and 
NERSC-8, to be delivered in the 2015 time frame.  It is intended that both the Trinity 
and NERSC-8 awards will be made to a single Offeror; however, awards may be 
made to separate Offerors.  The technical specifications in this document describe 
joint requirements everywhere except for the tables in Section 3 that describe 
requirements specific to the Trinity and NERSC-8 systems. 

Trinity and NERSC-8 each have maximum funding limits over their system lives, to 
include all design and development, maintenance, support and analysts. 

The Offeror must respond with a configuration and price for both systems. 

1.1 Trinity 
The Department of Energy's National Nuclear Security Administration (NNSA) 
Advanced Simulation and Computing (ASC) Program requires a computing system 
be deployed in 2015 to support the Stockpile Stewardship Program.  In the 2015 
timeframe, the current ASC systems will be nearing the end of their useful lifetime. 
Trinity, the proposed Advanced Technology System (ATS), provides a replacement, 
tri-lab computing resource for existing simulation codes and provides a larger 
resource for ever-increasing computing requirements to support the weapons 
program.  The Trinity system, to be sited at Los Alamos, NM, is projected to provide 
a large portion of the ATS resources for the NNSA ASC tri-lab simulation community: 
Los Alamos National Laboratory (LANL), Sandia National Laboratories (SNL), and 
Lawrence Livermore National Laboratory (LLNL), during the 2016-2020 timeframe. 

In order to fulfill its mission, the NNSA Stockpile Stewardship Program requires 
higher performance computational resources than are currently available within the 
Nuclear Security Enterprise (NSE). These capabilities are required for supporting 
stockpile stewardship certification and assessments to ensure that the nation’s 
nuclear stockpile is safe, reliable, and secure.  

The ASC Program is faced with significant challenges by the on-going technology 
revolution. It must continue to meet the mission needs of the current applications 
but also must adapt to radical change in technology in order to continue running the 
most demanding applications in the future. The ASC Program recognizes that the 
simulation environment of the future will be transformed with new computing 
architectures and new programming models that will take advantage of the new 
architectures. Within this context, ASC recognizes that ASC applications must begin 
the transition to the new simulation environment or they may become obsolete as a 
result of not leveraging technology driven by market trends. With this challenge of 
technology change, it is a major programmatic driver to provide an architecture that 
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keeps ASC moving forward and allows applications to fully explore and exploit 
upcoming technologies, in addition to meeting NNSA Defense Programs’ mission 
needs. It is possible that major modifications to the ASC simulation tools will be 
required in order to take full advantage of the new technology. However, existing 
codes are expected to run on Trinity. In some cases new applications also may need 
to be developed. Trinity is expected to help technology development for the ASC 
Program to meet the requirements of future platforms with greater computational 
performance or capability. Trinity will serve as a technology path for future ASC 
systems in the next decade. 

To directly support the ASC Roadmap, which states that “work in this timeframe will 
establish the technological foundation to build toward exascale computing 
environments, which predictive capability may demand,” it is critical for the ASC 
Program to both explore the rapidly changing technology of future systems and to 
provide platforms with higher performance and more memory capacity for 
predictive capability.  Therefore, a design goal of Trinity is to achieve a balance 
between usability of current NNSA ASC simulation codes and adaptation to new 
computing technologies.  

1.2 NERSC-8 
The U.S. Department of Energy (DOE) Office of Science (SC) requires a high 
performance production computing system in the 2015/2016 timeframe to support 
the rapidly increasing computational demands of the entire spectrum of DOE SC 
computational research. The system needs to provide a significant upgrade in 
computational capabilities, with a target increase between 10-30 times the 
sustained performance over the NERSC-6 Hopper system.   

In addition to increasing the computational capability available to DOE 
computational scientists, the system also needs to be a platform that will begin to 
transition DOE scientific applications to more energy-efficient, many-core 
architectures. This need is closely aligned with the US Department of Energy’s 2011 
strategic plan, which states an imperative to continue to advance the frontiers of 
energy-efficient computing and supercomputing to enable greater computational 
capacity with lower energy needs.  Energy-efficient computing is a cornerstone 
technology of what has been called exascale computing and represents the only way 
of continuing NERSC’s historic performance growth in response to science needs. 

The NERSC Center supports over 4500 users and 650 applications across a broad 
range of science disciplines from Chemistry, Material Science, Fusion Energy, 
Astrophysics, Climate Science and more. The scientific goals driving the need for 
additional computational capability and capacity are clear.  Well-established fields 
that already rely on large-scale simulation are moving to incorporate additional 
physical processes and higher resolution. Furthermore, new physics are needed to 
allow more faithful representations of real-world systems, as is the need to model 
larger systems in more realistic geometries and in finer detail.  Additionally, a large 
and significant portion of the scientific discovery of importance to DOE consists of 
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computational science not performed at the largest scales, but rather, performed 
using a very large number of individual, mutually-independent compute tasks, 
either for the purpose of screening or to reduce and/or quantify uncertainty in the 
results.  And finally, the NERSC-8 system must support the rapidly growing 
computational and storage requirements to support key DOE user facilities and 
experiments.  For more detail about DOE SC application requirements see: 
http://www.nersc.gov/science/requirements-workshops/ 

The NERSC-8 system will be housed in the Computational Research and Theory 
building under construction at Lawrence Berkeley National Laboratory (LBNL) and 
is expected to run for 4-6 years.  The system must integrate into the NERSC 
environment providing high bandwidth access to existing data stored by continuing 
research projects. 

1.3 High-level Schedule 
The following is the tentative schedule for the Trinity and NERSC-8 systems. 

 Trinity NERSC-8 

RFP Released Q2CY13 

Subcontract Awarded Q3CY13 Q4CY13 

On-site System Delivery 
and Build Complete 

Q3CY15 Q4CY15 

Acceptance Complete Q1CY16 Q1CY16 

2 Mandatory Requirements 
An Offeror shall address all mandatory requirements and its proposal shall 
demonstrate how it meets or exceeds each one.  A proposal will be deemed non-
responsive and will receive no further consideration if any one of the following 
mandatory requirements is not met. 

2.1.1 The Offeror shall respond with a single proposal that contains distinct 
sections showing how and where their proposed Trinity and NERSC-8 
systems differ. 

http://www.nersc.gov/science/requirements-workshops/
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2.1.2 The Offeror shall provide a detailed architectural description of both the 
Trinity and NERSC-8 systems. The description shall include:  a high-level 
architectural diagram to include all major components and subsystems; 
detailed descriptions of all the major architectural hardware components 
in the system to include: node, cabinet, rack architecture up to the total 
system, including the high-speed interconnect(s) and network topology; 
system software components; the storage subsystem and all I/O and file 
system components; and a proposed floorplan.  

2.1.3 The Offeror shall describe how the proposed system does or does not fit 
into their long-term product roadmap and a potential follow-on platform 
acquisition in the 2019 and beyond timeframe. 

3 Target Design Requirements 
This section contains detailed system design targets and performance features.  It is 
desirable that the Offeror’s design meets or exceeds all the features and 
performance metrics outlined in this section. Failure to meet a given Target Design 
Requirement will NOT make the proposal non-responsive.  However, if a Target 
Design Requirement cannot be met it is highly desirable that the Offeror provide a 
development and deployment plan and schedule to satisfy the requirement. 

The Offeror shall address all Target Design Requirements and describe how the 
proposed system meets, does not meet, or exceeds the Target Design Requirements.  
The Offeror shall also propose any hardware and/or software architectural features 
that will provide improvements for any aspect of the system.  Areas of interest 
include application performance, resiliency, reliability, power measurement and 
control, file systems and storage, and system management. 

3.1 Scalability 
The systems shall be able to support jobs up to the full scale. At any given time, the 
system workload will include a single job occupying at least one-half (1/2) of the 
computational partition. As such, the system must scale well to ensure efficient 
usage. 

3.1.1 The system shall support running a single application to the full scale.  

3.1.2 The system shall support an efficient, scalable mechanism to launch 
applications at sizes up to full scale in under 30 seconds. Offerors shall 
describe the factors (such as executable size) that affect application launch 
time. 

3.1.3 The system shall support hundreds of concurrent users and tens of 
thousands of concurrent batch jobs. The Offeror shall describe and provide 
details on the method to support this requirement. 
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3.1.4 The Offeror shall describe all areas of the system in which node-level 
resource usage (hardware and software) increases in size as a job scales to 
larger sizes. 

3.1.5 The system’s high-speed interconnect shall support high bandwidth, low 
latency, high throughput, and independent progress. The Offeror shall 
describe the high-speed interconnect in detail, including any mechanisms 
for adapting to heavy loads or inoperable links. 

3.1.6 The system shall utilize an optimized job placement algorithm to reduce 
job runtime, lower variability, minimize latency, etc.  The Offeror shall 
describe in detail how the algorithm is optimized to the system 
architecture. 

3.1.7 The system shall provide an application programming interface to allow 
applications access to the physical to logical mapping information of the 
job’s node allocation. 

3.1.8 The Offeror shall describe how the system software solution provides a low 
jitter environment for applications and shall provide an estimate of a 
compute node OS’s noise profile, both while idle and while running a non-
trivial MPI application.  If core specialization is used, describe the system 
software activity that remains on the application cores.  

3.1.9 The system shall provide correct numerical results and consistent 
runtimes.  The Offeror shall describe strategies for minimizing runtime 
variability.  An application’s runtime (i.e. wall clock time) shall not change 
by more than 3% from run-to-run in dedicated mode and 5% in production 
mode. Variability will be measured by using Coefficient of Variation 
definition.  (see glossary).   

3.2 System Software and Runtime 
The Offeror shall propose a well-integrated and supported system software 
environment. The overall imperative is to provide users with a productive, high-
performing, and reliable system software environment by which to use the system. 

3.2.1 The system shall include (i) a full-featured Unix-like operating system (OS) 
environment on all user visible service partitions, (e.g. login nodes, service 
nodes) and for the system management services and (ii) a compute 
partition OS that provides an efficient execution environment of the 
applications running at full-system scale. The Offeror shall describe in 
detail the overall system software architecture. 



LFS Ex D (Rev. 3, 6/28/10) Exhibit D Technical Requirements 

Dated 5-23-13 

 

Trinity and NERSC-8 Draft Technical Requirements, Version 2.9 Page 9 of 64 

3.2.2 The full-featured Unix-like operating system for the service nodes and for 
the system management workstations shall provide at a minimum the 
following security features: ssh version 2, Unix/Linux user and group 
permissions, access control lists, kernel-level firewall capabilities, logging, 
and auditing. The Offeror shall describe the security capabilities of the full-
featured operating system. 

3.2.3 The compute partition OS shall provide a trusted, hardware-protected 
supervisory mode to implement security features.  The supervisor/kernel 
shall provide authoritative user identification, ensure that user access 
controls are in place, employ the principle of least privilege, and 
interoperate with the same features on the service nodes and management 
workstation(s). Logging and auditing features supported by the compute 
node operating system shall have the capability to be enabled, disabled and 
custom configured to site preferences. The Offeror shall provide details of 
the security features of their compute node operating system(s). 

3.2.4 The system shall provide efficient support for dynamic loading of shared 
objects, including dlopen(), and shall support applications using these 
techniques at the full scale of the system.  

3.2.5 The system shall provide efficient, secure interprocess communication that 
allows cooperating applications running anywhere on the high-speed 
network to inter-communicate (e.g. the compute partition, the service 
partition, or both). The provided mechanism shall be as close to the 
underlying network stack as possible. The security model shall 
allow applications and users to set access controls based on authenticated 
or trusted values for process identifier and user identifier. 

3.2.6 The Offeror shall provide a documented and efficient application 
programming interface (API) for the native network layer(s) of the high-
speed network software stack. 

3.2.7 The system shall provide resource management functionality including: job 
migration, backfill, targeting of specified resources, advance and persistent 
reservations, job preemption, job accounting, and architecture-aware job 
placement. The Offeror may propose multiple options for a vendor-
supported resource manager, one of which shall be compatible with 
Adaptive Computing's Moab product. 

3.2.8 The resource manager shall accept jobs submitted via the Globus tool kit. 

3.3 Software Tools and Programming Environment 
The primary programming model used by application scientists running on existing 
ACES and NERSC systems is the Message Passing Interface (MPI).  The scientific 
application community recognizes that in order to achieve application performance 
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on future, more energy efficient architectures, application developers will need to 
transition to an MPI+X programming model where MPI continues to serve as the 
programming model for inter-node communication and X provides for finer-grain, 
on-node parallelism.  To support legacy applications the Offeror’s proposed system 
shall continue to support the MPI programming model.  

3.3.1 The system shall support the Message Passing Interface 3.0 (MPI-3) 
standard specification. The Offeror shall provide a detailed description of 
the MPI implementation, including version, support for features such as 
accelerated collectives, and describe any limitations relative to the MPI-3 
standard. 

3.3.2 The Offeror shall describe at what parallel granularity the system can be 
utilized by MPI-only applications. 

3.3.3 The Offeror shall provide optimized implementations for key inter-node 
and intra-node MPI collective operations, including MPI_BARRIER, 
MPI_ALLREDUCE and MPI_ALLGATHER. 

3.3.4 The Offeror shall provide an efficient implementation of 
MPI_THREAD_MULTIPLE. Bandwidth, latency and message throughput 
measurements using the MPI_THREAD_MULTIPLE thread support level 
shall have no more than a 10% performance degradation when compared 
to using the MPI_THREAD_SINGLE support level. 

3.3.5 The Offeror shall describe in detail all programming APIs, languages, 
compiler extensions, etc. other than MPI (e.g. OpenMP, OpenACC, CUDA, 
OpenCL, etc.) that will be supported.  Describe the advantages and 
disadvantages of each node level programming API from a programming 
and performance perspective. In addition, describe any interoperability 
limitations (e.g. thread interoperability). 

3.3.6 The system shall support the languages C, C++ (including C++11 lambda 
functions and threading facilities: thread, async, future, etc), Fortran 77, 
Fortran 2008, and Python on the compute partition. It is highly desirable to 
provide multiple compilation environments. The Offeror shall list all 
languages and compile environments, including version numbers.  

3.3.7 The programming toolchain(s) shall provide for runtime coexistance of 
threading in C, C++ and Fortran, for within the application and any 
supporting libraries using the same toolchain. 

3.3.8 The C++ compiler(s) shall be able to successfully build the Boost C++ 
library, http://www.boost.org. The Offeror shall support the most recent 
stable version of Boost. 
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3.3.9 The system shall support partitioned global address space (PGAS) 
languages and memory communications.  Describe system hardware and 
programming environment software for exploiting PGAS capabilities. 

3.3.10 The system shall include optimized versions of libm, libgsl, FFTW, BLAS1-3, 
LAPACK/ScaLAPACK, HDF5 and netCDF. The Offeror shall describe all 
optimized libraries that will be supported. 

3.3.11 The system shall enable applications to control task and memory 
placement within a node for efficient performance.  The Offeror shall 
provide a detailed description of controls provided and any limitations that 
may exist. 

3.3.12 The system shall include a comprehensive software development 
environment with configuration and source code management tools. 

3.3.13 The system shall provide an interactive debugger with an X11-based 
graphical user interface. The debugger shall provide a single-point of 
control that can debug applications using all granularities of parallelism 
(e.g. MPI+X) and programming environment provided by the system. 

3.3.14 The system shall provide a suite of tools for detailed performance analysis 
and profiling of user applications. The tools shall support all granularities 
of parallelism (e.g. MPI+X) and programming environment of the system. 
The Offeror shall describe all tools supported and any limitations, e.g. limits 
on scalability. 

3.3.15 The system shall provide event-tracing tools. Event Tracing of interest 
include: Message-Passing Event Tracing, I/O Event Tracing, Floating Point 
Exception Tracing, and Message-Passing Profiling. The event-tracing tool 
API shall provide functions to activate and deactivate event monitoring 
during execution from within a process.  

3.3.16 The system shall provide stack-tracing tools. The tool set shall include a 
source-level stack trace back, including an API that allows a running 
process or thread to query its current stack trace. 

3.4 Parallel File System 

3.4.1 The system shall include a closely coupled parallel file system (PFS) that 
presents a global, consistent name space to the platform. The Offeror shall 
provide a detailed description of the PFS implementation including: 

• File system architecture and proposed implementation, 
• Expected scaling characteristics, 
• Management, diagnostic, deployment, security and configuration tools, 
• Externalized error and diagnostic information. 
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3.4.2 The parallel file system shall be designed to minimize the risk of data 
corruption and data  loss.  Reliability of the PFS will be assessed as part of 
the overall system reliability metrics.  For the proposed PFS 
implementation, the Offeror shall provide a detailed description of the 
following: 

• how the I/O solution strives to achieve zero corruption and zero data 
loss over the life of the system, 

• how silent data corruption errors (e.g. high fly writes, short writes, 
misdirected I/Os) are addressed, 

• how the I/O solution will function when a portion of it fails, something 
higher than what the raid will catch and hide.  Is there partial/degraded 
operation, etc?, 

• estimates of failure rates of the various components comprising the PFS 
implementation. 

3.4.3 The PFS shall achieve the target bandwidth, as specified in Table 4, using 
any arbitrary collection of compute nodes starting at 10% of compute 
nodes up to the full scale of the system when the PFS is up to 70% full.  
Describe the extent to which performance differs with the size of transfers 
or the number of files being read/written. 

3.4.4 The PFS shall provide a robust, interactive environment for users. The time 
required to perform an insert, delete, enumerate, and retrieve file system 
object status within a single directory on login or file transfer service nodes 
shall be prompt and not be substantially impacted by unrelated 
applications running on the compute partition. Given a single directory 
with 1 million files, describe how long the following metadata operations 
will take on the proposed file system to: 

• Insert one million objects, 
• Delete one million objects, 
• Enumerate and retrieve one million objects. 

3.4.5 The system shall provide POSIX I/O and MPI I/O functionality that is tightly 
integrated with file system software to provide high performance small and 
large block I/O and for single and shared files. MPI I/O shared file 
performance shall achieve 80% of POSIX I/O performance using a single 
file per processor at full system bandwidth. 

3.4.6 The PFS system shall support access by external clients with the same 
functionality as internal clients. 
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3.4.7 The Offeror shall describe expected PFS maintenance procedures and their 
impacts on the PFS performance under normal load and other routine 
operations including purging, file system health monitoring, performance 
statistics, problem alerts, diagnosis and repair, and reconstruction after a 
drive replacement, including reconstruction time. 

3.5 Application Performance Requirements 
Assuring that real applications perform well on the Trinity and NERSC-8 platforms 
is key to the success of the systems.  Because the full applications are large, often 
with millions of lines of code, are typically written using MPI only, and in some cases 
are export controlled, NERSC and ACES have put together a suite of ‘mini-apps’ and 
micro-benchmarks for RFP response evaluation and system acceptance.  The mini-
apps listed in Table 1 are representative of the two workloads, but are smaller than 
full applications.  

The performance of the micro-benchmarks listed in Table 2 will be evaluated as 
indicated in the table.  The performance of mini-apps listed in Table 1 will be 
evaluated at time of RFP response and acceptance.  The performance of the ASC and 
NERSC capability improvement code suites will be evaluated at acceptance and used 
as acceptance criteria.  All performance tests must continue to meet acceptance 
criteria throughout the lifetime of the system.   

3.5.1 The Offeror shall provide performance results (actual, predicted and/or 
extrapolated) for the proposed systems for the mini-applications and 
benchmarks listed in Table 1 and Table 2. If predicted or extrapolated 
results are provided, explain the methodology used. Note that some entries 
are used for acceptance criteria only and results are not required as a part 
of the Offeror’s response. 
 
The Offeror shall report all benchmark and mini-application results in the 
accompanying “Benchmark Run Rules and Results” worksheet.  The draft 
benchmarks, input data sets and run rules can be found on this website: 
https://www.nersc.gov/systems/trinity-nersc-8-rfp/.  

3.5.2 The Offeror shall provide licenses for the delivered system for all compilers 
used to achieve benchmark performance. 

https://www.nersc.gov/systems/trinity-nersc-8-request-for-proposals/?stage=Stage
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3.5.3 The Offeror’s proposal shall state a minimum Sustained System 
Performance (SSP) for both the Trinity and NERSC-8 systems as measured 
by the SSP metric for the mini-app code suite defined in Table 1. The target 
SSP is stated in table Table 4 as an increase over the Hopper platform [2].  
The baseline Hopper SSP will be stated on the following webpage: 
http://www.nersc.gov/systems/trinity-nersc-8-rfp/draft-nersc-8-trinity-
benchmarks/ssp/.  Background to the  SSP metric is defined here: 
http://www.nersc.gov/research-and-development/performance-and-
monitoring-tools/sustained-system-performance-ssp-benchmark/. 

3.5.4 For the Trinity system only: in addition to the SSP metric defined in Table 
4, an ASC Simulation Code Suite will be used to judge performance at 
acceptance. The Trinity system shall achieve, on average, at least 8 times 
(8x) capability improvement over the ASC Cielo platform [1].  The ASC 
Simulation Code Suite Run Rules and instructions for how to access the 
codes can be found on this website: 
https://www.nersc.gov/systems/trinity-nersc-8-rfp/. 

• Cielo results shall be collected at a nominal scale of 6,000 nodes (2/3 of 
Cielo’s compute partition) and will be provided to the Offeror. 

• Trinity results shall be collected using at least two-thirds (2/3) of the 
Trinity system. 

• Capability improvement is defined as the product of an increase in 
problem size and an application specific runtime speedup factor. For 
example, if the problem size is 8 times larger and the runtime speedup 
is 1.2, the capability improvement is 9.6 (9.6x). 

• The code suite will include at least two (2) to four (4) ASC applications. 
Source code and example run time rules will be provided to the Offeror, 
but may require compliance with export control laws and no cost 
licensing agreements.  
 

3.5.5 For the NERSC-8 system only: in addition to the SSP metric defined in Table 
4, a NERSC Simulation Code Suite will be used to judge performance at 
acceptance. The NERSC-8 system shall achieve, on average, at least 8 times 
(8x) capability improvement over the Hopper platform [2]. 

• Hopper results shall be collected using the large benchmark cases and 
will be provided to the Offeror. 

• NERSC-8 results shall be collected using at least two-thirds (2/3) of the 
NERSC-8 system. 

http://www.nersc.gov/research-and-development/performance-and-monitoring-tools/sustained-system-performance-ssp-benchmark/
http://www.nersc.gov/research-and-development/performance-and-monitoring-tools/sustained-system-performance-ssp-benchmark/
https://www.nersc.gov/systems/trinity-nersc-8-request-for-proposals/?stage=Stage
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• Capability improvement is defined as the product of an increase in 
problem size and an application specific runtime speedup factor. For 
example, if the problem size is 8 times larger and the runtime speedup 
is 1.2, the capability improvement is 9.6 (9.6x). 

• The code suite will include at least three (3) NERSC applications. Source 
code and example run time rules will be provided. 
 

Table 1. Mini Applications 

 
 
Table 2. Micro-benchmarks 

Benchmark RFP 
Response 

Acceptance Section 

STREAM X X N/A 

Pynamic  X 3.2.4 

Ziatest  X 3.1.1, 3.1.2 

OMB X X 3.1.5 

SMB X X 3.1.5 

Mini-App 
Name 

Description RFP 

Response 

Acceptance 

miniFE Unstructured implicit finite element  X X 

miniGhost Finite difference stencil X X 

AMG Algebraic Multi-Grid linear system solver 
for unstructured mesh physics packages X X 

UMT Unstructured-Mesh deterministic 
radiation Transport X X 

SNAP Structured Particle Transport Surrogate X X 

miniDFT Density Functional Theory (DFT) X X 

GTC Particle-in-cell magnetic fusion  X X 

MILC Lattice Quantum Chromodynamics (QCD).  
Sparse matrix inversion, CG X X 



LFS Ex D (Rev. 3, 6/28/10) Exhibit D Technical Requirements 

Dated 5-23-13 

 

Trinity and NERSC-8 Draft Technical Requirements, Version 2.9 Page 16 of 64 

Benchmark RFP 
Response 

Acceptance Section 

mdtest X X 3.4.4 

IOR X X 3.4.3 

UPC NAS  X 3.3.9 

PSNAP  X 3.1.8 

mpimemu X X 3.1.4 

 

3.6 Resilience, Reliability & Availability 
For each metric specified below, the Offeror must describe how they arrived at their 
estimates. Terms used in this section can be found in the Definitions and Glossary 
section of this document. 

3.6.1 Failure of the system management and/or RAS system(s) shall not cause a 
system or job interrupt. This requirement does not apply to a RAS system 
feature which automatically shuts down the system for safety reasons, such 
as an overheating condition. 

3.6.2 The minimum System Mean Time Between Interrupt (SMTBI) shall be 336 
hours. 

3.6.3 The ratio JMTTI/Delta-PFS when using the PFS shall be greater than 30. 
This metric is a measure of the system’s ability to make progress over a 
long time period and corresponds to an efficiency of ≈74%.  (Note, in Table 
4 we specify a target Delta-PFS such that  JMTTI/Delta-PFS would be >30 if 
the JMTTI target requirement is met.   The JMTTI/Delta-PFS target 
requirement is intended to assure a certain level of efficiency.  For example, 
if the target JMTTI requirement is not be met, the target JMTTI/Delta-PFS 
ratio ensures  a minimum level of efficiency. ) 

3.6.4 An immediate relaunch of an interrupted job shall not require a complete 
resource reallocation. If a job is interrupted, there shall be a mechanism 
that allows relaunch of the application using the same allocation of 
resource, e.g. compute nodes, that it had before the interrupt. 

3.6.5 A complete system initialization shall take no more than 30 minutes. The 
Offeror shall describe the full system initialization sequence and timings. 
System initialization is defined to be the time to initialize 99% of the 
compute resource and 100% of any service resource to the point where a 
job can be successfully launched. 
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3.6.6 The system shall achieve 99% scheduled availability. Availability is defined 
in the glossary. 

3.6.7 The Offeror shall discuss the resilience, reliability and availability 
mechanisms and capabilities of the proposed system including, but not 
limited to: 

• Any condition or event that can potentially cause a job interrupt, 
• Resiliency features to achieve the availability targets, 
• Single points of failure, hardware or software, and the potential effect 

on running applications and system availability. 
• How a job maintains its resource allocation and is able to relaunch an 

application after an interrupt. 

3.7 System Operations 
System operation capabilities provide the ability to effectively manage system 
resources with high utilization and throughput under a workload with a wide range 
of concurrencies. System management must be an integral part of the overall 
system. The overall objective is to provide system administrators, security officers, 
and user-support personnel with a productive and efficient system configuration 
management and an enhanced diagnostic environment.  

3.7.1 The Offeror shall deliver scalable integrated system management 
capabilities that provide human interfaces and APIs for system 
configuration and its ability to be automated, software management, 
change management, local site integration, and system configuration 
backup and recovery. 

3.7.2 The Offeror shall provide a means for tracking and analyzing all software 
updates, software and hardware failures, and hardware replacements over 
the lifetime of the system. 

3.7.3 The system management capabilities shall provide a single, scalable log 
analysis capability for all logs originating from any component of the 
proposed system. 

3.7.4 Discussion of system configuration management and diagnostic capabilities 
shall address the following topics: 

• Detailed description of the system management support, 
• Any effect or overhead of software management tool components on 

the CPU or memory available on compute nodes,  
• Release plan, with regression testing and validation for all system 

related software and security updates, 
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• Support for multiple simultaneous or alternative system software 
configurations, including estimated time and effort required to install 
both a major and a minor system software update, 

• User activity tracking, such as audit logging and process accounting. 

3.7.5 Unrestricted privileged access to all hardware components delivered with 
the system. 

3.8 Buildable Source Code 

3.8.1 Source code, and necessary build environment, shall be provided for all 
software except for firmware, compilers and third party products.  

3.8.2 Updates of source code, and any necessary build environment, for all 
software shall be provided over the life of the subcontract. 

3.9 Facilities and Site Integration 
Notional Diagrams of site network connectivity and use can be located in Appendix 
A  of this document. 

3.9.1 The computational system shall use 3-phase 480V AC.  Other power 
sources are available to support the system's infrastructure (disks, 
switches, consoles). 

3.9.2 All equipment and power control hardware shall be Nationally Recognized 
Testing Laboratories (NRTL) certified. All equipment shall bear 
appropriate NRTL labels. 

3.9.3 Every rack, network switch, interconnect switch, node, and disk enclosure 
shall be clearly labeled with a unique identifier visible from the front of the 
rack and/or the rear of the rack, as appropriate, when the rack door is 
open. These labels will be high quality so that they do not fall off, fade, 
disintegrate, or otherwise become unusable or unreadable during the 
lifetime of the system. Nodes will be labeled from the rear with a unique 
serial number for inventory tracking. It is desirable that motherboards also 
have a unique serial number for inventory tracking. This serial number 
needs to be visible without having to disassemble the node, or else it must 
be able to be queried from the system management console. 

3.9.4 The Offeror shall describe the features of the system related to facilities and 
site integration including: 

• Remote environmental monitoring capabilities of the system and how it 
would integrate into facility monitoring, 
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• Detailed descriptions of power and cooling distributions throughout the 
system including power consumption for all subsystems, and idle, 
observed maximum (e.g. HPL), and design limits, 

• OS distributions or other client requirements to support off-platform 
access to the parallel file system, such as are used on the LANL File 
Transfer Agents. 

 

Table 3. Trinity and NERSC-8 Facility Requirements 
 

 Trinity NERSC-8 

Location Los Alamos National 
Laboratory, Los Alamos, 
NM. The system will be 
housed in the Strategic 
Computing Complex 
(SCC), Building 2327 

National Energy Research 
Scientific Computing 
Center, Lawrence Berkeley 
National Laboratory, 
Berkeley, CA. 

The system will be housed 
in the Computational 
Theory and Research 
Facility, now under 
construction. 

Altitude 7,500 feet 700 feet 

Seismic N/A System to be placed on a 
seismic isolation floor 

Water Cooling The Offeror will provide 
water cooling in 
conformance with 
ASHRAE Class W3 
guidelines (dated 2011). 

Not to exceed a 12 MW 
cooling load. 

Note: LANL facility will 
provide inlet water at a 
nominal 75 o F. It may go 
to as low as 60o F based 
on facility and/or 
environmental factors. 

The system must operate 
with water at 60-75°F.  
Total flow requirements 
may not exceed 6000GPM 
or a differential pressure 
of 25PSI at the system 
cabinets. De-ionized water 
is not available. (*) 

 

Air Cooling The system must operate 
with supply air at 76°F or 

The system must operate 
with supply air at 76°F or 



LFS Ex D (Rev. 3, 6/28/10) Exhibit D Technical Requirements 

Dated 5-23-13 

 

Trinity and NERSC-8 Draft Technical Requirements, Version 2.9 Page 20 of 64 

 Trinity NERSC-8 

below, with a relative 
humidity from 30%-
70%.  The rate of airflow 
is between 800-1500 
CFM/floor tile.  No more 
than 3MW of heat shall be 
removed by air cooling. 

below, with a relative 
humidity from 30%-70%. 
The total required airflow 
must not exceed 60K CFM. 
No more that 500KW of 
heat shall be removed by 
air cooling. 

Maximum Power 15MW 5MW 

Maximum Power Rate of 
Change 

The hourly average in 
platform power should 
not exceed the 2MW wide 
power band negotiated at 
least 2 hours in advance. 

No restrictions. 

Floor 42” raised floor 48” raised floor 

Ceiling 16 foot ceiling and an 18’ 
6” ceiling plenum 

17’10” ceiling however 
maximum cabinet height 
is 9’5”  

Maximum Footprint 8,000 square feet; 80 feet 
long and 100 feet deep. 

64’x70’, or 4480 square 
feet (inclusive of compute, 
storage and service aisles).  
It is preferred that cabinet 
rows run parallel to the 
short dimension. 

Shipment Dimensions and 
Weight 

No restrictions. For delivery, system 
components shall weigh 
less than 7,000 pounds 
and shall fit into an 
elevator whose door is 6ft 
6in wide and 9ft 0 in high 
and whose depth is 8ft 0in. 

Floor Loading The average floor loading 
(including aisles between 
rows) shall be no more 
than 300 pounds per 
square-foot. A maximum 
limit of 300 pounds per 
square foot also applies 
to all loads during 

The floor loading of shall 
not exceed a uniform load 
of 500lbs/sf. 
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 Trinity NERSC-8 

installation. A point load 
applied on a one square 
inch area shall not exceed 
1500 lbs. A dynamic load 
using a CISCA Wheel 1 
size shall not exceed 
1250 lbs (CISCA Wheel 2 
– 1000 lbs). 

Cabling All power cabling and 
water connections shall 
be below the access floor.  
All other cabling (e.g. 
system interconnect) 
should be above floor and 
integrated into the 
system cabinetry.  Under 
floor cables (if 
unavoidable) shall be 
plenum rated and comply 
with NEC 300.22 and NEC 
645.5. All 
communications cables, 
wherever installed, shall 
be source/destination 
labeled at both ends.  All 
communications cables 
and fibers over 10 meters 
in length and installed 
under the floor shall also 
have a unique serial 
number and dB loss data 
document (or equivalent) 
delivered at time of 
installation for each 
cable, if a method of 
measurement exists for 
cable type. 

All power cabling and 
water connections shall be 
below the access floor.  All 
other cabling (e.g. system 
interconnect) should be 
above floor and integrated 
into the system cabinetry.  
Under floor cables (if 
unavoidable) shall be 
plenum rated.  All signal 
cables shall be labeled 
with a unique serial 
number at both ends.   The 
dB loss data should be 
provided for each cable 
over 10 meters. 

External network 
interfaces supported by 
the site for connectivity 
requirements specified 

1G, 10G, 40G, IB 1G, 10G, 40G, IB 
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 Trinity NERSC-8 

below 

External bandwidth on/off 
the system for general 
TCP/IP connectivity  

10GB/s per direction  10 GB/s per direction  

External bandwidth on/off 
the system for accessing 
the system’s PFS  

100 GB/s 70 GB/s 

External bandwidth on/off 
the system for accessing 
external, site supplied file 
systems. E.g. GPFS, NFS 

20 GB/s 100 GB/s 

 

 

3.10 Target System Configurations 
Table 4. Target Configuration and Performance Requirements 
 

 Trinity NERSC-8 

Mini-apps SSP increase 
over Hopper[2] system 

20-60x 10-30x 

Minimum and target 
aggregate memory on 
compute partition. This 
metric is for main memory 
capacity only, e.g. DDR4. It 
does NOT include memory 
associated with caches, 
accelerators, scratch pads, 
etc. 

2 to 4 PB 1 to 2 PB 

Disk Capacity >30x main memory >20x main memory 

Job Mean Time To 
Interrupt (JMTTI) for a job 
running on the entire 
system 

> 24 hours > 48 hours 

Parallel Debugger Licenses 20 simultaneous users; A 
single job up to one-

20 simultaneous users; A 
single job up to one-fourth 
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 Trinity NERSC-8 

fourth (1/4) scale (1/4) scale 

Compiler licenses for each 
compiler suite proposed 

20 50 

Maximum PFS dump time 
(Delta-PFS): Read or write 
80% of system memory in 

20 minutes 30 minutes 

Resource Manager and/or 
Scheduler Licenses 

Licenses must be 
provided (ACES may 
choose to provide a Moab 
license) 

Licenses must be provided 

4 Technical Options 
Burst buffer, visualization, and power management and control capabilities are all 
important to meeting the needs of DOE Advanced Technology goals.  

The technical, business and price information for the options will be evaluated 
during the selection process.   Proposals that do not address all of the technical 
options in a materially responsive manner will be downgraded.  Offerors, therefore, 
must be as detailed as possible in their response. This section contains options to 
the base systems.  Some options are areas of collaboration between ACES and 
NERSC with the Offeror to provide functionality that doesn’t currently exist, is 
inadequate in the current marketplace, but could be delivered after acceptance.  

The Offeror shall include relevant technical, business and price information for all 
options.  All options shall be priced separately and shall include delivery, 
installation, warranty, maintenance, and support for the life of the system.  Pricing 
shall be firm fixed prices.   

The Offeror is encouraged to provide proposals for additional areas of collaboration 
that they feel provide substantial value to the Trinity and NERSC-8 systems: 
particularly in the areas reliability, resiliency, power usage, application performance 
and overall productivity of the system. 

4.1 Visualization and Data Analysis 
The system shall be capable of supporting a visualization and data services 
workload. Data analysis and visualization workloads include:  

1)  Post-processing visualization: analyzing data from simulations stored on the file 
system. This will include geometry extraction from data, and may include on-
platform rendering. The geometry extraction requires substantial 
computational resources, good bandwidth into these resources, and good 
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access to the parallel file system. GPUs can benefit rendering operations, but in 
general visualization requires substantial general purpose processing 
capabilities. 

2)  In-situ visualization: analyzing data in memory, as it is generated from the 
simulation. This requires use of the main compute resources used in tandem 
with the simulation. 

3)  In-transit visualization: analyzing data off-node as it is generated by simulation.  

4)  Analysis of large ensembles of data. This could take place in-transit or in post-
processing, and shares requirements with these use cases.  

In summary, data analysis workloads require substantial computational resources, 
and especially must support good bandwidth into these resources. All visualization 
and data analysis resources shall have equal access to all system resources as the 
main compute resources, in particular the file system and storage resources.  The 
system shall be capable of providing sufficient bandwidth and low latency for 
remote display. 

4.1.1 The visualization resources shall support the following packages: 

• CEI’s EnSight (proprietary), 
• VisIt (source available), and 
• Kitware’s ParaView (open source). 

These packages use some or all of the following system software capabilities: 
full support of sockets, dynamic linked libraries, Posix threads, Python 
scripting, MPI, Mesa3D, NumPy, NetCDF, HDF5 and MPI I/O. ACES and NERSC 
will provide porting support and any required licensing to the Offeror. 

4.1.2 It is desirable that the visualization partition be the same node level 
architecture as the main compute nodes. If the Offeror determines that the 
proposed compute node architecture is not consistent with the roadmaps 
of all three visualization packages listed above, the Offeror shall propose an 
alternative architecture that is consistent. 

4.1.3 The visualization resources shall be tightly integrated into the system and 
be on the same high-speed network as the main compute resources and 
have equal access to all other system resources, e.g. file systems and 
storage.  

4.1.4 The size of the visualization partition shall be nominally 5% of the total 
compute partition. 

4.2 Burst Buffer 
The primary resiliency mechanism used on current large-scale computing systems 
is application level checkpoint/restart, targeting the parallel file system (PFS, 
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Section 3.4).  Traditionally, the PFS is based on disk technology and sizing the PFS 
for capacity also satisfied the bandwidth requirements. Studies have shown that 
trend may no longer be the case and in the timeframe of Trinity it will be necessary 
to size for bandwidth, which is unappealing from an economic perspective. [3][4][5] 

Although it may make economic sense for Trinity and NERSC-8 to be designed using 
the traditional PFS balance factors, it is highly desirable that Trinity and NERSC-8 be 
a vehicle to start developing an alternative method for satisfying the PFS demands 
of the system, in particular designing in a higher performing checkpoint/restart 
mechanism using a more “tightly coupled,” in-system solution. This document will 
use the term Burst Buffer for this new subsystem.  The underlying goal of the Burst 
Buffer is to provide a fast storage system so as to improve overall application 
productivity and resilience compared to a traditional PFS. Although it is 
predominately for checkpoint/restart, it is desirable for the Burst Buffer subsystem 
to be a general-purpose solution for other application needs, such as post-
processing, in-transit visualization and data analytics. 

Functional requirements definition, development and design will be done 
cooperatively between ACES and NERSC with the Offeror. There will be some 
functionality required at the time of initial installation and standup, with all 
functionality being deployed within two (2) years of initial system delivery. 

4.2.1 The Offeror shall provide a design plan for the Burst Buffer subsystem 
taking into account the design guidelines found in this section. 

4.2.2 The primary usage model for the Burst Buffer shall be application level 
checkpoint/restart.   

4.2.3 The Burst Buffer shall provide a minimum of three (3) times the aggregate 
main memory capacity of the system’s compute partition. 

4.2.4 The ratio JMTTI/Delta-BB when using the Burst Buffer for check-pointing 
shall be greater than 200. This metric is a measure of the system’s ability to 
make progress over a long time period and corresponds to an efficiency of 
≈ 90%. 

4.2.5 The Burst Buffer shall be designed in conjunction with the PFS.  However, 
the PFS shall be capable of operating without the presence of the Burst 
Buffer and each shall have separate failure domains. 

4.2.6 The Burst Buffer shall have the necessary functionality to support data 
analytics use cases, such as post processing and in-transit visualization. 

4.2.7 The Burst Buffer shall be capable of being partitioned and allocated on a 
per job basis. This will require tight integration with the system batch 
scheduler and job launch mechanism. 
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4.2.8 Reliability of the Burst Buffer will be assessed as part of the overall system 
reliability metrics.  

4.3 Advanced Power Management 
Power measurement and control capabilities (hardware and software tools and 
application programming interfaces (APIs)) are necessary to meet the needs of 
future supercomputing energy and power constraints. It is extremely important that 
the Trinity and NERSC-8 projects utilize early capabilities in this area and start 
defining and developing advanced capabilities and integrating them into a user 
friendly, production environment.  

Some functionality will be required at time of initial acceptance. Both initial and 
advanced capabilities will be defined cooperatively between ACES and NERSC and 
the successful Offeror. All functionality will be required to be deployed within two 
(2) years of initial system delivery. The Offeror shall: 

4.3.1 Describe all power related measurement and control features, capabilities 
and limitations (hardware and software) of the system including, but not 
limited to, any tools, system software features and APIs that will be made 
available at initial acceptance. 

4.3.2 Describe all power related measurement and control capabilities projected 
on the Offeror’s road map. ACES, NERSC, and the successful Offeror will 
work cooperatively to define a set of capabilities that will be delivered 
beyond initial acceptance.  

4.3.3 Describe all power related measurement and control capabilities 
(hardware and software) that would necessitate hardware upgrade or 
replacement. 

4.4 Application Transition Support 

4.4.1 The Offeror shall propose a vehicle (e.g. a Center of Excellence) for 
supporting the successful demonstration of the application performance 
requirements and the transition of key applications to the Trinity and 
NERSC-8 systems.  Support will be required from the successful Offeror and 
all of its key advanced technology providers, e.g. processor vendors.  
Activities will require the support of experts in the areas of application 
porting and performance optimization. Support is required from the date of 
subcontract execution through two (2) years after final acceptance. 

4.5 Early Access Development System 
To allow for early and/or accelerated development of applications or development 
of functionality required as a part of the statement of work, the Offeror shall 
propose options for early access development systems. These systems can be in 
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support of the baseline requirements or any proposed options. The Early Access 
systems shall be delivered before Q3CY2014. 

4.5.1 The Offeror shall propose an Early Access Development System. The 
primary purpose is to expose the application to the same programming 
environment as will be found on the final system. It is acceptable for the 
early access system to not use the final processor, node, or high-speed 
interconnect architectures. However, the programming and runtime 
environment must be sufficiently similar that a port to the final system is 
trivial.  The early access system shall contain similar functionality of the 
final system, including file systems, but scaled down to the appropriate 
configuration. The Offeror shall propose an option for the following 
configurations based on the size of the final Trinity system. 

4.5.1.1 2% of Trinity’s compute partition. 

4.5.1.2 5% of Trinity’s compute partition. 

4.5.1.3 10% of Trinity’s compute partition. 

4.5.2 If applicable, the Offeror shall propose development test bed systems that 
will reduce risk and aid the development of any advanced functionality that 
is exercised as a part of the statement of work, e.g. Burst Buffer, power 
management, etc. 

4.6 Test Systems 
The Offeror shall propose the following test systems.  The systems shall contain all 
the functionality of the main system, including file systems, but scaled down to the 
appropriate configuration. Multiple test systems may be awarded. 

4.6.1 The Offeror shall propose an Application Regression test system, which 
shall contain at least 200 compute nodes. 

4.6.2 The Offeror shall propose a System Development test system, which shall 
contain at least 50 compute nodes. 

4.7 On Site System and Application Software Analysts 

4.7.1 The Offeror shall propose and separately price up to two (2) System 
Software Analysts and up to two (2) Applications Software Analysts for 
each site. For Trinity, these positions require a DOE Q-clearance for access. 

4.8 Maintenance, Support, and Technical Services 
The Offeror shall propose separately priced maintenance and support options with 
the following features: 

4.8.1 Pricing and the Maintenance Period  
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The Offeror shall propose all technical services, warranty, and Maintenance 
and Support Options for a period equal in length to the life of the subcontract. 
The Maintenance and Support Option pricing shall be for each year of the 
above period after the warranty expires. The Offeror should note that the 
warranty begins, however, not at subcontract signing but at the date of 
Acceptance of the system by the Contractor. For example, if the life of the 
subcontract is four (4) years, the subcontract is signed October 30, 2013, and 
the system is accepted on March 30, 2016, and the warranty is for one year, 
then the maintenance and support period begins March 30, 2017. 

4.8.2 Required Maintenance and Support Options 

The Offeror shall propose the following Maintenance and Support Options 
and pricing for each of the options below.  Contractor may purchase or 
execute one of the Options or none of the Options at its discretion. Different 
maintenance options may be selected for the various test systems and final 
system.  Each Option shall be separately priced. The Offeror may propose 
other maintenance and support solutions in addition to Options 1 and 2 
below.  

4.8.2.1 Option 1 – 7x24 

The Offeror shall price Option 1 as full hardware and software 
support for all Offeror provided hardware components and 
software. The principal period of maintenance  (PPM) shall be for 
24 hours by 7 days a week with a four hour response to any 
request for service. 

4.8.2.2 Option 2 – 5x9 

The Offeror shall price Option 2 as full hardware and software 
support for all Offeror provided hardware components and 
software. The principal period of maintenance (PPM) shall be on a 
9 hours by 5 days a week (exclusive of holidays observed by ACES 
or NERSC). The Offeror shall provide hardware maintenance 
training for ACES/NERSC staff so that staff are able to provide 
hardware support for all other times the Offeror is unable to 
provide hardware repair in a timely manner outside of the PPM. 
The Offeror shall supply hardware maintenance procedural 
documentation, training, and manuals necessary to support this 
effort. 

All proposed maintenance and support solutions shall include the following features 
and meet all requirements of this section. 

4.8.3 Software and Firmware Update Service 



LFS Ex D (Rev. 3, 6/28/10) Exhibit D Technical Requirements 

Dated 5-23-13 

 

Trinity and NERSC-8 Draft Technical Requirements, Version 2.9 Page 29 of 64 

The Offeror shall provide an update service for all software and firmware 
provided for the duration of the warranty plus the maintenance and support 
period. This shall include new releases of software/firmware and 
software/firmware patches as required for further details. 

4.8.4 Call Service  

The Offeror shall provide contact information for technical personnel with 
knowledge of the proposed equipment and software.  These personnel shall 
be available for consultation by telephone and electronic mail with 
ACES/NERSC personnel. In the case of degraded performance, Offeror’s 
services shall be made readily available to develop strategies for improving 
performance, i.e. patches, workarounds. 

4.8.5 On-site Parts Cache 

The Offeror shall maintain a parts cache on-site at both the ACES and NERSC 
facilities. The parts cache shall be sized and provisioned sufficiently to 
support all normal repair actions for two weeks without the need for parts 
refresh. The initial sizing and provisioning of the cache shall be based on 
Offeror’s MTBF estimates for each FRU and each rack, and scaled based on 
the number of FRU’s and racks delivered. The parts cache configuration will 
be periodically reviewed for quantities needed to satisfy this requirement, 
and adjusted if necessary, based on observed FRU or node failure rates. The 
parts cache will be resized, at the Offeror’s expense, should the on-site parts 
cache prove to be insufficient to sustain the actually observed FRU or node 
failure rates. 

4.8.6 On-Site Node Cache 

The Offeror shall also maintain an on-site spare node inventory of at least 1% 
of the total nodes in all of the system.   These nodes shall be maintained and 
tested for hardware integrity and functionality utilizing the Hardware 
Support Cluster defined below if provided. 

The following features and requirements are specific to responses for the ACES 
solutions. 

4.8.7 Hardware Support Cluster (HSC) 

The Offeror shall provide a Hardware Support Cluster. The HSC shall support 
the hot spare nodes and provide functions such as hardware burn-in, 
problem diagnosis, etc. The Offeror will supply sufficient racks, interconnect, 
networking, storage equipment and any associated hardware/software 
necessary to make the HSC a stand-alone system capable of running 
diagnostics on individual or clusters of HSC nodes. ACES will store and 
inventory the HSC and other on-site parts cache components. 

4.8.8 DOE Q-Cleared Technical Service Personnel 
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The Trinity systems will be installed in machine rooms and buildings located 
inside of the LANL and SNL security areas, which require a DOE Q-clearance 
for access. It will be possible to install the systems with the assistance of 
uncleared US citizens or L-cleared personnel, but the Offeror shall be 
required to arrange and to pay for appropriate 3rd party security escorts.  
Offeror on-site support staff shall obtain the necessary clearances to perform 
their duties. 

5 Additional System Options 
It is anticipated that NERSC and ACES will have future requirements for system 
upgrades and/or additional quantities based on the configurations proposed for 
Trinity and NERSC 8, respectively. To address these potential requirements, the 
Offeror shall propose and separately price options for system upgrades and 
expansions as indicated in Section 5.1. The Offeror shall address any technical 
challenges foreseen with regard to scaling and any other production 
issues.  Proposals may be as detailed as possible based on proffered solutions. 
Proposals that do not address all of the additional system options in a materially 
responsive manner will be downgraded. 

5.1 Upgrades/expansions to Trinity and NERSC-8 systems 

5.1.1 Upgrade/expand the Trinity and NERSC-8 configurations by the following 
fractions of the proposed systems as measured by the Sustained System 
Performance(SSP) and/or the Capability Improvement metrics: 

5.1.1.1 25% 

5.1.1.2 50% 

5.1.1.3 100% 

5.1.1.4 200% 

5.1.1.5 500% 

5.1.2 The Offeror shall propose double the main memory capacity per node. 

5.1.3 The Offeror shall propose additional parallel file system storage in 5PB 
increments. 

6 Delivery and Acceptance Requirements 
Testing of the system shall proceed in three steps: pre-delivery, post-delivery and 
acceptance. Each step is intended to validate the system and feeds into subsequent 
activities.  Sample Acceptance Test Plans are in Appendix B. 
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6.1 Pre-delivery Testing 
ACES, NERSC and vendor staff shall perform pre-delivery testing at the factory on 
the hardware to be delivered. Any limitations for performing the pre-delivery 
testing need to be identified including scale and licensing limitations. During pre-
delivery testing, the successful Offeror (Subcontractor) shall: 

• Demonstrate RAS capabilities and robustness, using simple fault injection 
techniques such as disconnecting cables, powering down subsystems, or 
installing known bad parts. 

• Demonstrate functional capabilities on each segment of the system built, 
including the capability to build applications, schedule jobs, and run them 
using the customer-provided testing framework. The root cause of any 
application failure must be identified. 

• Provide a file system sufficiently provisioned to support the suite of tests. 
• Provide onsite and remote access for ACES and NERSC staff to monitor 

testing and analyze results. 
• Instill confidence in the ability to conform to the statement of work. 

6.2 Site Integration and Post-delivery Testing 
ACES, NERSC and vendor staff shall perform site integration and post-delivery 
testing on the fully delivered system. Limitations may exist for vendor access to the 
onsite system. 

• During post-delivery testing, the pre-delivery tests shall be run on the full 
system installation.  

• Where applicable, tests shall be run at full scale. 

6.3 Acceptance Testing 
ACES, NERSC and vendor staff shall perform onsite acceptance testing on the fully 
installed system. Limitations may exist for vendor access to the onsite system. 

• The Subcontractor shall demonstrate that the delivered systems conform 
to the subcontract’s Statement of Work. A sample test plan is provided as 
a basis for responding to this RFP. 

7 Risk Management and Project Management 
The Offeror’s proposal shall: 



LFS Ex D (Rev. 3, 6/28/10) Exhibit D Technical Requirements 

Dated 5-23-13 

 

Trinity and NERSC-8 Draft Technical Requirements, Version 2.9 Page 32 of 64 

7.1.1 Provide a risk management strategy for the proposed system in case of 
technology problems or scheduling delays that affect availability or 
achievement of performance targets in the proposed timeframe.  Describe 
the impact of substitute technologies on the overall architecture and 
performance of the system as described in section 2.1.2.  In particular, the 
Offeror shall address the three technology areas listed below. 

• Processor 
• Memory 
• High-speed interconnect 

7.1.2 Identify any other high-risk areas and accompanying mitigation strategies 
for the proposed system. 

7.1.3 Provide a clear plan for effectively responding to software and hardware 
defects and system outages at each severity level and document how 
problems or defects will be escalated. 

7.1.4 Provide a roadmap showing how the response to this procurement aligns 
with their plans for Exascale Computing. 

7.1.5 Discuss additional capabilities including the Offeror’s: 

• Ability to produce and maintain the proposed system for the life of the 
platform, 

• Ability to achieve specific quality assurance, reliability and availability 
goals, 

• In-house testing and problem diagnosis capability, including hardware 
resources at appropriate scale. 

7.1.6 Project Management specifics for ACES and NERSC are detailed in Appendix 
C.  

8 Documentation and Training 
The Offeror shall provide documentation and training of the proposed solution to 
the operators, system administrators, and users of the Trinity and NERSC-8 systems 
in order to effectively operate, configure, and use the platform. ACES and NERSC 
may, at their option, make audio and video recordings of presentations from 
Subcontractor's speakers at public events targeted at the ACES and NERSC user 
communities (e.g., user training events, collaborative application events, Best 
Practices discussions).  Subcontractor grants ACES and NERSC use and distribution 
rights of vendor provided documentation, session materials and recorded media to 
be shared with DOE Lab staff and all authorized users and support staff for Trinity 
and NERSC-8. 
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8.1 Documentation 

8.1.1 The Offeror shall provide documentation for each delivered system 
describing the configuration, interconnect topology, labeling schema, 
hardware layout, etc. of the system as deployed before the commencement 
of system acceptance testing. 

8.1.2 The Offeror shall supply and support system and user level documentation 
for all components of the system.  Upon request by Contractor, the Offeror 
shall supply additional documentation necessary for operation and 
maintenance of the system. 

8.1.3 All documentation shall be distributed and updated electronically and in a 
timely manner. For example, changes to the system shall be accompanied by 
relevant documentation. Documentation of changes and fixes may be 
distributed electronically in the form of release notes. Reference manuals 
may be updated later, but effort should be made to keep all documentation 
current. 

8.2 Training 

8.2.1 The Offeror shall provide the following types of training at facilities 
specified by ACES or NERSC: 

 Number of 
Classes 

Class Type ACES NERSC 

System Operations and 
Advanced 
Administration 

2 1 

User Programming 3 1 

 

8.2.2 The Offeror shall describe all proposed training and documentation 
relevant to the proposed solutions utilizing the following methods: 

• Classroom training 
• Onsite training 
• Online documentation 
• Online training 
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Appendix A: Facilities Interfaces 

Appendix A-1: Trinity Facility Interfaces 
Figure A1: Notional diagram of interfaces between the Trinity platform 
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Appendix A-2: NERSC Facilities Interfaces 
 

Figure A2: Notional diagram of interfaces between the NERSC-8 platform 
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Appendix B: Sample Acceptance Plans  

Appendix B-1: ACES Sample Acceptance Plan 
Testing of the system shall proceed in three steps: pre-delivery, post-delivery 
and acceptance. Each step is intended to validate the system and feeds into 
subsequent activities. 

Pre-delivery (Factory) Test 

The Subcontractor shall demonstrate all hardware is fully functional prior to 
shipping. If the system is to be delivered in separate shipments, each 
shipment shall undergo pre-delivery testing. If the Subcontractor proposes a 
development system subcomponent, ACES recognizes that the development 
system is not part of the pre-delivery acceptance criteria.  
ACES and vendor staff shall perform pre-delivery testing at the factory on the 
hardware to be delivered. Any limitations for performing the pre-delivery 
testing need to be identified including scale and licensing limitations. 
• Demonstrate RAS capabilities and robustness, using simple fault injection 

techniques such as disconnecting cables, powering down subsystems, or 
installing known bad parts. 

• Demonstrate functional capabilities on each segment of the system built, 
including the capability to build applications, schedule jobs, and run them 
using the customer-provided testing framework. The root cause of any 
application failure must be identified. 

• The Offeror shall provide a file system sufficiently provisioned to support 
the suite of tests. 

• Provide onsite and remote access for ACES staff to monitor testing and 
analyze results. 

• Instill confidence in the ability to conform to the statement of work. 

Pre-Delivery Assembly 

• The Subcontractor shall perform the pre-delivery test of Trinity or 
agreed-upon sub-configurations of Trinity at the Subcontractor’s 
location prior to shipment. At its option, ACES may send a 
representative(s) to observe testing at the Subcontractor’s facility. 
Work to be performed by the Subcontractor includes: 

o All hardware installation and assembly 
o Burn in of all components 
o Installation of software 
o Implementation of the ACES-specific production system-

configuration and programming environment 
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o Perform tests and benchmarks to validate functionality, 
performance, reliability, and quality 

• Run benchmarks and demonstrate that benchmarks meet 
performance commitments.  

Pre-Delivery Configuration 

• TBD 

Pre-Delivery Test 

Subcontractor shall provide ACES on-site access to the system in 
order to verify that the system demonstrates the ability to pass 
acceptance criteria. 
The pre-delivery test shall consist of (but is not limited to) the 
following tests: 

Name of Test Pass Criteria 

System power 
up 

All nodes boot successfully 

System power 
down 

All nodes shut down 

Unix commands All UNIX/Linux and vendor specific commands 
function correctly 

Monitoring Monitoring software shows status for all nodes 

Reset “Reset” functions on all nodes 

Power On/Off Power cycle all components of the entire system 
from the console 

Fail 
Over/Resilience 

Demonstrate proper operation of all fail-over or 
resilience mechanisms 

Full 
Configuration 
Test 

Pre-delivery system can efficiently run applications 
that use the entire compute resource of the pre-
delivery system. The applications to be run will be 
drawn from the 72-hour test runs, scaled to the 
pre-delivery configuration 

Benchmarks Benchmarks shall achieve performance within the 
limits of pre-delivery configuration 
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Name of Test Pass Criteria 

72 Hour test 100% availability of the pre-delivery system for a 
72 hour test period while running an agreed-upon 
workload that exercises at least 99% of the 
compute resources 

 

Post-delivery Integration and Test 

Post-delivery Integration 

During Post-Delivery Integration, the Subcontractor’s system(s) shall 
be delivered, installed, fully integrated, and shall undergo 
Subcontractor stabilization processes. Post-delivery testing shall 
include replication of all of the pre-delivery testing steps, along with 
appropriate tests at scale, on the fully integrated platform. Where 
applicable, tests shall be run at full scale. 

Site Integration 

When the Subcontractor has declared the system to be stable, the 
Subcontractor shall make the system available to ACES personnel for 
site-specific integration and customization. Once the Subcontractor’s 
system has undergone site-specific integration and customization, the 
acceptance test shall commence.  

Acceptance Test 

The Acceptance Test Period shall commence when the system has been 
delivered, physically installed, and undergone stabilization and site-specific 
integration and customization completed. The duration of the Acceptance 
Test period is defined in the Statement of Work. 
All tests shall be performed on the initial production configuration as defined 
by ACES.  
The Subcontractor shall supply source code used, compile scripts, output, 
and verification files for all tests run by the Subcontractor. All such provided 
materials become the property of ACES.  
All tests shall be performed on the initial production configuration of the 
Trinity system as it will be deployed to the ACES user community. ACES may 
run all or any portion of these tests at any time on the system to ensure the 
Subcontractor’s compliance with the requirements set forth in this 
document.  
The acceptance test shall consist of a Functionality Demonstration, a System 
Boot Test, a System Resilience Test, a Performance Test, and an Availability 
Test, performed in that order. 
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Functionality Demonstration 

Subcontractor and ACES will perform the Functionality 
Demonstration on a dedicated system. The Functionality 
Demonstration shall show that the system is configured and functions 
in accordance with the statement of work. Demonstrations shall 
include, but are not limited to, the following: 

• Remote monitoring, power control and boot capability 
• Network connectivity  
• File system functionality  
• Batch system 
• System management software 
• Program building and debugging (e.g. compilers, linkers, 

libraries, etc.) 
• Unix functions 

System Boot Test 

Subcontractor and ACES will perform the System Boot Test on a 
dedicated system. The System Boot Test shall show that the system is 
configured and functions in accordance with the statement of work. 
Demonstrations shall include, but are not limited to, the following: 
• Two successful system cold boots to production state, with no 

intervention to bring the system up. Production state is defined as 
running all system services required for production use and being 
able to compile and run parallel jobs on the full system.  
In a cold boot, all elements of the system (compute, login, I/O) are 
completely powered off before the boot sequence is initiated. All 
components are then powered on.  

• Single node power-fail/reset test: Failure or reset of a single 
compute node shall not cause system-wide failure.  

System Resilience Test 

Subcontractor and ACES will perform the System Resilience Test on a 
dedicated system. The System Resilience Test shall show that the 
system is configured and functions in accordance with the statement 
of work.  
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All system resilience features of Trinity shall be demonstrated via 
fault-injection tests when running test applications at scale. Fault 
injection operations should include both graceful and hard shutdowns 
of components. The metrics for resilience operations include correct 
operation, any loss of access or data, and time to complete the initial 
recovery plus any time required to restore (fail-back) a normal 
operating mode for the failed components. 

Performance Test 

Trinity system performance and benchmark tests are fully 
documented in the Statement of Work along with guidance and test 
information found at this website: 
https://www.nersc.gov/systems/trinity-nersc-8-rfp/. 
The Subcontractor shall run the Trinity tests and application 
benchmarks, full configuration test, external network test and file 
system metadata test as described in the Application and Benchmark 
Run Rules document. Benchmark answers must be correct, and each 
benchmark result must meet or exceed performance commitments in 
the performance requirements section.  
Benchmarks must be run using the supplied resource management 
and scheduling software. Except as required by the run rules, 
benchmarks need not be run concurrently. If requested by ACES, 
Subcontractor shall reconfigure the resource management software to 
utilize only a subset of compute nodes, specified by ACES. 

JMTTI and System Availability Testing 

The JMTTI and System Availability Test will commence after 
successful completion of the Functionality Demonstration, System 
Test and Performance Test. ACES will perform the JMTTI and 
Availability Test.  
The Trinity system must demonstrate the JMTTI and availability 
metrics defined in the Statement of Work, within an agreed-upon 
period of time. An automated job launch and outcome analysis tool, 
such as gazebo, shall be used to manage an agreed-upon workload 
that will be used to measure the reliability of individual jobs. These 
jobs shall be a mixture of benchmarks from the Performance Test and 
other applications.  
Every test in the JMTTI and System Availability Test workload shall 
obtain a correct result in both dedicated and non-dedicated modes: 
• In dedicated mode, each benchmark in the Performance Test shall 

meet the performance commitment specified in the Statement of 
Work.  

https://www.nersc.gov/systems/trinity-nersc-8-request-for-proposals/?stage=Stage
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• In non-dedicated mode, the mean performance of each 
performance test shall meet or exceed the performance 
commitment specified in the Statement of Work 

During the JMTTI and System Availability Test, ACES shall have full 
access to the system and shall monitor the system. ACES and users 
designated by ACES shall submit jobs through the Trinity resource 
management system.  
During the JMTTI and System Availability Test, the Subcontractor 
shall adhere to the following requirements: 
• All hardware and software shall be fully functional at the end of 

the JMTTI and Availability Test. Any down time required to repair 
failed hardware or software shall be considered an outage unless 
it can be repaired without impacting system availability.  

• Hardware and software upgrades shall not be permitted during 
the last 7 days of the JMTTI and Availability Test. The system shall 
be considered down for the time required to perform any 
upgrades, including rolling upgrades.  

• No significant (i.e. levels 1, 2 or 3) problems shall be open during 
the last 7 days.  

• During the JMTTI and Availability Testing period, if any system 
software upgrade or significant hardware repairs are applied, the 
Subcontractor shall be required to run the Performance Tests and 
demonstrate that the changes incur no loss of performance. At its 
option, ACES may also run any deemed necessary. Time taken to 
run the Performance and other tests shall not count as downtime, 
provided that all tests perform to specifications. 

Definitions for Node and System Failures 

The baseline of interrupts, as used in the JMTTI and SMTBI calculations, shall 
include, but may not be limited to, the following circumstances:  
• A node shall be defined as down if a hardware problem causes 

Subcontractor supplied software to crash or the node is unavailable. 
Failures that are transparent to Subcontractor-supplied software because 
of redundant hardware shall not be classified as a node being down as 
long as the failure does not impact node or system performance. Low 
severity software bugs and suggestions (e.g. wrong error message) 
associated with Subcontractor supplied software will not be classified as 
a node being down.  
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• A node shall be classified as down if a defect in the Subcontractor 
supplied software causes a node to be unavailable. Communication 
network failures external to the system, and user application program 
bugs that do not impact other users shall not constitute a node being 
down.  

• Repeat failures within eight hours of the previous failure shall be counted 
as one continuous failure.  

• The Subcontractor's system shall be classified as down (and all nodes 
shall be considered down) if any of the following requirements can not be 
met (“system-wide failures”): 

o Complete a POSIX `stat' operation on any file within all 
Subcontractor-provided file systems and access all data blocks 
associated with these files.  

o Complete a successful interactive login to the Subcontractor's 
system. Failures in the ACES network do not constitute a system-
wide failure.  

o Successfully run any part of the performance test. The 
Performance Test consists of the Trinity Benchmarks, the Full 
Configuration Test and the External Network Test. 

o Full switch bandwidth is available. Failure of a switch adapter in a 
node does not constitute a system-wide failure. However, failure of 
a switch would constitute failure, even if alternate switch paths 
were available, because full bandwidth would not be available for 
multiple nodes.  

o User applications can be launched and/or completed via the 
scheduler.  

• Other failures in Subcontractor supplied products and services that 
disrupt work on a significant portion of the nodes shall constitute a 
system-wide outage.  

• If there is a system-wide outage, ACES shall turn over the system to the 
Subcontractor for service when the Subcontractor indicates they are 
ready to begin work on the system. All nodes are considered down during 
a system-wide outage.  

• Downtime for any outage shall begin when ACES notifies the 
Subcontractor of a problem (e.g. an official problem report is opened) 
and, for system outages, when the system is made available to the 
Subcontractor. Downtime shall end when:  

o For problems that can be addressed by bringing up a spare node 
or by rebooting the down node, the downtime shall end when a 
spare node or the down node is available for production use.  
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o For problems requiring the Subcontractor to repair a failed 
hardware component, the downtime shall end when the failed 
component is returned to ACES and available for production use.  

o For software downtime, the downtime shall end when the 
Subcontractor supplies a fix that rectifies the problem or when 
ACES reverts to a prior copy of the failing software that does not 
exhibit the same problem.  

• A failure due to ACES or to other causes out of the Subcontractor's control 
shall not be counted against the Subcontractor unless the failure 
demonstrates a defect in the system. If there are disputes as to whether a 
failure is the fault of the Subcontractor or ACES, they shall be resolved 
prior to the end of the acceptance period.  
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Appendix B-2: NERSC Sample Acceptance Plan 

Integration, Installation, and Acceptance Testing 

Pre-delivery 

The Subcontractor shall demonstrate all hardware is fully functional 
prior to shipping. If the system is to be delivered in separate 
shipments, each shipment should undergo pre-delivery testing. If the 
Subcontractor proposes a development system subcomponent, the 
University recognizes that the development system is not part of the 
pre-delivery acceptance criteria.  

Pre-Delivery Assembly 

The Subcontractor shall perform the pre-delivery test of the NERSC-8 
system or agreed-upon sub-configurations of NERSC-8 at the 
Subcontractor’s location prior to shipment. At its option, the 
University may send a representative(s) to observe testing at the 
Subcontractor’s facility. Work to be performed by the Subcontractor 
includes: 

• All hardware installation and assembly 
• Burn in of all components 
• Installation of software 
• Implementation of the University-specific production system-

configuration and programming environment 
• Perform tests and benchmarks to validate functionality, 

performance, reliability, and quality 
• Run benchmarks and demonstrate that benchmarks meet 

performance commitments 

Pre-Delivery Test 

Subcontractor shall provide the University on-site access to the 
system in order to verify that the system demonstrates the ability to 
pass acceptance criteria. 
The pre-delivery test shall consist of (but is not limited to) the 
following tests: 

Name of Test Pass Criteria 

System power up All nodes boot successfully 

System power down All nodes shut down 
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Name of Test Pass Criteria 

Unix commands All UNIX/Linux and vendor specific 
commands function correctly 

Monitoring Monitoring software shows status for all 
nodes 

Reset “Reset” functions on all nodes 

Power On/Off Power cycle all components of the entire 
system from the console 

Fail Over/Resilience Demonstrate proper operation of all fail-
over or resilience mechanisms 

Full Configuration Test Full Configuration Test runs successfully on 
the system 

Benchmarks The system shall demonstrate the ability to 
achieve the required performance level on 
all benchmark requirements 

72 Hour test High availability of the production system 
for a 72 hour test period under constant 
throughput load 

 

Post-delivery Integration and Test 

The Subcontractor’s system(s) shall be delivered, installed, fully integrated, 
and shall undergo Subcontractor stabilization processes. Post-delivery 
testing shall include replication of all of the pre-delivery testing steps, along 
with appropriate tests at scale, on the fully integrated platform. 

Site Integration 

When the Subcontractor has declared the system to be stable, the 
Subcontractor shall make the system available to University 
personnel for site-specific integration and customization. Once the 
Subcontractor’s system has undergone site-specific integration and 
customization, the acceptance test shall commence.  

Acceptance Test 

The Acceptance Test Period shall commence when the system has been 
delivered, physically installed, and undergone stabilization and site-specific 
integration and customization. The duration of the Acceptance Test Period 
shall not exceed 60 days.  
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All tests shall be performed on the production configuration as defined by 
the University.  
The Subcontractor shall not be responsible for failures to meet the 
performance metrics set or the availability metrics set forth in this Section, if 
such failure is the direct result of modifications made by the University to 
Subcontractor source code. Such suspension will be only for those 
requirements that fail due to the modification(s) and only for the length of 
time the modification(s) result(s) in the failure.  
The Subcontractor shall supply source code used, compile scripts, output, 
and verification files for all tests. All such provided materials become the 
property of The University.  
All tests shall be performed on a production configuration of the NERSC-8 
system, as it will be deployed to the University user community. The 
University may run all or any portion of these tests at any time on the system 
to ensure the Subcontractor’s compliance with the requirements set forth in 
this document.  
The acceptance test shall consist of Functionality Demonstrations, System 
Tests, System Resiliency Tests, Performance Tests, and an Availability Test, 
performed in that order. 

Functionality Demonstration 

Subcontractor and the University will perform the Functionality 
Demonstration on a dedicated system. The Functionality 
Demonstration shall show that the system is configured and functions 
in accordance with the statement of work. Demonstrations shall 
include, but are not limited to, the following: 
• Remote monitoring, power control and boot capability 
• Network connectivity  
• File system functionality  
• Batch system 
• System management software 
• Program building and debugging (e.g. compilers, linkers, libraries, 

etc.) 
• Unix functions 

System Test 

Subcontractor and the University will perform the System Test on a 
dedicated system. The System Test shall show that the system is 
configured and functions in accordance with the statement of work. 
Demonstrations shall include, but are not limited to, the following: 
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Two successful system cold boots to production state in accordance 
with required timings, with no intervention to bring the system up. 
Production state is defined as running all system services required for 
production use and being able to compile and run parallel jobs on the 
full system.  
In a cold boot, all elements of the system (compute, login, I/O, 
network) are completely powered off before the boot sequence is 
initiated. All components are then powered on.  
Single node power-fail/reset test: Failure or reset of a single compute 
node shall not cause a system-wide failure. A node shall reboot to 
production state after reset in accordance with required timings. 

System Resilience Test 

Subcontractor and the University will perform the System Resilience 
Test on a dedicated system. The System Resilience Test shall show 
that the system is configured and functions in accordance with the 
statement of work.  
All system resilience features of the NERSC-8 system shall be 
demonstrated via fault-injection tests when running test applications 
at scale. Fault injection operations should include both graceful and 
hard shutdowns of components. The metrics for resilience operations 
include correct operation, any loss of access or data, and time to 
complete the initial recovery plus any time required to restore (fail-
back) a normal operating mode for the failed components. 

Performance Test 

The Subcontractor shall run the NERSC-8 tests and application 
benchmarks, full configuration test, external network test and file 
system metadata test, a minimum of five times each as described in 
the Benchmark Run Rules section. Benchmark answers must be 
correct, and each benchmark result must meet or exceed performance 
commitments.  
Benchmarks must be run using the supplied resource management 
and scheduling software. Except as required by the run rules, 
benchmarks need not be run concurrently. If requested by the 
University, Subcontractor shall reconfigure the resource management 
software to utilize only a subset of compute nodes, specified by the 
University. Performance must be consistent from run to run.  

Availability Test 
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The Availability Test will commence after successful completion of the 
Functionality Demonstration, System Test and Performance Test. The 
Subcontractor shall perform the Availability Test; at this time or 
before, the University will add user accounts to the system. The 
Availability Test shall be 30 contiguous days in a sliding window 
within the Acceptance Test Period. The NERSC-8 system must 
demonstrate the required availability of the system.  
During the Availability Test, the University shall have full access to the 
system and shall monitor the system. The University and users 
designated by the University shall submit jobs through the NERSC-8 
resource management system. These jobs shall be a mixture of 
benchmarks from the Performance Test and other applications.  
The Subcontractor shall adhere to the System Availability and 
Reliability requirements as defined below: 
• All hardware and software shall be fully functional at the end of 

the Availability Test. Any down time required to repair failed 
hardware or software shall be considered an outage unless it can 
be repaired without impacting system availability.  

• Hardware and software upgrades shall not be permitted during 
the last 7 days of the Availability Test. The system shall be 
considered down for the time required to perform any upgrades, 
including rolling upgrades.  

• No significant (i.e. levels 1, 2 or 3) problems shall be open during 
the last 7 days.  

• During the Availability Testing period, if any system software 
upgrade or significant hardware repairs are applied, the 
Subcontractor shall be required to run the Benchmark Tests and 
demonstrate that the changes incur no loss of performance. At its 
option, the University may also run any deemed necessary. Time 
taken to run the Benchmark and other tests shall not count as 
downtime, provided that all tests perform to specifications. 

• Every test in the Functionality Test, Performance Test and NERSC-
defined workload shall obtain a correct result in both dedicated 
and non-dedicated modes.  

• In dedicated mode, each benchmark in the Performance Test shall 
meet or exceed the performance commitment and variation 
requirement. 

• In non-dedicated mode, the mean performance of each 
performance test shall meet or exceed the performance 
commitment. The measured Coefficient of Variation (standard 
deviation divided by the mean) of results from each performance 
test shall not be greater than 5%. 
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• Node and system availability will be measured on a node hour 
basis as follows. 
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where:  

Si is the number of scheduled hours for node i 
(wallclock time minus downtime scheduled by the 
University) 
Di is the number of hours of downtime for node i  

 
Node and system outages are defined in the following section. 

Definition of Node and System Failures 

• A node shall be defined as down if a hardware problem causes 
Subcontractor supplied software to crash or the node is unavailable. 
Failures that are transparent to Subcontractor-supplied software because 
of redundant hardware shall not be classified as a node being down as 
long as the failure does not impact node or system performance. Low 
severity software bugs and suggestions (e.g. wrong error message) 
associated with Subcontractor supplied software will not be classified as 
a node being down.  

• A node shall be classified as down if a defect in the Subcontractor 
supplied software causes a node to be unavailable. Communication 
network failures external to the system, and user application program 
bugs that do not impact other users shall not constitute a node being 
down.  

• Repeat failures within eight hours of the previous failure shall be counted 
as one continuous failure.  

• The Subcontractor's system shall be classified as down (and all nodes 
shall be considered down) if any of the following requirements can not be 
met (“system-wide failures”): 

• Complete a POSIX ‘stat' operation on any file within all Subcontractor-
provided file systems and access all data blocks associated with these 
files.  

• Complete a successful interactive login to the Subcontractor's system. 
Failures in the University network do not constitute a system-wide 
failure.  

• Successfully run any part of the performance test. The Performance Test 
consists of the NERSC-8 Benchmarks, the Full Configuration Test and the 
External Network Test. 
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• Full switch bandwidth is available. Failure of a switch adapter in a node 
does not constitute a system-wide failure. However, failure of a switch 
would constitute failure, even if alternate switch paths were available, 
because full bandwidth would not be available for multiple nodes.  

• User applications can be launched and/or completed via the scheduler.  
• Other failures in Subcontractor supplied products and services that 

disrupt work on a significant portion of the nodes shall constitute a 
system-wide outage.  

• If there is a system-wide outage, the University shall turn over the system 
to the Subcontractor for service when the Subcontractor indicates they 
are ready to begin work on the system. All nodes are considered down 
during a system-wide outage.  

• Downtime for any outage shall begin when the University notifies the 
Subcontractor of a problem (e.g. an official problem report is opened) 
and, for system outages, when the system is made available to the 
Subcontractor. Downtime shall end when:  

o For problems that can be addressed by bringing up a spare node 
or by rebooting the down node, the downtime shall end when a 
spare node or the down node is available for production use.  

o For problems requiring the Subcontractor to repair a failed 
hardware component, the downtime shall end when the failed 
component is returned to the University and available for 
production use.  

o For software downtime, the downtime shall end when the 
Subcontractor supplies a fix that rectifies the problem or when the 
University reverts to a prior copy of the failing software that does 
not exhibit the same problem.  

o A failure due to the University or to other causes out of the 
Subcontractor's control shall not be counted against the 
Subcontractor unless the failure demonstrates a defect in the 
system. If there are disputes as to whether a failure is the fault of 
the Subcontractor or the University, they shall be resolved prior to 
the end of the acceptance period.  
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Appendix C: ACES/NERSC Specific Project Management 
Requirements 

Appendix C-1: ACES Project Management Requirements 

Project Management 

The development, pre-shipment testing, installation and acceptance testing 
of the Trinity Platform is a complex endeavor and will require close 
cooperation between the Subcontractor, Los Alamos National Security, LLC 
(LANS), and ACES. There shall be quarterly executive reviews by corporate 
officers of the Subcontractor, ACES, and representatives of DOE/DP, to assess 
the progress of the project. 

Project Planning Workshop 

• LANS and Subcontractor shall schedule and complete a workshop to 
mutually understand and agree upon project management goals, 
techniques, and processes. 

• The workshop shall take place no later than award + 45 days 

Project Plan 

• Delivery Milestone: no later than award + 60 days 
Subcontractor shall provide the LANS with a detailed Project Plan – which 
includes a detailed Work Breakdown Structure (WBS). The Project Plan shall 
contain all aspects of the proposed Subcontractor’s solution and associated 
engineering (hardware and software) and support activities. 
The Project Plan shall address or include:  

Program Management 
High Assurance Delivery Process 
WBS: 

• Facilities Planning (e.g., floor, power & cooling, cabling); 
• Computer Hardware Planning;  
• Installation & Test Planning; 
• Deployment and Integration Milestones 
• System Stability Planning; 
• System Scalability Planning; 
• Software Plan 
• Development 
• Interdependencies 
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• Testing 
• Deployment 
• Risk Assessment & Risk Mitigation. 
• Staffing;  
• On-site Warranty and Maintenance and Support Planning; 
• Training & Education;  

 

Project Plan – Program Management 

At a minimum, the Project Plan – Program Management Section shall: 
o Identify, by name, the Program Management Team members; 
o Identify, by name, the lead Trinity Platform Architect 
o Identify, by name, the Trinity Platform RAS Point of Contact  
o Describe the roles and responsibilities of the Team members; 
o List Subcontractor’s Management Contacts; 
o Define and institutionalize the Periodic Progress Review process 

with regard to frequency (daily, weekly, monthly, quarterly, and 
annually), level (support, technical, and executive), and escalation 
procedures. 

• Additionally, the Project Plan – Program Management Section shall detail 
the joint activities of the Subcontractor and LANS to monitor and assess 
the overall Program Performance. 

• LANS will furnish the Subcontractor with a top-10 list of problems and 
issues. The Subcontractor is responsible for appointing a point of contact 
for each of the items on the list. This list shall be reviewed weekly. 

• All Subcontractor Program Management shall interface with the 
designated LANS Trinity project manager. 

• The WBS will be updated by the Subcontractor monthly and reviewed for 
approval by LANS 

• The Subcontractor Project Plan shall be updated by the Subcontractor 
quarterly and reviewed for approval by LANS 

Project Plan - High Assurance Hardware Delivery Process.  

Subcontractor shall provide the LANS with a high assurance delivery process 
and certification program for hardware deliverables of all stages of the 
deployment and operational use by the ASC Applications Community of the 
systems. 
All assets delivered shall be, at a minimum, factory-tested and field–certified; 
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A “pre-delivery test” shall take place at the factory prior to each shipment. 
Functional diagnostics and agreed upon LANS applications shall be executed 
to verify the proper functioning of each system prior to shipment. Problems 
identified as a result of these tests shall be corrected prior to shipment. 
Assets that have successfully completed this pre-delivery test are “pre-
verified.” 

Project Plan - High Assurance Software Delivery Process:  

Subcontractor shall provide LANS with a high assurance delivery process and 
certification program for software deliverables of all stages of the 
deployment and operational use by the ASCI Applications Community of the 
systems. In addition, Subcontractor shall provide LANS with documentation 
of Subcontractor’s anticipated software release schedules during lifetime of 
the subcontract. This includes major and minor releases, updates, and fixes 
as well as expected beta-level availability. 
• While Beta software and/or pre-GA software is anticipated to be installed 

and run on these systems, however all such installations are subject to 
LANS approval; 

• Subcontractor shall provide LANS with a list of interdependencies 
between hardware and software as they pertain to the delivered systems; 

Project Plan – WBS, Milestones 

Subcontractor shall define appropriate high-level Milestones for the 
execution of the delivery and acceptance of the Trinity platform. 

Project Plan – WBS, Facilities Planning 

Compliant with the requirements of the Facilities described in the Technical 
Requirements. 

Project Plan – WBS, System Stability Planning 

Scalable systems of the size being delivered can at times prove difficult to 
predict in terms of stability. The number of components can have a 
significant effect on the stability and may provide some scalability problems 
in terms of stability of the system. The LANS requires a plan to progressively 
qualify a series of configurations of increasing complexity, in terms of both 
processor counts and interconnect topology. 
Subcontractor shall be responsible for delivering a Stabilization Plan that 
Includes the following: 
• Plan objectives 
• Target Goals for Stability, as agreed to jointly with the LANS 
• Technical Strategy 
• Roles and responsibilities 
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• Testing Plan 
• Progress Evaluation Checkpoints 
• Contingencies 

Project Plan – Staffing:  

• Staff Support shall be for the life of the subcontract. 
• Subcontractor shall identify its members of the Project Team. 

Project Plan – On-site Warranty and Maintenance and Support Planning 

• On-site Warranty and Maintenance and Support shall be for the life of the 
subcontract 

• On-site Warranty and Maintenance and Support shall include 
Subcontractor’s preventive maintenance schedule. 

• On-site Warranty and Maintenance and Support shall include logging and 
weekly reporting of all interruptions to service. At a minimum, the 
Subcontractor shall enter all interrupt logging into the LANS tracking 
system. 

Project Plan – Training and Education 

• In addition to Subcontractor’s usual and customary customer Training 
and Education program, Subcontractor shall allow the LANS’s staff access 
to Subcontractor’s internal Training & Education program; 

• Training and Education Support shall be for the life of the subcontract. 

Project Plan – Risk Assessment and Risk Mitigation 

• Subcontractor shall provide the LANS with a Risk Management Plan that 
identifies and addresses all identified risks. 

• Subcontractor shall provide a risk management strategy for the proposed 
system in case of technology problems or scheduling delays that affect 
availability or achievement of performance targets in the proposed 
timeframe. Subcontractor shall describe the impact of substitute 
technologies on the overall architecture and performance of the system 
as described in section 2.1.2. In particular, the subcontractor shall 
address the three technology areas listed below: 

o Processor 
o Memory 
o High-Speed Interconnect 
o Parallel File System 

• Subcontractor shall continuously monitor and assess the risks involved 
for those major technology components that Subcontractor identifies to 
be on the Critical Path (i.e., Risk Assessment); 
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• Subcontractor shall provide the LANS with timely and regular updates 
regarding Subcontractor’s Risk Assessment; 

• Subcontractor shall provide the LANS with a Risk Mitigation Plan. Each 
risk mitigation strategy shall be subject to LANS approval. Such Risk 
Mitigation Plan shall include: 

• Risks Categorization – Risks shall be categorized according to  
• Probability of occurrence (Low, medium, or high) 
• Impact to the program if they occur (low, medium, or high) 
• Dates for Risk Mitigation Decision Points Identified  
• Execution of mitigation plans are subject to LANS approval. 
• and may include: 

o Technology Substitution – subject to the condition that substituted 
technologies shall not have aggregate performance, capability, or 
capacity less than originally proposed;  

o 3rd Party Assistance – especially in areas of critical software 
development; 

o Source Code Availability – especially in the areas of Operating 
Systems, Communication Libraries; 

o Performance Compensation – possibility of compensating for 
performance shortfalls via additional deliveries. 

• Subcontractor’s Risk Mitigation Plan will be reviewed quarterly by the 
LANS. 
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Appendix C-2: NERSC Project Management Requirements 

Project Management 

The development, pre-shipment testing, installation and acceptance testing 
of the NERSC-8 Platform is a complex endeavor and will require close 
cooperation between the Subcontractor and the Laboratory. There shall be 
quarterly executive reviews by corporate officers of the Subcontractor and 
NERSC to assess the progress of the project. 

Project Planning Workshop 

• LBNL and Subcontractor shall schedule and complete a workshop to 
mutually understand and agree upon project management goals, 
techniques, and processes. 

• The workshop shall take place no later than award + 45 days 

Project Plan 

• To be submitted no later than award + 60 days 
• Subcontractor shall provide the University with a detailed Project Plan – 

which includes a detailed Work Breakdown Structure (WBS). The Project 
Plan shall contain all aspects of the proposed Subcontractor’s solution 
and associated engineering (hardware and software) and support 
activities. 

• The Project Plan shall address or include:  
o Project Management 
o WBS: 
o Facilities Planning (e.g., floor, power & cooling, cabling) 
o Computer Hardware Planning  
o Installation & Test Planning (including pre-delivery factory tests 

and acceptance tests) 
o Deployment and Integration  
o System Stability Planning 
o System Scalability Planning 
o Software Plan 
o Development 
o Interdependencies 
o Testing 
o Risk Assessment & Risk Mitigation. 
o Staffing (for the life of the subcontract) 
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o On-site Support and Services Planning (for the life of the 
subcontract) 

o Training & Education  

Project Management Team  

• The Subcontractor shall appoint a Project Manager (PM) for the purposes 
of executing the Project Management Plan on behalf of the Subcontractor.   

• The PM shall be assigned for the duration of the subcontract and be based 
in the Bay area through the installation and acceptance of the delivered 
System.  When the PM is unavailable due to vacation, sick leave, or other 
absence, the Subcontractor shall provide a backup who is knowledgeable 
of the NERSC-8 project and has the authority to make decisions in the 
absence of the PM.  The PM or backup shall be available for emergency 
situations via phone or pager on a 24x7 basis. 

Subcontractor Management Contacts  

The following positions in the Subcontractor management chain are 
responsible for performance under this subcontract: 

o Technical Contact 
o Service Manager 
o Contract Manager 
o Account Manager 

Roles and Responsibilities  

The PM has responsibility for overall customer satisfaction and subcontract 
performance.  It is anticipated that he/she shall be an experienced 
Subcontractor employee with working knowledge of the products and 
services proposed.  The Subcontractor’s PM can and shall: 
• Delegate program authority and responsibility to Subcontractor 

personnel 
• Establish internal schedules consistent with the subcontract schedule and 

respond appropriately to schedule redirection from the designated 
University authority 

• Establish team communication procedures 
• Conduct regularly scheduled review meetings 
• Approve subcontract deliverables for submittal to the University 
• Obtain required resources from the extensive capabilities available from 

within the Subcontractor and from outside sources 
• Act as conduit of information and issues between the University and the 

Subcontractor 
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• Provide for timely resolution of problems 
• Apprise the University of new hardware and software releases and 

patches within one week of release to the general market place and 
provide the University with said software within two weeks of request 

The PM shall serve as the primary interface for the University into the 
Subcontractor, managing all aspects of the Subcontractor in response to the 
program requirements. 
• The Technical Contact shall be responsible for:  

o Developing System configurations to technical design 
requirements 

o Updating the University on the Subcontractor’s products and 
directions 

o Working with the PM to review the Subcontractor’s adherence to 
the Subcontract 

• The Contract Manager is: 
o The Subcontractor’s primary interface for subcontract matters 
o Is authorized to sign subcontract documents committing the 

Subcontractor 
o Supports the Project Manager by submitting formal proposals and 

accepting subcontract modifications. 
• The Service Manager has the responsibility for: 

o Compliance with the Subcontractor’s hardware service 
requirements.   

o Determining workload requirements and assigning services 
personnel to support the University 

o Managing the Subcontractor’s overall service delivery to the 
University 

o Meeting with University personnel regularly to review whether 
the Subcontractor’s service is filling the University’s requirements  

o Helping Subcontractor’s service personnel understand University 
business needs and future directions 

Periodic Progress Reviews 

Daily Communication  
• The Subcontractor’s PM or designate shall communicate daily with the 

University’s Technical Representatives or designate and appropriate 
University staff.  These daily communications shall commence shortly 
after subcontract award and continue until both parties agree they are no 
longer needed.  The topics covered in this meeting include: 

o System problems – status including escalation 
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o Non-system problems 
o Impending deliveries 
o Other topics as appropriate 

• The Subcontractor’s PM (or designate) is the owner of this meeting.  
Target duration for this meeting is one-half hour.  Both Subcontractor and 
the University may submit agenda items for this meeting. 

Weekly Status Meeting  

• The Subcontractor’s PM shall schedule this meeting.  Target duration is 
one hour.  Attendees normally include the Subcontractor’s PM, Service 
Manager, University’s Procurement Representative, Technical 
Representative and System Administrator(s) as well as other invitees.  
Topics covered in this meeting include: 

o Review of the past seven days and the next seven days with a focus 
on problems, resolutions, and impending milestones 

o Review of the University’s top-10 list of problems and issues.  
o System reliability 
o System utilization 
o System configuration changes 
o Open issues (hardware/software) shall be presented by the 

Subcontractor’s PM.  Open issues that are not closed at this 
meeting shall have an action plan defined and agreed upon by both 
parties by close of this meeting 

o Other topics as appropriate 

Extended Status Review Meeting  

• Periodically, but no more than once per month and no less than once per 
quarter, an Extended Status Review Meeting will be conducted in lieu of 
the Weekly Status Meeting.   

• The Subcontractor’s PM shall schedule this meeting with the agreement 
of the University’s Technical Representative.  Target duration is one to 
three hours.  Attendees normally include: Subcontractor’s PM, Technical 
Contact, Field Service Manager and Line Management, University’s 
Procurement Representative,  Technical Representative and Line 
Management as well as other invitees.  Topics covered in this meeting 
include: 

• Review of the past 30 days and the next 30 days with a focus on 
problems, resolutions and impending milestones (Subcontractor PM to 
present) 

o Implementation schedule status (Subcontractor PM to present) 
o High priority issues (issue owners to present) 
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o Facilities issues (changes in product power, cooling, and space 
estimates for the to be installed products) 

o All topics that are normally covered in the Weekly Status Meeting 
o Other topics as appropriate 

Both Subcontractor and the University may submit agenda items for this 
meeting. 
Quarterly Executive Meeting  
• Subcontractor’s PM shall schedule this meeting.  Target duration is six 

hours.  Attendees normally include: Subcontractor’s PM, Subcontractor’s 
Senior Management, University’s Procurement Representative, Technical 
Representative, selected Management, selected Technical Staff and other 
invitees.  Topics covered in this meeting include:  

o Program status (Subcontractor to present) 
o University satisfaction (University to present) 
o Partnership issues and opportunities (joint discussion) 
o Future hardware and software product plans and potential impacts for 

the University 
o Participation by Subcontractor’s suppliers as appropriate 
o Other topics as appropriate 
o Both Subcontractor and the University may submit agenda items for 

this meeting. 

Hardware and Software Support 

• Severity Classifications  
o The Subcontractor shall have documented problem severity 

classifications.  These severity classifications shall be provided to 
the University along with descriptions defining each classification. 

• Severity Response  
o The Subcontractor shall have a documented response for each 

severity classification.  The guidelines for how the Subcontractor 
will respond to each severity classification shall be provided to the 
University. 

Problem Search Capabilities  
• The Subcontractor shall provide the capability of searching the problem 

database via a web page interface.  This capability shall be made available 
to all individual University staff members designated by the University. 

Problem Escalation  
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• The Subcontractor shall utilize a problem escalation system that initiates 
escalation based either on time or the need for more technical support.  
Problem escalation procedures are the same for hardware and software 
problems.  A problem is closed when all commitments have been met, the 
problem is resolved and the University is in agreement. 

• The University initiates problem notification to onsite Subcontractor 
personnel, or designated Subcontractor on-call staff. 

Risk Management  

• The Subcontractor shall continuously monitor and assess risks affecting 
the successful completion of the NERSC-8 project, and provide the 
University with documentation to facilitate project management, and to 
assist the University in its risk management obligations to DOE. 

• The Subcontractor shall provide the University with a Risk Management 
Plan (RMP) for the technological, schedule and business risks of the 
NERSC-8 project. The RMP describes the Subcontractor’s approach to 
managing NERSC-8 project risks by identifying, analyzing, mitigating, 
contingency planning, tracking, and ultimately retiring project risks. The 
initial plan is due 30 days after award of the Subcontract.  Once approved 
by the University, the University shall review the Subcontractor’s RMP 
annually.  

• The Subcontractor shall also maintain a formal Risk Register (RR) 
documenting all individual risk elements that may affect the successful 
completion of the NERSC-8 project.  The RR is a data-base managed using 
an application and format approved by the University. The initial RR is 
due 30 days after award of the Subcontract. The RR shall be updated at 
least monthly, and before any Critical Decision (CD) reviews with DOE. 
After acceptance, the RR shall be updated quarterly.  Along with each 
required update to the RR, the Subcontractor shall provide a Risk 
Assessment Report (RAR) summarizing the status of the risks and any 
material changes. The initial report and subsequent updates will be 
reviewed and approved by the University’s Technical Representative or 
his/her designee. 

Risk Management Plan 

The purpose of this RMP, as detailed below, is to document, assess and 
manage Subcontract’s risks affecting the NERSC-8 project:  

o Document procedures and methodology for identifying and 
analyzing known risks to the NERSC-8 project along with tactics 
and strategies to mitigate those risks. 

o Serve as a basis for identifying alternatives to achieving cost, 
schedule, and performance goals. 
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o Assist in making informed decisions by providing risk-related 
information. 

The RMP shall include, but is not limited to, the following components: 
management, hardware, software; risk assessment, mitigation and 
contingency plan(s) (fallback strategies). 
Risk Register 
• The RR shall include an assessment of each likely risk element that may 

impact the NERSC-8 project.   For each identified risk, the report shall 
include: 

o Root cause of identified risk 
o Probability of occurrence (low, medium, or high) 
o Impact to the project if the risk occurs (low, medium, or high) 
o Impact identifies the consequence of a risk event affecting cost, 

schedule, performance, and/or scope.  
o Risk mitigation steps to be taken to reduce likelihood of risk 

occurrence and/or steps to reduce impact of risk.   
• Execution of mitigation plans are subject to University approval and may 

include: 
o Technology substitution - subject to the condition that substituted 

technologies shall not have aggregate performance, capability, or 
capacity less than originally proposed; 

o 3rd party assistance - especially in areas of critical software 
development; 

o Performance compensation - possibility of compensating for 
performance shortfalls via additional deliveries. 

o Dates for risk mitigation decision points.   
o Contingency plans to be executed should risk occur; subject to 

University approval 
o Owner of the risk. 

Risk Assessment Report 

• The RAR shall include the following: 
 

o Total number of risks grouped by severity.   
o Summary of newly identified risks from last reporting period. 
o Summary of any risks retired since the last report. 
o Identification and discussion of the status of the Top 10 (watch 

list) risks. 
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Definitions and Glossary  
Coefficient of Variation: the ratio of the standard deviation to the mean. 

Delta-BB: is the time to checkpoint 80% of aggregate memory of the system 
to the Burst Buffer. For example, if the aggregate memory of the compute 
partition is 3 PB, Delta-BB is the time to checkpoint 2.4 PB. 

Delta-PFS:  is the time to checkpoint 80% of aggregate memory of the 
system to the Parallel File System. For example, if the aggregate memory of 
the compute partition is 3 PB, Delta-PFS is the time to checkpoint 2.4 PB. 

Full scale: All of the compute nodes in the system. This may or may not 
include all available compute resources on a node depending on the use case. 

Independent progress: This term is used in the context of non-blocking MPI 
commands being able to progress to completion when the calling task is 
performing a non-MPI workload. 

Job Interrupt: Any system event that causes a job to unintentionally 
terminate. For example to not exit or complete as expected due to a system 
failure, not an application failure. 

Job Mean Time to Interrupt (JMTTI): Average time between job interrupts 
over a given time interval. 

System Availability: ((time in period – time unavailable due to outages in 
period)/(time in period – time unavailable due to scheduled outages in 
period)) * 100 

System Interrupt: Any system event, or accumulation of system events over 
time, resulting in more than 1% of the compute resource being unavailable at 
any given time. Loss of access to any dependent subsystem, e.g. parallel file-
system or service partition resource, will also incur a system interrupt. 

System Mean Time Between Interrupt (SMTBI): Average time between 
system interrupts over a given time interval. 

 


